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Robust Digital Image Watermarking Scheme Based
on DWT and ICA 

G.Thirugnanam1,S.Arulselvi2 

Abstract-In recent years, access to multimedia data has become 
much easier due to rapid growth of the internet. While this is 
usually considered an improvement of everyday life, it also 
makes unauthorized copying and distributing of multimedia 
data much easier, therefore presenting a field of
watermarking.Many literatures have reported about Discrete 
Wavelet Transform (DWT) based watermarking for data 
security since they are found to be robust against image 
processing attacks when compared with spatial domain. In this 
paper, an attempt is made to develop a watermarking scheme 
based on DWT and extraction using Independent Component 
Analysis (ICA).FastICA is proposed and implemented for
extraction. In this work, proposed DWT with Fast ICA is 
compared with DWT based Self Reference with Non ICA
technique. Simulation results show that proposed technique
produces better PSNR and similarity measure. The robustness
of the proposed scheme is evaluated against various image-
processing attacks. 
Keywords- Authentication, data hiding, digital
watermarking, self-reference, wavelet transform. 

I. INTRODUCTION 

ecently, the tremendous growth of the internet has
increased multimedia services, such as electronic 

commerce, pay-per-view, video–on-demand, electronic
newspapers and peer to peer media sharing. As a result,
multimedia data can be obtained quickly over high-speed
network connections. However, authors, publishers, owners
and providers of multimedia data are reluctant to grant the
distribution of their documents in a networked environment
because the ease of intercepting, copying and redistributing
electrical data in their exact original form encourages
copyright violation. Therefore, it is crucial for the future
development of networked multimedia systems that robust
methods are developed to protect the intellectual property
right of data owners against unauthorized copying and
redistribution of the material made available on the network.
Furthermore, it is an important issue to develop a robust
watermarking scheme with a better tradeoff between
robustness and imperceptibility. 
Watermarking techniques [2],[5] can be broadly classified
into two categories: Embedding watermarks in the spatial  
Domain or in the frequency (transform) domain.Many
literatures have reported about watermarking based on _ 

______________________________ 
About1- G.Thirugnanam is Senior Lecturer, Dept. of Instrumentation 
Engineering, Annamalai University, Tamil Nadu, and India. Telephone:
9842385955 email: thirugnanam_me@yahoo.com).  
About2

- Dr.S.Arulselvi is Reader, Dept. of Instrumentation Engineering,
Annamalai University,Tamil Nadu ,and India.  (Email:
ggtt_me@yahoo.com) 

spatial domain with different conventional
extractiontechniques [6].It has been found that these
techniques produce poor robustness and less PSNR.
Transform domain watermarking techniques are more
robust, this is due to thefact that when image is inverse
wavelet transformed, watermark is distributed irregularly
over the image, making the attacker difficult to read or
modify. Among the transform domains DWT, based
watermarking techniques are gaining more popularity
because of superior modeling of Human Visual System
(HVS). Recently many literatures have reported that the
watermarking schemes based on Discrete Wavelet
Transform (DWT) [4],[5]. In Joo et al self-reference image
scheme, the extraction process depends on the embedding
location idx, as well as original image. The above said
feature does not provide robust [1] and thus the watermark
can be removed easily. Hence, ICA based extraction of
watermark found to be better alternate when compared with
Non ICA extraction techniques.To overcome the above said
problem, an attempt is made in this paper, to develop and
implement watermarking scheme based on Discrete Wavelet
Transform and extraction of watermark by a blind
Independent Component Analysis (ICA) algorithms for
digital images. The novelty of the proposed method is that it
does not require original image and embedding parameters
such as watermark location and strength.Simulation results
are presented for various attacks and it is found that
proposed method(DWT with Fast ICA) produces high
similarity measure and robust to various image processing
attacks like jpeg compression, Gaussian noise, cropping,
Rotation and Translation.This paper is organized as follows:
Section II reviews the Watermark embedding and
extraction, Section III discusses the self reference scheme,
Section IV presents the Proposed work, In Section V
Simulation Results are presented and conclusions are drawn
in Section VI.  

R 

D.4.6, I.5.4, G.1.2 
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II. WATERMARK EMBEDDING AND EXTRACTION 

 
Fig. 1. Watermark embedding 
In general, watermark embedding requires an original image 
and a watermark. In Fig.1 Original image is decomposed to 
two level using DWT and the watermark is embedded in the 
HL2 sub-band along with a private key, which is used to 
hide the watermark. Then IDWT is done to obtain the 
watermarked image. 

1) Decomposition By DWT 

Wavelet transform allows the decomposition of the signal in 
narrow frequency bands while keeping the basis signals 
space limited. Fig. 2 shows a two level DWT decomposition 
tree using low pass and high pass analysis filter banks

)( mh  and )( mg respectively [8]. If the level of 
decomposition is increased, the approximate image will 
be more stable. However, the complexity increases and 
the amount of information that can be embedded will be 
decreased. As a compromised way, the original image is 
decomposed into two levels. In wavelet analysis, an 
original image can be decomposed into an approximate 
image LL1 and three detail images LH1, HL1 and HH1 as 
shown in Fig. 2. Using wavelet analysis on the 
approximate image LL1 again, four lower-resolution sub-
band images LL2 and three detail images LH2, HL2 and 
HH2 will be obtained and the approximate image holds 
the most information of the original image. Others 
contain some high-frequency information such as the 
edge details and these detail images can be affected easily 
by the noise, some common image processing, etc, so 
they are not stable enough to hide information in them. 
However, the watermark can be embedded into the 
approximation coefficient. Thus, the degree of robustness 
will be improved and integrity of the details which 
improve the imperceptibility. The main drawback of not 
embedding the watermark in the LL2 will lead to serious 
degradation of image quality. Hence, the watermark can 
be embedded either in HL2 or LH2. In this paper, HL2 
sub-band is chosen to embed the watermark. 

 

 
Fig. 2. Two level 2D DWT analysis filter banks 
 

2) Embedding 

The watermark embedding procedure is to embed a 
watermark into the original image in HL2 sub-band obtained 
from DWT as shown in Fig. 2. The watermark can be 
perceptible or imperceptible in the watermarked image 
depending on the applications. For applications, requiring 
the original image not being distorted, imperceptible 
watermark is desired. For some other applications, which 
require displaying the embedded image, a perceptible 
watermark is preferred. In this paper, imperceptible 
watermark is obtained. 

3) Extraction 

 
Fig. 3.  Watermark extraction 

 
Watermark extraction is used to retrieve the embedded 
watermark from the watermarked image as shown in Fig. 3. 
For watermark extraction, a secret key, which is the same 
used during embedding, is used together with the 
watermarked image to retrieve the embedded watermark. In 
this paper, FastICA is proposed to extract the watermark.  
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4) Independent Component Analysis 

ICA is a statistical technique for obtaining independent 
sources S from their linear mixtures X, when neither the 
original sources nor the actual mixing A are known. Thisis 
achieved by exploiting higher order signal statistics and 
optimization techniques. The result of the separation process 
is a demixing matrix W, which can be used to obtain the 
estimated unknown sources, S  from their mixtures. This 
process is described by 

WXSASX =→= (1) 

FastICA algorithm applied in this work for watermark 
extraction is discussed below: 
Aapo Hyvarinen and Erkki Oja have proposed an Fast ICA 
algorithm and it is based on a fixed-point iteration scheme 
[7]. The operation of Fast ICA algorithm is outlined as 
follows: 
The mean of the mixed signal X is subtracted so as to make 
X as a zero mean signal as   

][XEXX −=                    (2)                                                                                                                                                         
Where ][XE  is the mean of the signal? 
  ii) Then covariance matrix is 

][ TXXER = (3) 

is obtained and eigenvalue decomposition is performed on 
it, where E  is the orthonormal matrix of eigenvalues of R  
and D  is the diagonal matrix of eigenvalues. Find the 
whitening matrix, P  which transforms the covariance 
matrix into an identity matrix is given by 

( )( )TEDsqrtInvP ×=             (4) 
 

  iii) Choose an initial weight vectorW , such that the 

projection XTW maximizes non-gaussianity as 

( ){ } ( ){ }WTWgEXTWgXEW ′−=+ *                (5) 
Where g is the derivative of the nonquadratric function. The 

variance of XTW +  must be made unity. Since X is 
already whitened it is sufficient to constrain the norm of  

+W  to be unity. 

+

+

=
W
WW                               (6) 

If  W  not converges means go back to step (iv). 
 

iv)  The demixing matrix is given by  

PTWW ×=                                        (7) 
 and independent components are obtained by 

 XWS ×=                                                           (8) 
 

III. SELF REFERENCE SCHEME 

Watermark embedding by Liu et al [1] is shown in Fig. 4. In 
this scheme, three sub-bands (LH2,HL2 and HH2) are set to 
zero except LL2 as stated by Joo et al. After performing 

inverse wavelet transform, its reference sub-band 2LL ′ is 
obtained. The information idx of embedding location in the 
watermark embedding process is obtained by sorting 

22 LLLL ′−  .Finally, the watermark information 

isembedded into the sub-band  
))((22 jidxwkLLLL ×±= ′ , where j = 1 to 1000, k  is a 

factor for controlling embedding intensity and w  is a 
pseudo-random binary sequence with the length of 1000 bits 
generated by using a seed, w  belongs to [1, -1] and idx is 
the key. In watermarking extraction process, the original 
image is required for obtaining the watermark embedding 
location. According to the embedding location, the 
watermark can be extracted by comparing the two sub-bands 

2LL and 2LL ′  . Finally, the extracted watermark is compared 
with the original watermark by similarity measure. 
However, the above embedding process is quite time – 
consuming. Besides, the original image is required in the 
watermark extraction process, which is impractical in real 
applications. The two schemes discussed by Joo & Liu, 
embed the watermark by zeroing of high frequency sub- 
bands. Hence, the above scheme does not provide 
robustness as stated by Ting et al [9] and the reason is 
embedded space where the watermark location can be 
recovered easily, thus the watermark can be removed or 
replaced. 

 

 
Fig. 4.  Watermark embedding process using self 

reference scheme 

IV. PROPOSED WORK 

To overcome the above said problems, this paper proposes a 
watermarking scheme based on DWT and extraction of 
watermark by blind ICA techniques. This proposed scheme 
is compared with the existing self-referencenon-ICA 
extraction technique to evaluate the performance. The 
novelty of this method is that it does not require original 
image and embedding parameter such as watermark location 
and strengthThe watermark embedding process is shown in 
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Fig. 1. The original image is decomposed into two levels 
using DWT analysis as shown in Fig. 2. Between the two 
middle subbands HL2 is chosen in this work to embed 
watermark as it provides high PSNR values, also this HL2 
subband provides high robustness and imperceptibility when 
compared to LH2. A stochastic model of the cover image is 
applied to an adaptive watermark by computing NVF with 
non-stationary Gaussian model [10]. In this case, NVF can 
be expressed by 

( )
( )jix

VF
,21

1ji,N
σ+

=       (9) 

Where ( )jix ,2σ denotes variance of the cover image in a 
window centered on the pixel with spatial coordinates ( )ji, . 
A masking function named Noise Visibility Function (NVF) 
is applied to characterize the local image properties, 
identifying the textured and edge regions where the 
information can be more strongly embedded. Such high- 
activity regions are generally highly insensitive to distortion. 
With the visual mask, the watermark strength can be 
reasonably increased without visually degrading the image 
quality.By applying NVF; the watermark in texture and 
edges becomes stronger than in flat areas. The watermark is 
embedded using the following equations:              

( ) ( ) ( )( ) ( )
( ) ( ) ( ) )10(,.,..
10

,,1)(,,

2

222

jiWjiNVF
HLE

jiWjiNVFHLEjiHLjiHLI

α

α +−+=′

 
Where ( )jiHLI ,2′  are watermarked coefficients, 

)( 2HLE  and 
( )
10

2HLE
denotes the watermark strengths of 

texture and edge regions, respectively.α is the smoothing 
factor and E  denotes the mean and  ( )jiW ,  is the 
watermark. Then, perform the inverse DWT to retrieve the 
watermarked image. For watermark extraction, a random 
key is used together with the watermarked image to retrieve 
the embedded watermark.  

 
KaWaIaX 1312111

++′=
(11)

KaWaIaX 2322212
++′=

     (12)
 

KaWaIaX 3332313 ++′=        (13) 
 

Wherea is a mixing matrix, I ′ is the watermarked image, W 
is the watermark and K is a random key in the embedding 
process. Applying the above mentioned ICA algorithms to 
those mixtures, watermark W is extracted. The watermark is 
extracted from the watermarked image as shown in Fig. 3.  

V. SIMULATION RESULTS 

A gray scale of size 256x256 is considered as original image 
(Flower image) as shown in Fig. 5. Simulations are carried 

out using MATLAB software. The original image is 
decomposed using discrete wavelet transform for two level. 
The watermark is embedded in the second level middle 
frequency subband (HL2) using the embedding equation 
(10). A binary image of size 64 x 64 is considered as the 
watermark image (Robut) as shown in Fig. 6. The 
watermarked image is obtained using two level IDWT. To 
justify the results, various images are taken and watermark 
is embedded using DWT to obtain watermarked image and 
it is shown in Fig. 7(a-e). The Peak Signal to Noise Ratio 
(PSNR) is calculated between original and watermarked 
image using the formula (14). PSNR values for various test 
images are shown in Table 1. From the results, it is observed 
that the wavelet transform reconstructs the image better 
when compared to the self reference technique.The quality 
of the watermarked image is evaluated by calculating the 
Peak Signal to Noise Ratio (PSNR) betweenoriginal and 
watermarked image using the formula 

)(
2255

10log10 dB
MSE

PSNR = (14) 

 
Where MSE is the Mean Square Error. The PSNR values 
calculated for the existing self- reference technique as well 
as the DWT technique for Flower image is 33.4104 and 
41.6662, respectively.  

Table 1. PSNR values for various test images 

Test 
Images 

Self 
Reference 
Technique 

Proposed 
Technique 

Flower 33.4104 41.6662 
Football 32.8963 39.2112 
Peppers 31.1125 36.5659 
House 30.4937 34.9548 
Moon 35.7625 40.9858 

 
Among the test images, Flower is chosen for simulation. 
Fig. 8(a-e) show the various image processing attacks like 
JPEG compression, gaussian noise addition with noise 
density of 0.5,  cropping, Rotation and Translation 
respectively on Flower image Fig. 9(a–e) shows the 
extracted watermarks using FastICA from the above 
mentioned attacks respectively. The similarity measure 
criteria is calculated between original and extracted 
watermark using the expression  

( )
XX

XXXXSim
′′

′
=′

.
., (15) 

 
where X  is the original watermark and X ′  is the extracted 
watermark. 
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Fig. 5. Original image 

 
                                   Fig. 6. Watermark  
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        (c) Peppers                           (d) House 

                                 
 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 (e) Moon 

Fig. 7(a-e). Watermarked images 

 
   (a)Jpeg compression                       (b)Gaussian noise                                       

 
(c) Cropping 
 

 

 

 
(d) Rotation                              (e) Translation 
 

           Fig. 8(a-e). Various attacks 
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Fig. 9 (a-e). Extracted watermarks 
 

Table 2 compares the performance of PSNR (dB) and 
Similarity Measure for existing technique (Self Reference 
with Non ICA) with proposed technique (DWT with Fast 
ICA) for Flower image. Considerable differences between 
the two techniques are observed for all type of attacks and it 
is inferred that DWT with Fast ICA performs better. 

 
 

Table 2. Performance comparison of existing technique with 
proposed technique 
 

VI. CONCLUSION 

A Robust Watermarking scheme using DWT with FastICA 
is presented in this paper and their performance against 

various attacks are obtained. To evaluate the performance of 
the proposed technique, it is compared with Self Reference 
Non ICA technique. The simulation results reveal that the 
proposed scheme (DWT with Fast ICA) is better interms of 
PSNR values and similarity measure values. 
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ATTACKS 

 

PSNR (dB) SIMILARITY 
MEASURE 

Existing 
Technique 

Proposed  
Technique   

Existing 
Technique 

Proposed  
Technique   

JPEG  
Compression 29.1823 33.3772 0.8916 0.9599 

Gaussian 
Noise 24.8114 25.7510 0.8869 0.9589 

Cropping  8.4236 11.4382 0.8824 0.9532 

Rotation 13.5321 14.1585 0.8801 0.9538 

Translation 22.3428 27.5552 0.8851 0.9571 
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Exploring Genetic Algorithm for Shortest Path 
Optimization in Data Networks 

Dr. Rakesh Kumar1, Mahesh Kumar2 

Abstract - Internet Service providers (ISPs) are the building
blocks for Internet. Due to huge demand of Internet by various
business communities and individuals, ISPs are trying to meet
the increasing traffic demand with improved utilization of
existing resources and application of new technologies. Routing
of data packets can affect network resource utilization. A
protocol is followed to send packets from source to destination
along a path. In intra-domain Internet routing protocol Open
Shortest Path First (OSPF) is the most commonly used
protocol. As any user can come in and out from the logical
topology of network, routing in dynamic network is a
challenging one. I have implemented a Genetic algorithm to
finds the set of optimal routes to send the traffic from source to
destination. 
Keywords- Genetic Algorithm, Chromosome, Crossover,
Mutation, Routing  

I. INTRODUCTION 

ata network routing is a process of transferring packets
from source node to destination node with minimum 

cost (delay-transmission, processing and queuing delay,
bandwidth, load, jitter, reliability etc.).  Routing is complex
in large networks because of the many potential
intermediate destinations a packet might traverse before
reaching its destination. Hence routing algorithm has to
acquire, organize and distribute information about network
states. It should generate feasible routes between nodes and
send traffic along the selected path and also achieve high
performance. Routing in conjunction with congestion
control and admission control defines the performance of
the network. The weights of links in network are assigned
by the network operator. The lower the weight, the greater
the chance that traffic will get routed on that link [BLU00].
When one sends or receives data over the Internet, the
information is divided into small chunks called packets or
datagram‟s. A header, containing the necessary transmission
information, such as the destination Internet Protocol (IP)
address, is attached to each packet. The data packets are sent
along links between routers on Internet. When a data packet
reaches a router, the incoming datagram‟s are stored in a
queue to await processing. The router reads the datagram
header, takes the IP destination address and determines the
best way to forward this packet for it to reach its final
destination. Routing algorithm should havegeneric  
_______________________________ 
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About2 : Assistant professor, Department of Computer Science and 
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objective ofrouting strategy to be both dynamically
reconfigurable and be based on locally available
information. It should also satisfy user quality of service
objectives. Some of the methods proposed in achieving
these objectives are social evolutionary algorithms, insect
metaphors and cognitive packet network. Insect metaphors
and cognitive packet network methods use the probabilistic
routing table and allow the packets themselves to
investigate, report network topology status and performance.
Genetic algorithm is one in which the population associated
with each node co-evolve to solve the problem.  

II. NETWORK ROUTING 

Routing is a process of finding paths between nodes in
network. Broadly there are mainly two types of routing
policies - static and dynamic. In static routing, the routes
between the nodes are precomputed based on certain factors
for example bandwidth, buffer space etc. and are stored in
routing table. All packets between any two nodes follow the
same path. When network topology changes the path
between two nodes may also change and static routing fails.
Hence in dynamic routing policy, the routes are not stored
but are generated when required. The new routes are
generated based on the factors like traffic, link utilization,
bandwidth, jitter, delay etc which is aimed at having
maximum performance. For message transmission routing
policy may be centralized or distributed. In the case of
centralized routing, only centralized node generates routes
between any pair of nodes. Centralized routing is not
adequate in IP networks as it is required to collect whole
network state before route computation, which is very
complex task. In distributed routing, each node generates
routes independently between pair of nodes as and when
required. Other classification of routing policy is optimal
routing (global routing) and shortest path routing (local
routing) [CAUOO]. Some of the shortest path algorithms are
distance vector algorithm and link state algorithm. Each
node in the network is of the type store and forward. The
link performance may be measured in terms of bandwidth or
link delay. The topology of the network may change due to
growth in number of nodes, or failure of node. This change
in topology should be reflected in the routing table, which in
turn helps the routing protocol to generate optimal route for
the current state of network. Some of the protocols are
Routing Information Protocol (RIP), Interior gateway
routing protocol (IGRP), Open source shortest path first
(OSPF) and Border gateway protocol (BGP). OSPF is a link
state routing protocol used in IP networks which uses
shortest path first algorithm to compute low cost route to 

D 

mailto:rsagwal@gmail.com
mailto:myadav.kuk@gmail.com


Global Journal of Computer Science and Technology  Vol. 10   Issue 11 (Ver. 1.0)  October 2010  P a g e | 9 

 

 

destination. Enhanced Interior Gateway Routing Protocol 
(EIGRP) is an enhanced distance vector routing protocol 
with optimization to minimize the effect of change in 
topology and efficient use of bandwidth and processing 
power at the router. EIGRP uses unequal cost load 
balancing. Routing process uses routing table at each node 
to store all the nodes which are at one hop distance from it 
[CAU00]. It also stores the other nodes (hop count more 
than one) along with the number of hops to reach that node, 
followed by the neighbor node through which it can be 
reached. Router decides which neighbor to choose from 
routing table to reach specific destination.   

III. SHORTEST PATH PROBLEM 

The shortest path problem is defined as that of finding a 
minimum-length (cost) path between a given pair of nodes. 
The Dijkstra algorithm is considered as the most efficient 
method for shortest path computation in IP networks. But 
when the network is very big, then it becomes inefficient 
since a lot of computations need to be repeated [BIL08]. 
Also it cannot be implemented in the permitted time 
[YIN06]. 

IV. GENETIC ALGORITHM 

Genetic Algorithm (GA) is a special kind of stochastic 
search algorithm that depicts the biological evolution as the 
problem solving technique. GA works on the search space 
called population [GOL89]. Each element in the population 
is called as chromosome. GA begins with randomly 
selecting set of feasible solution from population. Each 
chromosome is a solution by itself. Each chromosome is 
evaluated for fitness and this fitness defines the quality of 
solution. GA uses adaptive heuristic search technique which 
finds the set of best solution from the population. New off-
springs are generated /evolved from the chromosomes using 
operators like selection, crossover and mutation. Most fit 
chromosomes are moved to next generation. The weaker 
candidates get less chance for moving to next generation. 
This is because GA is based on the principle of Darwin 
theory of evolution, which states that the “survival is the 
best”. This process repeats until the chromosomes have best 
fit solution to the given problem [LAU91]. The summary is 
that the average fitness of the population increases at each 
iteration, so by repeating the process for many iterations, 
better results are discovered. GA has been widely studied 
and experimented on many fields of engineering. GA 
provides alternative methods for solving problems which are 
difficult to solve using traditional methods. GA can be 
applied for nonlinear programming like traveling salesman 
problem, minimum spanning tree, scheduling problem and 
many others. 

1) Features of Genetic algorithm  

• The most important feature of genetic algorithms is that 
they are parallel in nature. They explore solution space in 
multiple directions at once. GA is well suited for solving 
problems where the solution space is huge and time taken to 
search exhaustively is very high.  

• GA performs well in problems with complex fitness. If the 
function is discontinuous, noisy, changes over time or has 
many local optima, then GA gives better results [VIJ08].  

• GA has ability to solve problems with no previous 
knowledge (blind). The performance of GA is based on 
efficient representation, evaluation of fitness function and 
other parameters like size of population, rate of crossover 
and mutation and the strength of selection. 

2) Problem definition 

The network under consideration is represented as G = (V, 
E), a connected graph with N nodes. The metric of 
optimization is cost of path between the nodes. The total 
cost is the sum of cost of individual hops. The goal is to find 
the path with minimum total cost between source node Vsrc 
and destination Vdest, where Vsrc and Vdest belong to V.  This 
paper presents the efficient on-demand, source initiated 
routing algorithm using genetic algorithm. Finally data is 
sent along the generated path. 

A. Initialization of routing table  

A module is used to generate all possible paths from a given 
node to all other nodes in the network. Initially, „n‟ random 
paths are considered (chromosome). This „n‟ defines the 
population size. These chromosomes act as population of 
first generation. 

B. Optimal paths generation  

This module deals with finding the optimal path using 
genetic algorithm. The input to this module is the set of 
paths generated. Each path is called as chromosome.  As the 
source node receives „m‟ (say 10- population size) 
chromosomes-  
(a) Calculate the fitness of each of the chromosome. 
The fitness of the chromosome is evaluated as: Fitness = no 
of hops in path * 10 – total cost of path Number of hops 
defines the number of intermediate nodes visited along the 
path from source to destination and total cost is the sum of 
cost of individual links in the path. 
(b) Select best two chromosomes as parents  (using some 

selection method-Roulette wheel) 
(c) Perform crossover with probability 0.7 
(d) Perform mutation with probability 0.01 
(e) Place children in the population and eliminate the worst 

chromosome having very poor fitness value. 
(f) If termination condition is not attained then repeat the 

steps i. to vi. 
Else (Convergence criteria is reached)   { • Store the paths 
for duration t seconds  • send data to the destination along 
the path  } 

(g) Refresh the path after duration of t seconds to know    
the current status of dynamic network. 

C. Selection   

It is a feature of GA for selecting parents for next 
generation. Current work is based on roulette wheel 
selection.Roulette wheel selection – In roulette wheel 
selection, the individual is selected based on the relative 
fitness with its competitors. This is similar to dividing the 
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wheel into a number of slices. Fittest chromosomes get 
larger slice. Some of the other selection methods are rank 
selection, elitist selection, scaling selection, tournament 
selection, etc.  

D. Crossover  

Crossover operator combines sub parts of two parent 
chromosomes and produces offspring that contains some 
part of both the parent genetic material. Crossover is mainly 
of two types namely single point crossover and multipoint 
crossover. In single point crossover, there is one cross over 
site and in multipoint crossover there is more than one 
crossover site. Single point crossover method is simple; it 
has some problems like formation of cycles when used for 
routing. Hence it is required to use some of the advanced 
multipoint crossover techniques to eliminate cycle. Some of 
the advanced multipoint crossover techniques are Partially 
Mapped Crossover (PMX), Cycle crossover (CX) and Order 
crossover (OX) [GOL98, SIV08]. This paper deals with 
PMX crossover. In Partially Matched Crossover [SIV08], 
two strings are aligned, and two crossover points are 
selected uniformly at random along the length of the strings. 
The two crossover points give a matching selection, which 
is used to affect across through position-by-position 
exchange operations. 
Consider two strings: 
Parent A  4  8  7  3  6  5  1   10   9   2 
Parent B  3  1  4  2  7  9  10   8   6   5 
Two crossover points were selected at random, and PMX 
proceeds by position wise exchanges. In-between the 
crossover points the genes get exchanged i.e., the 3 and the 
2, the 6 and the 7, the 5 and the 9 exchange places. This is 
by mapping parent B to parent A. Now mapping parent A to 
parent B, the 7 and the 6, the 9 and the 5, the 2 and the 3 
exchange places. Thus after PMX, the offspring produced as 
follows: 
Child A  4  8  6 2  7  9  1  10  5  3 
Child B  2  1  4  3  6  5  10  8  7  9 
Each offspring contains ordering information partially 
determined by each of its parents. PMX can be applied to 
problems with permutation representation. Generated 
offspring should be validated. Validation is done by 
checking the offspring with all possible routes. If offspring 
belongs to all possible routes then its fitness is computed 
and sent to next operation. If the offspring does not belong 
to all possible route set, then it is dropped as route does not 
involve valid connections of nodes in network.  

E. Mutation  

Crossover operation may produce degenerate population. In 
order to undo this, mutation operation is performed. 
Mutation operation can be bit flipping, interchanging, 
inversion, insertion, reciprocal exchange or others [ALU06]. 
The paper uses insertion method. In case of insertion a node 
is inserted at random position in the string. This is because a 
node along the optimal path may be eliminated through 
crossover. Using insertion, it can be brought back. Once 
mutation is completed, the offspring generated by mutation 
have to be validated with the same process used in 
crossover.  

F. Termination Criteria  

It allows the convergence of algorithm. Maximum 
generations, No change in population fitness and stall 
generation are considered as algorithm stopping condition. 
We have taken the maximum number (say 1000) of 
generations as it will allow algorithm to check, upto what 
number of generations there is improvement in chromosome 
fitness. A second stopping criterion is until some 
chromosome reaches a specified fitness level. As the 
optimal solution is generated using GA, data is transmitted 
along that path. There may be change in topology of 
network as some nodes may join the network or some nodes 
may leave the network or some nodes may fail. Under these 
circumstances the optimal path may no more be the shortest. 
Hence the network has to be refreshed at every t seconds 
and new routes may be generated.  

    
    
    
  
    
 
 
 
 

 
 
 

Figure 1 : Sample Network Topology 
 

The Cost on links is given in table 1: 

 
Table 1: Cost on linksThe values 999 represents that there is 
no direct link between these nodes. 999 is a big value as 
compared to other costs. During implementation only small 
values are considered for path computation. 

V. RESULTS 

Current work is based on network consisting 6 nodes. 
Initially 15 random chromosomes are generated, out of 
which best ten are considered for 1st generation. At each 
generation the chromosomes are validated and best fit 
chromosomes are sent to next generation. It is found that 
fitness value improves at each generation for chromosomes. 
Generate 15 random chromosomes  
 
 
 
 

 1 2 3 4 5 6 
1 999 5 3 7 999 999 
2 5 999 999 3 5 999 
3 3 999 999 3 999 999 
4 7 3 3 999 999 999 
5 999 5 999 999 999 3 
6 999 999 999 2 3 999 

1 

3 

4 

5 

6 

2 
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========================== 
Chromosome     Delay    Fitness  
========================== 
1 4 2 5 6 3         18      32  
1 2 5 6 4 3          18      32  
1 4 6 5 3 2                12      18 
1 2 4 3 5 6        11      19  
1 2 4 3 6 5      11      19  
1 2 5 4 3 6            10      10  
1 4 2 3 5 6      10      10 
1 4 6 3 5 2       9       11  
1 2 4 5 3 6            8       12  
1 2 3 4 5 6            5         5  
1 2 3 6 4 5             5         5   
1 2 6 4 5 3       5         5  
1 2 6 4 3 5       5         5 
1 3 5 6 4 2             3         7  
1 6 3 4 5 2       0         0  
 
Generation 1 
==================================== 
Chromosome Delay Fitness Nodes visited                                         
==================================== 
1 4 2 5 6 3          18      32  5 
1 2 5 6 4 3          18      32  5 
1 4 6 5 3 2                12      18 4 
1 2 4 3 5 6        11      19  4 
1 2 4 3 6 5      11      19  4 
1 2 5 4 3 6            10      10  3 
1 4 2 3 5 6      10      10 3 
1 4 6 3 5 2       9       11  3 
1 2 4 5 3 6            8       12  3 
1 2 3 4 5 6            5         5  2 
 
Generation 2 
==================================== 
Chromosome Delay Fitness Nodes visited                                         
==================================== 
1 3 4 2 5 6           17      33  5 
1 3 4 6 5 2          16      34  5 
1 4 6 5 3 2                12      18 4 
1 2 4 3 5 6        11      19  4 
1 2 4 3 6 5      11      19  4 
1 2 5 4 3 6            10      10  3 
1 4 2 3 5 6      10      10 3 
1 4 6 3 5 2       9       11  3 
1 2 4 5 3 6            8       12  3 
1 2 3 4 5 6            5         5  2 

 

We have taken population size of 10 in first generation. By 
selecting the chromosomes based on roulette selection and 
application of GA operators generations are performed. 
After the path to all nodes from source node 1 is computed, 
the set of paths to a specific node will be displayed. Let the 
destination node is node 6. Following is the set of paths 
from node 1 to node 6. The optimal path returned is 1, 3, 4, 
and 6 with delay factor of 8. 

 

Source Destination Delay Route 
1 6 13 1 2 5 6 
1 6 10 1 2 4 6 
1 6 9 1 4 6 
1 6 18 1 4 2 5 6  
1 6 8 1 3 4 6 

 
Table2: Routes to the destination 6 

VI. CONCLUSION 

Genetic algorithm is used for routing in packet switched 
data networks in current work. They explore solution space 
in multiple directions at once. GA is well suited for solving 
problems where the solution space is huge and time taken to 
search exhaustively is very high. As the size of network 
increases, the possible solutions for transferring data 
between two nodes increase. Adding of few new nodes in 
the network increases the size of search space exponentially. 
So, GA is well suited for routing problem as it explores 
solution space in multiple directions at once and less 
chances to attain local optimum.GA has ability to solve 
problems with no previous knowledge. The performance of 
GA is based on efficient representation, evaluation of fitness 
function, population size, crossover rate, mutation 
probability and the selection method. The proposed 
algorithm works on initial population created by some other 
module, access fitness, generate new population using 
genetic operators and converges after meeting to specified 
termination condition. Current work can be improved by 
using some intelligent approach for populating routing table 
and using better crossover, mutation probabilities and 
enhancing it to support for load balancing.  
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Enhancement of Exon Regions Recognition in
Gene Sequences Using a Radix -4 Multi-valued

Logic with DSP Approach 

D. Venkat Reddy, D. V. Paradesi Rao And E.G.Rajan

Abstract-Numerous levels of concepts perform logical designand 
logical representations in an efficient manner. In typical and
quantum theories of computation, Binary logic and Boolean
algebra occupies an imperative place. But they havethe limitation 
of representing signals or sequences by using either binary ‘1’ or
‘0’. This has major drawbacks that the neutralities or any
intermediate values are ignored which are essential in most of the 
applications. Because of the occurrence of such situations it is the 
need of the hour to look into other alternative logics in order to
fulfill the necessities of the user in their respective applications. The 
binary logic can be replaced by Multi-Valued Logic (MVL), which 
grabs the positions of the major applications because of the
ability to provide representation by using more than two values. 
As most of the significant applications are based on the logical
sequences, the multi-valued logic shines because of its thriving
feature. Genomic signal processing, a novel research area in bioin-
formatics, is one of the foremost applications which involve the
operations of logical sequences. It is concerned with the digital
signal representations and analysis of genomic data.Determination 
of the coding region in DNA sequence is one of the genomic op-
erations. This leads to the identification of the characteristics of the 
gene which in turn finds out an individual’s behavior. In order
to extract the coding regions on the basis of logical sequences a 
number of techniques have been proposed by researchers. But
most of the works utilized binary logic, which lead to the 
problem of losing some of the coding regions and incorrectly
recognizing non-coding regions as the coding regions. Hereby,
we are proposing an approach for recognizing the exon regions
from a gene sequence based on the multi-valued logic. In this
approach, we have utilized fourlevel logical system, termed as
quaternary logic for the representation of gene sequences and
so that we recognize theexon regions from the DNA sequence. 
Keywords-Multi-valued logic (MVL), Quaternary logic,
spectral component, gene sequence, exon regions, exon
regions recognition 

I. INTRODUCTION 

undry number systems have been developed rightfrom
the evolution of computers. These systems concentrate 

on simplifying the basic mathematical operations so as to
assist in making the computer more powerful [6]. Complex
mathematical operations in computing systems are carried
out in terms of logical operations that make the computation
easier. For any signal xin the circuit, we indicate its logic
values before and after a clock transition as x(t) and x(t0 )  
_______________________________ 
About-Associate Professor Department of E.C.E
venkatreddyphd@gmail.com 

respectively [3]. Logic design is carried out in an effective
way at a variety of levels of abstraction. In general it starts
with a “word” description of the design problem, which is
later represented as a truth table from which a logic function
is formulated. The majority of the logic design has been on
the basis of the binary logic because of its intuitive
relationship to the binary states of electronic switches, ON
and OFF or abstractly 0 and 1. The similar mind set has
been carried over to logic design by means of bio-molecules
in spite of them being free from this restriction [2]. On the
basis of the number of states of the technology
(components) used [2] the type of logic used will depend 
[2]. Digital circuit design has traditionally been linked with
binary logic where the two logic levels are represented by
two discrete values of current, voltage or charge [5]. Due to
the intuitive relationship to the binary states of electronic
switches, ON and OFF or abstractly 0 and 1[2] a large
amount of the logic design are based on the binary
logic.Binary logic and Boolean algebra plays a vital role in
typical and quantum theories of computation. But, in Binary
logic there is a possibility for only two outputs which
denotes either a true condition (1) or a false condition (0).
When a neutral or an intermediate value has to be
represented as an output in the application then it is referred
to a partially correct value either 1 or 0. It is that binary will
submit a value or in any way fade and die i.e., the
neutralities are ignored in this logic. These types of
situations have raised the alarm to search for other
alternative logics in order to satisfy the user requirement in
their respective applications. The MVL is considered to be a
potential substitute to Binary logic [9]. For the last couple
of decades, multiple-valued logic (MVL) has attracted
significant attention, particularly among circuit and system
designers. MVL circuits allow more than two levels of logic
and depending on the number of allowed levels, we may
have ternary (base = 3) or quaternary (base =4) logic styles.
MVL seek out to enhance the information processing
efficiency of a circuit by transmitting more information on
each signal line than simple binary logic and by
implementing complex functions of the inputs in a single
gate [4]. MVL circuits can minimize the number of
operations necessary to implement a specific mathematical
function and further, have an advantage in terms of reduced
area [5], which in turn reduces parasitics linked with routing 
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and offers a higher speed of operation [1]. Compared with 
the conventional binary logic, the information density in 
MVL is much higher [1]. Some of the recent research works 
related to the MVL is given as follows. Yi Jin et al. [11] 
have proposed a theory known to be the Decrease-Radix 
Design. And on the basis of their theory, the regulations of 
building multi-valued logic operation units were offered. 
The theory laid down a solid foundation forthe design of re-
constructible logic units in ternary optical computers in 
addition to any other multi-valued computers. The key of 
the theory was that if the physical states to represent 
information incorporated a special state "D", then any of the 
n(n × n) n-valued LUs could be realized by means of the 
combination of the n × n × (n −1) operationbasic-units 
(OBU) according to the DRD theory, where "D" is a special 
physical state named by the authors. It would result in A 
while the state D operated with any state A. M.H. Nodine et 
al. [12] have provided an overview of methods proposed in 
order to implement multi-valued logic in CMOS and then 
portrayed Intrinsity's patented Fast reg Technology as a 
mature methodology for silicon implementation of multi-
valued logic. Fast Technology was on the basis of three 
fundamental characteristics comprising the utilization of (1) 
footed NMOS transistor domino logic, (2) multi-phased 
overlapping clocks, and (3) 1-of-N encoding of MVL 
signals. In order to offer additional opportunities for power 
optimization, the concepts of null value as well as mutex 
properties were introduced, presenting additional challenges 
for MVL representation as well as synthesis. A high-level 
design method of multiple-valued arithmetic circuits is 
proposed by Y. Watanabe et al. [13]. Their method utilized 
a cell-based approach with a dedicated hardware description 
language called ARITH. By means of ARITH, they could 
portray and verify any binary/multiplevalued arithmetic 
circuits in a formal manner. The ARITH description may 
perhaps be transformed into a technologydependent netlist 
in binary/multiple-valued fused logic. The process of 
transforming the netlist into a physical layout pattern was 
automatically carried out by an off-theshelfplace-and-route 
tool. They presented a particular cell library comprising a 
multiple-valued signed-digit adder and its related circuits 
with a 0.35mum CMOS technology, and illustrated that 
their method possibly will synthesize a 32times 32-bit 
parallel multiplier in multiple-valued currentmode logic 
from an ARITH description. M.H.A. Khan et al. [14] have 
offered a heuristic algorithm for concurrent variable 
ordering as well as quaternary Galois field expansion 
selection in order to build optimal quaternary Galois field 
decision diagram (QGFDD). They also give you an idea 
about way of flattening the QGFDD in order to generate 
QGFSOP expression. They have written Java program for 
the purpose of building QGFDD for multioutput quaternary 
functions and offered experimental results. Navi et al. [9] 
have offered two versions of current mode 1-bit adder. The 
related propagation delays of them are 70ps, 150ps 
respectively. Those adders made use of only 6 transistors. 
The chip density advantage of the multi-valued approach 

was significant. They carried out simulations through the 
HSPICE in a 0.18μm technology at 27 centigrade; with 1.8 
volt supply voltage. The simulation results demonstrated 
that they attained a remarkable improvement in terms of 
transistor count, chip area as well as propagation delay. The 
minimum number of transistors reported in current mode 
was 11 and it is 10 in voltage mode. That is they 
accomplished 40% performance in terms of transistor count 
and the improvement in speed is about 2.5%. B.J. 
Falkowski et al. [10] have offered classification of novel 
fastest quaternary linearly independent transforms. They 
were defined recursively and also had consistent formulas 
linking their forward and inverse transform matrices. Their 
transform matrices' properties and calculation example were 
revealed. The computational costs of the calculation for 
offered transforms as well were discussed. The 
experimental results were made known and compared with 
the well known quaternary arithmetic transform.The 
architecture of Chinese abacus adder is offered by Shu-
Chung Yi et al. [15]. As high radix of adder might minimize 
the number of carry propagation, their Chinese abacus adder 
might achieve high-speed operation. The simulation results 
of their works were compared with CLA (Carry Lookahead) 
adder. The delay of the 8-bit abacus adders are 22%, 17%, 
and 14% less than those of CLA adders for 0.35μm, 
0.25μm, and 0.18μm technologies, respectively. The power 
consumption of the abacus adders were 30%,34%, and 60% 
less than those of CLA adders for 0.35μm, 0.25μm, and 
0.18μm technologies, respectively. The utilization of 
Chinese abacus approach resulted in a competitive 
technique with regard to conventional fast adder. Luis E. 
Cordova et al. [16] have presented an approach in order to 
generate molecular electronics systems by means of 
introducing a multi-valued programmable logic (MVPL) 
block for the purpose of modeling the characteristics lately 
observed experimentally in few molecular structures so as 
to achieve circuit robustness on a molecular substrate. They 
demonstrated that given the experimentally observed 
characteristics of few types of molecular electronics 
substrates, they possibly will adopt a multi-valued logic 
system for the logic blocks, by this means partially avoiding 
the necessity to incorporate specialized fault detection or 
fault tolerant circuitry at the molecular level that would be 
essential in binary logic circuits. They evaluated their 
MVPL model against the other work presented in the 
literature with respect to the efficiency of the formulation in 
order to understand computing architectures in the face of 
high defects in the self-assembled substrate. MVL has a 
number of advantages when compared to the existing binary 
systems. Improving binary logic levels to ternary, penta and 
quad levels, more advanced processing values are obtained 
in a variety of computing applications. Genomic signal 
processing is one of the most noteworthy application areas 
where MVL can be implemented to overcome drawbacks 
faced while computed with binary logic. A major challenge 
for genomic research is to establish a relationship among 
sequences structures and functions of genes. DNA sequence 
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is an emblematic string of letters ’A’, ’C’, ’G’ and ’T’. The 

segments of DNA molecule, called genes are recognized to 

carry valuable information in their protein coding regions 

(exons) and are responsible for protein synthesis. In 

eukaryotes, exon regions are segmented by non-coding 

regions (introns), while in prokaryotes these regions are 

continuous [7]. The pivotal problem of gene identification 

in eukaryotes is distinguishing exons, from introns and 

intergenic regions [8]. Enormous selections of techniques 

are employed in separating the sequence from the DNA, 

until now binary logic is being utilized more normally to 

extract thissequence. In the mean time, while computing 

with binary logic the sequence obtained may contain noises 

impregnated with them which make it difficult to 

distinguish between the exons and introns. Even after the 

noise being removed, the coding regions are only 

recognized with a stress. Also when the magnitude of exon 

is improved in order to enhance the strength of the signal it 

will alternately increase the magnitude of the intron which 

also causes a drawback in the identification of the exons 

from the introns. Hereby, we are proposing an approach 

which overcomes the mentioned drawbacks in identifying 

the protein coding regions based on binary logic. The 

proposed approach utilizes quaternary logic, radix-4 multi-

valued logic which replaces the binary logic. Utilizing the 

four-level logic in the conventional technique of coding 

region identification, we obtain the exons more clearly. In 

order to replace the binary by quaternary values, we are 

proposing a simple, but more effectual logical conversion 

technique which converts the binary represented gene 

sequence into quaternary indicators. Hence, the intention of 

extracting the information region from any of the gene 

sequence can be achieved by our proposed quaternary level 

based coding region identification. The rest of the paper is 

organized as follows: Section 2 gives a brief introduction 

about the multi-valued logic and the quaternary logic which 

is utilized in our approach and Section 3 briefs some 

fundamental ideas about the genomic signal processing. 

Section 4 succinct the conventional binary logic based 

DSPmethod for exon regions identification and Section 5 

details the proposed quaternary logic based DSP method 

with sufficient formulations and illustrations. Section 6 

discusses about the implementation results and section 7 

concludes the paper. 

II. MULTI-VALUED LOGIC (MVL) 

Traditional calculi are merely two valued for any 

proposition. MVL are logical calculi wherein there are 

above two truth values [22]. Numerous forward-thinking 

efforts dedicated to the MVL synthesis have been made in 

recent years, in specific, however an effective methodology 

for MVL design is until now an open challenge [19]. Being 

able to minimize the number of interconnection lines or nets 

and enhance their information content, MVL turn out to  be 

quite attractive [17]. In multi-valued logic, the connectives 

as well as the rules for building formula are those utilized in 

classical logic, and the disjunction, conjunction and 

negation of formulas are defined by max, min operations in 

addition to the complementation to 1, respectively [18]. 

There are numerous advantages of such logic systems as 

well as circuits when compared with the binary ones. The 

major advantages of MV digital and computer systems are: 

enhanced speed of arithmetic operations realization, 

superior density of memorized information, improved usage 

of transmission paths, minimizing of interconnections 

complexity and interconnections area, lessening of pin 

number of integrated circuits and printed boards, 

possibilities for easier testing [20]. One can attain a more 

cost-effective way of exploiting interconnections by means 

of a larger set of signals over the same area in MVL 

devices, permitting easy implementation of circuits. In 

MVL devices, the noise advantage of binary logic is 

preserved. The higher radix in use is the ternary (radix-3) as 

well as the quaternary (radix-4) [21]. 

 

1) Quaternary logic 

 

Quaternary logic is very appropriate for encoded realization 

of binary logic functions by grouping 2-bits together into 

quaternary digits. This sort of quaternary encoded reversible 

realization of binary logic function necessitates half times 

input/output lines than the original binary reversible 

realization. As the number of input/output lines is 

minimized, this quaternary encoded realization of binary 

logic function causes the circuit more compact and 

manageable, in particular for the quantum technology, 

where the cost of qudit (quantum digit) realization and qubit 

(quantum bit) realization are almost similar [23]. 

Quaternary identity logic circuit works as a buffer and is 

utilized in designing quaternary D flip-flop. Quaternary 

identity logic circuit is composed of thermometer code 

circuit, EXOR gate, 2 bias inverters, Ntype transmission 

gate, and P-type transmission gate [24]. Quaternary logic is 

of more interest when compared to other types of multi-

valued logic because of the simplicity of signal grouping by 

two bits [19].Quaternary Signed Digit numbers are 

represented by means of 3-bit 2’s complement notation. 

Every number can be represented by 

 

 
 

where xi can be any value from the set {3, 2,1,0,1,2,3} in 

order to produce an apt decimal representation [25]. The 

quaternary logic makes use of 0, 1, 2 and 3 logic levels. 

Figure 1 illustrates quaternary logic levels
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Fig. 1: 3V supply level for quaternary logic 
representationWhen the binary logic is used to represent 
any number, only 
2icombinations are possible (when i number of bits is used 
for representation). But in Quaternary logic, the bit level 
representations are up to i 4 combinations. While applying 
the value of i = 3, the total no of combinations that can be 
represented is 64. This makes the quaternary logic more 
strong and advantageous when applied for signal or 
sequence representations. Taking all the features into 
concern, we have employed the logic for gene sequence 
representation in the application of identification of protein 
coding regions. 
 

III. GENOMIC SIGNAL PROCESSING 

With the vast amount of genomic and proteomic data that is 
available in the public domain, it is becoming more and 
more significant to be able to process this information in 
ways that are helpful to humankind. In this context, 
raditional as well as modern signal processing methods 
have played a significant role in these fields [26]. Gene 
identification is one of the most vital tasks in the study of 
genomes [31]. The engineering discipline that studies the 
processing of genomic signals is broadly classified as 
Genomic signal processing (GSP) [30]. The definition of 
the Genomic Signal Processing can be given as the analysis, 
processing and the utilization of genomic signals in order to 
obtain biological knowledge as well as with that knowledge 
system-based application are devised. Due to the most 
important role played in genomics by transcriptional 
signaling and the related pathway modeling, it is only 
natural that the theory of signal processing be supposed to 
be utilized in both structural and functional understanding. 
The aim of GSP is to combine the theory and methods of 
signal processing with the global understanding of 
functional genomics, with special importance on genomic 
regulation [27]. DNA is the building block of all life on this 
planet, from single cell microscopic bacteria to more 
advanced creatures like humans [29]. DNA topology is of 
primary importance for an extensive range of biological 
processes. Because of the topological state of genomic 
DNA is of importance for its replication, recombination and 
transcription, there is an immediate interest to acquire 

information regarding the supercoiled state from sequence 
periodicities. Identification of dominant periodicities in 
DNA sequence will help understand the significant role of 
coherent structures in genome sequence organization [30]. 
Genome sequencing is figuring out the order of DNA 
nucleotides, or bases, in a genome that frame an organism's 
DNA. Genome sequences are big in size and are capable of 
ranging from several million base pairs in prokaryotes to 
billions of base pairs in eukaryotes [29]. The DNA is made 
up of long sequences of four kinds of nitrogen containing 
bases {A, C, G, T}. These sequences are grouped in coding 
regions – exons (of the eukaryotic genes) and non-coding 
regions – introns (a variety of regulatory regions such as 
promoters, enhancers, silencers, long repeats with 
apparently no function, etc.). The coding regions are 
translated into proteins, whereas the immense majority of 
the non-coding regions appear to have no biological 
function whatsoever [28]. Accurate prediction of exon 
regions is a research problem at present being addressed [7]. 
So as to be successful, a gene finding algorithm has to 
incorporate good indices for the protein coding regions [31]. 
Additionally processing and analyzing this information are 
of major importance. The volume of genomic data is 
expanding at an enormous as well as still growing rate, 
while its basic properties and relationships are not so far 
fully understood and are subject to continuous revision. 
This data is stored, managed, and analyzed on a huge 
diversity of computing systems, from small personal 
computers which makes uses many disk files to 
supercomputers operating on large commercial databases 
[32]. 

IV. CONVENTIONAL DSP APPROACH FOR EXO REGIONS 
RECOGNITION 

As we have talked about previously, there are four 
nucleotides (or bases) comprised in the strands of DNA. 
They are designated by the characters A, T, C,and G. A  
haracter string composes of these four bases. And such a 
character string can be mapped to four signals. The 
conventional DSP methods for coding region identification 
utilize the binary signals to represent the signals. To be 
brief, the string which is composed of four bases is mapped 
into four binary signals. The value of „1‟ is taken by the 
signal bA(n) in the case if A is present in the DNA 
sequence at index n . But if it is not the case that is if A is 
absent at index n the value of „0‟ is taken. For instance, 
bA(n) for the DNA segment „CGTCGTGGAA‟ is given as 
0000000011. In the same manner the signals bT (n) ,bG (n) 
and bC (n) can be acquired. After that the DFT of bA(n) , 
BA( f ) over W samples is found. . In the same manner it is 
possible to obtain the DFT of bT (n) ,bG (n) and bC (n) , 
termed as BT ( f ) , BG ( f ) and BC ( f ) respectively. 
Period-three behavior is noticed in several genes and it is 
also found that is very much helpful in recognizing the 
coding regions [33]. In addition, several researchers have 
observed that the period-3 property to be a good 
(preliminary) indicator of gene location [26]. For this 
reason, the ( f = N / 3) –DFT coefficient magnitude is 
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frequently considerably larger when compared to the 

surrounding DFT coefficient magnitudes. And this 

corresponds to a coding region inside the gene. Based upon 

the gene [33] this effect differs and be 

able to be fairly pronounced or fairly weak. A figure that 

can be utilized in order to measure the total spectral content 

S( f ) of a DNA character string at frequency f is defined as 

the sum of the magnitude of the DFT values of the four 

binary nucleotide sequences. Observe that a calculation of 

the DT at the single point f = N / 3 is adequate. The window 

can after that be slid by one or more bases and S(N / 3) 

recalculated. Therefore, we obtain a picture of how S(N / 3) 

evolves along the length of the DNA sequence. It is 

essential that the window length W be adequately large 

(typical window sizes are a few hundreds, e.g., 351, to a 

few thousands). On the other hand a long window implies 

longer computation time, and in addition compromises the 

base-domain resolution in predicting the exon location [26]. 

On the other hand the non-coding regions in the DNA 

spectrum at3 2p are not wholly suppressed by the 

conventional DSP. 

Therefore, a non-coding region may be mistakenly 

recognized as a coding region [34]. To overcome these 

shortcomings, we have replaced the binary logic by MVL 

for mapping the sequences in the proposed approach and so 

that exact coding regions are identified effectively. 

V. PROPOSED QUATERNARY LOGIC BASED EFFECTIVE 

DSP APPROACH 

In this paper, MVL based processing of genomic signals in 

order to recognize the exon regions are proposed. Here, 

MVL used is four-level logic i.e. quaternary logic for 

identifying the coding regions in a gene sequence. The steps 

involved in the quaternary logic based coding region 

identification are depicted in the figure 2. The approach 

replaces the binary logic by quaternary logic by means of a 

conversion technique. Thus the obtained quaternary 

indicators are subjected for the further process of exon 

identification in the gene sequence. 

 
Fig 2: Proposed Quaternary logic based DSP approach for 

exon regions recognition 

As an initial process which is depicted in the figure 2, we 

are utilizing the binary logic representation of the gene 

sequences. Let the sequence be gs , which is the 

combination of nucleotide bases A (Adenine), G (Guanine), 

C (Cytosine) and T (Thiamine) having the length of l . The 

binary indication of the any such sequences is given as 

 

 

 

 

In equation (1) ,bA (n), bT (n), bG (n) and bC  (n) are the 

binary indications of the DNA sequence gs representing the 

nucleotide bases  ‘A’, ’T’, ’G’ respectively where j= 

1,2,3…1, Then the binary indicators are applied to a logical 
conversion which converts                                                                                         
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the binary indicators into quaternary indicators. Logic 

conversion: The conversion technique, heart of the 

proposed approach presented here converts the binary 

indicators into quaternary indicators. The conversion 

procedure takes a few steps which are given as follows.  

Initially the indices of the binary indicators are obtained as 

[AP]  <<   bA    (n) ;    if    bA   (n)  =   1                   (2.a)   
[A’P] <<   bA    (n) ;    if    bA   (n)  =   0                          (2.b)In 

equation  (2),  AP and A’P  are the index vectors of bA (n) 

which have the index values of logical ‘1’s and ‘0’s 

respectively. Then the four different logical levels are  

assigned to each of the binary values constituted by the 

indicators as 

 

 
Equation (3) represents the conversion of the binary 

indicator values to the quaternary logical values.V0,V1,V2 

And V3 are the four logical levels utilized in our approach 

which directly represents the values 0,1,2 and 3 

respectively.AV (x) and A’V (x) are the vectors which have 

he quaternary values of logical ‘1’ and logical ‘0’ of the 

binary indicator respectively. As per the index taken from 

the binary indicator, the values should be concatenated in 

order to get the final quaternary indicators of the DNA 

sequences. This can be performed as 

 

In equation (4), if  AP (x) = n and A’P (x) n are not satisfied, 

then the value of x is not incremented. It remains until the 

condition gets satisfied. Then by performing the addition 

operation between the vectors A1 and A2 , the final 

quaternary indicator for the nucleotide base ‘A’ is obtained. 

This can be given as 

qA (n) = A1 + A2                                                      (5) 

where, qA(n) is the quaternary indicator for the nucleotide 

base which is converted from the corresponding binary 

indicator . In similar fashion, the quaternary indicators for 

other nucleotide bases qT (n) , qG (n) and qC (n) are 

obtained. Henceforth, we use the quaternary indicators for 

the purpose of the identifying the protein coding region. 

After obtaining the four quaternary indicators, the spectral 

content is calculated. The spectral content calculation and 

the further process of coding region identification are 

performed for a window of sequences, which is sliding in 

nature. Let, the window performs a single sliding movement 

having the size of ws . Then the total number of windows 

used in our approach is given by 

nW =        --- WS  + 1                                                                         (6) 

where, nw is the total number of windows as we have 

chosen single sliding movement and ws as window size. For 

each further process, the sequence covering by the window 

is applied. For spectral component calculation, we have to  

determine the DFT  for        (m) the quaternary indicator  

sequence at zth window which can be given as 

 
Here,                represents the quaternary indicator sequence 

covered by the window z of size WS , 1 

Hence the DFT of the quaternary indicator,  

 

representing the base ‘A’ is determined for all the 

windowed sequences which are sliding. Likely, the DFT 

will be determined for all the other quaternary indicators, 

                AND              ,so  that we obtain               , 

 

                

             And             Then the total spectral content of 

the sequence at certain frequency f is given as 

 

 
The spectral content, hereby, calculated using the equation 

(8) considers all the nucleotide bases of DNA sequences. 

Then, with the aid of the period-3 behavior, the exons are 

identified from the spectral content. This is due to the fact 

that the distribution of bases in the exons, which are the 

integer multiple of 3 exhibit the period-3 behavior. The 

reason of the period-3 behavior is because of the presence 

of 3-nucleotide code structure in protein coding region. The 

period-3 behavior of coding protein region refers to the 

maximum of Fourier power spectrum (FPS) at the position 

Of 1/3 fequency [35]. Therefore, it can be decided that the  

Value of SZ (f) is maximum at f = ws / 3 while a 

coding region is there. As a result, after obtaining the total 

spectral content for all the gene sequences based on the 

window size, the period-3 behavior is taken. The peaking 

magnitudes appearing in the total spectral components 

SZ (f) give the exon regions. Hence , by the approach we 

can easily identify most of the exon regions occupying in 

the gene sequences mainly because of the thriving 

contribution of the quaternary logic. As the usage of 

quaternary logic makes the exon regions more dominating 

in the spectrum rather than the usage of binary logic, the 

exon 
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regions are not affected by any of the disturbances. 
However, the proposed approach struggles in identifying 
the exon which does not exhibits period-3 behavior. 
Though, the approach has this drawback, it is very strong in 
identifying the exact exon regions instead of mistakenly 
taking the introns because of the effective work of 
quaternary logic. 

VI. RESULTS AND DISCUSSION 

We have implemented the proposed quaternary logic based 
coding region recognition in the working platform of 
MATLAB (version 7.8) from which we have visualized the 
performance of the approach. For performance 
visualization, we have utilized DNA sequences of two 
different organisms, namely, Brucella Suis and 
Caenorhabditis elegans (C. elegans). As discussed earlier, 
we have replaced 
the binary logic by quaternary logic in the conventional 
DSP 
method of coding region recognition from the mentioned 
gene sequences. The size of the sliding window, we have 
chosen for taking the sample sequence is 351 (i.e.ws =351). 
Then, as per the approach procedure, the spectral 
components are determined for each window of sequences. 
As the gene sequences are very huge, it takes too much time 
to recognize all the coding regions throughout the 
sequences. Hence we have taken two different samples of 
sequences and so we have recognized the exon regions 
within the given sequences. The spectral component for the 
two different samples of sequences, 5000 and 20,000 for the 
gene Brucella suis is shown in the figure 3(a) and figure 
3(b) 
respectively. 

 

 
Fig 3: Normalized spectral content of the gene sequence 
Brucella suis for samples (a) 5000 and (b) 20,000 
 
From the figure 3, the exon regions of the gene Brucella 
suis 
has been visualized clearly. As discussed earlier, the exon 
regions are nothing but the peaking magnitudes of the 
spectral content of the gene sequences. It is clear that the 
proposed approach increases the magnitude of the exon 
regions rather than the intron regions and so we have 
obtained all the exon regions which exhibits period-3 
behavior. Thus the proposed approach overcomes the major 
drawback of incapability of recognizing the exons in binary 
logic based coding region recognition. We have tested the 
approach using the chromosome III of C. elegans also for 
seeking different results. The spectral results obtained for C. 
elegans chromosome III is illustrated in the figure 4. 

 

 
Fig 4: Normalized spectral content of the gene sequence C. 
Elegans chromo some III for samples (a) 5000 and 
(b)20,000 
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In similar fashion, we have obtained the spectral component 
regions of the C. elegans gene sequence which is 
constituted by the exon as well as the intron regions. The 
regions at which the magnitude of the sequence peaks have 
been recognized as the exon regions exhibiting period-3 
behavior. 
Figure 4 (a) gives the exon regions of the sequence for a 
sample of 5000 and figure 4 (b) gives the exon regions for a 
sample of 20,000. A comparison is made between both the 
binary and the proposed quaternary based DSP method for 
exon regions recognition for the two gene sequences, 
Brucella suis and C. elegans. The comparison plot of 
spectral component distribution between the conventional 
and the proposed approach has been given in the figure 5. 

 

 
Fig 5: A comparison between the spectral components 
obtained from the conventional binary logic based DSP 
method and quaternary logic based DSP method for coding 
region recognition in the gene (i) Brucella suis and (ii) C. 
Elegans chromosome III . 
The comparison provided between the conventional binary 
based DSP method and the proposed quaternary based DSP 
method clearly illustrates the performance difference in 
recognizing the exon regions. Conventional method shows 
only a very small spike in the exon regions, but the 
proposed approach makes a huge peak in the same. This 
makes clear that the proposed approach is more effective in 
recognizing the exon regions mainly because of the 
performance of the quaternary logic. 

VII. CONCLUSION 

Being an alternative to binary logic, in this paper, we have 
proposed a radix-4 MVL based approach for exact 
identification of exons from the gene sequence. With the aid 
of the fundamental DSP technique, we have developed the 
quaternary logic based DSP approach for exon regions 
recognition in gene sequences. The proposed approach just 
replaces the binary logic by quaternary logic in the 
conventional DSP method to identify the coding region in 
DNA sequence. Because of the utilization of quaternary 
logic in DSP method of coding region recognition, the 
magnitude of the coding regions has been increased heavily. 
This makes the identification of coding region from the 
gene 
sequences more comfortable. It has been well known that 
the coding region exhibits period-3 behavior and so it peaks 
when the gene sequences are applied for spectral content 
calculation. The approach has performed more effectively 
that it identified the exact exon regions and restricted the 
introns from domination. This makes the incorrect decision 
of taking the introns as exons have been mitigated. Hence, 
the proposed quaternary logic based DSP approach for 
recognizing the coding region in DNA sequence is more 
effective rather than binary logic based approach and so we 
can identify the exact coding regions and not no-coding 
regions. 
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An Efficient Word Matching Algorithm for off
Line Text 

Sattyam Kishor Mishr1, Manish Pande2 

Abstract-Word processing application that are used today perform 
a wide variety of jobs; the most challenging of them is to search
for a given sequence of characters of a word is called string
matching. To find all the appearances of the pattern P in the text 
T, word matching problem is used. Pattern P neither encloses
white space nor anticipates and pursue by space. It is predicated
that our text is offline. For solving the word matching problem,
word searching algorithm (WSA) has been propounded. WSA
works by splitting the offline text in to number of tables and
search the pattern by using the brute force manner. The main
drawback of WSA algorithm is, to search each appearances of
the pattern by the brute force manner in each table. Due to this
WSA increase the number of comparisons of the word. This
paper proposed an algorithm,  that is developed to reduce the
number of comparisons to search the pattern in the offline text. 
Keywords- Algorithm; string matching; hashing; offline
searching;  word searching 

I. INTRODUCTION  

n all string matching problems, all the appearances of the
pattern P in the text T are to be reported. Many algorithms 

have been proposed for solving the word matching problem.
To find all the appearances of the pattern P in the text T,
word matching problem is used. Pattern P neither encloses
white space nor anticipated and pursue by space. Ibrahiem et
al in 2008[1] has propounded an algorithm called word
searching algorithm (WSA) for solving the word matching
problem by splitting the offline text in to number of tables in
the pre-processing phase. In the searching phase, they
perform character to character comparisons with of the same
length in the table by brute force manner.In existing work
one more algorithm come for solving the word matching
problem called modified word searching algorithm
(MWSA) [2]. In this algorithm they use the efficient hash
function called SDBM hash function [3, 4] for finding the
hash value of each word in the text and the hash value of the
pattern P. In WSA has main problem with the searching
phase, because the searching phase encloses the brute force
manner [1]. In brute force manner they perform character to
character comparisons with the same insearching phase. We
use SDBM hash function due to very length. In MWSA,
they use the SDBM hash function which reduces the time
taken to search the word. SDBM hash function has very less
chance of collision even in a very large text. [2, 3, 4] In this
paper, the modification in WSA algorithm is done by using
the SDBM hash function in pre- processing phase and  
____________________________ 
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balanced binary search tre less chance of collision even in a
very large text. Proposed algorithm has two phases that
works as follows: In pre-processing phase: whole text T is
read and split into nearly equal sizes. For every part we
create a table. Table enclosesstarting position of each word
in first column and hash value (computed by the SDBM
hash function) of every word in second column for each part
of the text. For each table balanced binary search tree is
created, which include the hash value of every words of
each part in its nodes. The pre-processing phase is done only
once. In searching phase: the hash value H of pattern P is
computed using the same hash function. This hash value H
is searched in the balanced binary search tree. If a match is
found for a hash value, then the appearances of the pattern P
is verified The main drawback of WSA algorithm is that
after splitting the text into number of tables it searches the
pattern in the row corresponding to pattern length by brute
force manner [1, 2]. Drawback of WSA algorithm is
eliminated by proposed algorithm by using the SDBM
function [2] and balanced binary search tree [5, 6].  In
proposed algorithm, only one table in pre-processing phase
and use balanced binary search tree in searching phase. Our
algorithm has taken less number of comparisons than the
WSA algorithm to search the pattern in the offline text.This
paper is organized as follows: In section 2, it is explained
existing word matching algorithms. In section 3 it is
explained our propose algorithm in section 4, simulation and
comparative results are explained. Finally we conclude in
section 5.  

II. EXISTING WORD MATCHING ALGORITHMS 

1) Word Searching Algorithm (WSA) 

In this section we explain the recent optimal word searching
algorithms (WSA) and modified word searching algorithm
(MWSA) [1, 2]. In WSA algorithm, the given text is
predicated to be offline. This algorithm has two phases that
works as follows: The first phase which is pre-processing
phase starts with reading and splitting the text T into k
number of equal parts depending on size of the text T and
constructing k number of tables with two columns for each
part of the text. The first column contains length of the word
and the second contain the starting position of each word in
the text. The start positions of the words will be in the same
row for the same length. Once the table is constructed, it is
sorted in ascending order using the length of the words as a
key for sorting. This phase is done once. The second phase
is searching for a specific pattern. The algorithm calculates
the length of the pattern and search for the same length in 
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the tables starting from the first table. If the length does not 
exist in the first table then the algorithm searches for the 
word in the next table and so on. If the current table is the 
last table, then a message will indicate that the pattern does 
not exist. On the other side if the length finds in the table, 
then the algorithm will report the words in the text using the 
stored start position in the table and begin to compare. If a 
full match occurred then occurrence of the pattern is 
reported. But if word does not find the same character, then 
the algorithm will move to the next start position and 
compare again. [1] 

2) Modified Word Searching Algorithm (MWSA) 

The main drawback of WSA algorithm was that it searches 
each appearances of the pattern by the brute force manner in 
each table. To improve WSA algorithm, MWSA algorithm 
was proposed. In MWSA, the whole text T is splits in to k 
equal parts according to size of the text T. For each part two 
tables A and B are created. Tables A and B have two 
column in each. In pre-processing phase: each part of the 
text is read. While reading, lengths of the words are 
computed and according to length of the words, starting 
positions of the words are stored in the table A and each 
starting position in table A is mapped to a corresponding 
hash value in table B. Starting position and hash value of all 
words of same length are stored in same row corresponding 
to length of the word in its table. Table B is sorted row wise 
using insertion sort with hash value H as the key to sort and 
perform corresponding change in table A, as hash value is 
mapped to a unique starting position in table. In the 
searching phase: When a pattern P is read its hash value H is 
computed using same hash function and its length is 
computed. This hash value H is searched in each tables in 
rows that corresponds to words of same length. Binary 
search is used to search the hash value in table B. When the 
hash value of pattern matches with the hash value of a word 
in table B, then using starting position of word in table A, 
the word is matched character to character with the pattern 
P. If a complete match occurs, the occurrence of pattern P in 
text T is reported. [2, 3, 4] 

III. PROPOSED ALGORITHM 

In this section, we explain the proposed algorithm for 
modification of algorithm explained in section 2. In our 
proposed algorithm: it is predicated that text is offline. 
Proposed algorithm works in two phases as follows. 

1) Preprocessing Phase 

The whole text splits into k equal parts according to size of 
the text T. For each part, one table having two columns is 
created. In the pre-processing phase: each part of the text is 
read. While reading starting position, hash value of words 
are computed and stored in the table. The SDBM hash 
function based on bit shifting is used to compute the hash 
value H of the words in text T and pattern P. In SDBM hash 
function the hash value H is computed as follows: 

H = (H<<6) + (H<<16) - H + ch 
Where ch is the ASCII value of each characters in the word 
w, H is initialized as zero, “<<” is a bitwise left shift 

operator. The SDBM is a standard hash function which has 
very less chances of collision, even in a very large text. The 
SDBM implementation is based on an algorithm by P.A. 
Larson known as “Dynamic Hashing” [4]. Algorithm 1 
shows the preprocessing phase. 

2) Searching Phase 

In pre-processing phase we construct a table and store the 
starting position and hash value in the table. Table is stored 
row wise. In a split part if same hash value is found then 
starting positions are stored in same row for same hash 
value. In searching phase, balanced binary search tree is 
constructed for the hash value stored in table. When a 
pattern P is read then its hash value H is computed using 
SDBM hash function. While computing the hash value of 
pattern P, same hash function is used which used to compute 
the hash value of words stored in the table. Hash value H of 
the pattern P is searched in the balanced binary search tree. 
When the hash value H of the pattern matches with the hash 
value of a word in tree, then using starting position of word 
in table, the word is matched character to character with the 
pattern P. If complete match occurs, the occurrence of 
pattern P in text T is reported. A pattern may exist any 
number of times in the text so we solve this problem while 
reading the text. We store the starting position of words of 
same hash value in the same row of the table. For each hash 
value of same word matches with hash value of the pattern 
P, character to character comparison is done and occurrence 
is reported, if complete match occurs. If hash value of the 
pattern is not found then it moves to the next table and same 
process is performed. Algorithm 2 shows the searching 
phase.The drawback of WSA algorithm given by Ibrahiem 
et al [1] was that when a pattern P is to be searched, they 
compute the pattern length and search the table in row 
corresponds to same length in a brute force approach (i.e. 
every word in a row in a table is compared character to 
character which is very inefficient way of searching). In 
proposed algorithm, it is optimized the searching by tree 
searching the hash value instead of character comparison 
[2]. WSA is optimized in proposed algorithm by using a 
single table in pre-processing phase and balanced binary 
search tree in searching phase. Our proposed algorithm has 
less complexity than previous algorithms and requires very 
less number of character comparisons than the previous one. 
Figure.1 shows the flow chart of the proposed algorithm. 

3) SDBM  Hash Function 

In proposed algorithm for word searching problem, we use 
key distribution for every words in the text. For key 
distribution we use SDBM hash function. We use SDBM 
hash function in our proposed algorithm because it has very 
less chance of collision, even in a very large text.SDBM 
hash function is based on bit shifting. In SDBM hash 
function the hash value H is computed as follows: 

H = (H<<6) + (H<<16) - H + ch 
Where ch is the ASCII value of each characters in the word 
w, H is initialized as zero, “<<” is a bitwise left shift 
operator.The SDBM hash function has a good overall 
distribution for many different data sets. It works well in 
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situations where there is a high variance in the MSBs of the 

elements in a data set. It was found to do well in scrambling 

bits, causing better distribution of the keys and fewer splits. 

It also happens to be a good general hashing function with 

good distribution. [2]The SDBM implementation is based 

on an algorithm by P.A. Larson known as “Dynamic  

 

 

Hashing” [4].  

Algorithm 1 Pre-processing phase: Table creation using 

starting position and hash value 

Input:  Offline text T  
1. BEGIN 

2. Split _text (Ki, T) 

3. FOR i=0 to n 

4.       Creat_table (Ki [x][y]) 

5. FOR x=0 to n 

6.      FOR y=0 to n 

7.           INSERT (Ki[x][y]=starting 
position(wi),hashvalue(wi) ) 

8. END FOR 

9. Creat_Binary_search_tree(hash value (wi)) 

10. END FOR 

 

 

Algorithm 2 Searching phase: search pattern through 

hash value 

Input: pattern (P) 

1 compute_hash_value (pattern(P)) 

2 search (hash value (P)) 

3 IF (hash value (P)=hash value(wi)) THEN 

4           GOTO creat_table (Ki [x][y]) 

5           FIND starting position(wi) 

6           MATCH (pattern(P) with Word(wi)  ) 

7 ELSEIF 

8           GOTO (Creat_Binary_search_tree(hash 
value(wi))) 

9 HALT 
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Figure.1 Flow chart of proposed algorithm 

     Start 

Create n Table 
(Starting position, Hash value) 

Read the text T and fill the table 

(Starting position, Hash value) 

 

Construct Balanced Binary Search 

Tree for hash value from table  

Enter Pattern P and 

compute the hash value H 

Search the same hash value H in 

Balanced binary search tree 

Is the hash  

value exist? 

Compare word using 

Starting Position 

Is complete 

match occur? 

Occurrence of the 

Pattern is 

reported 

Is it in the 

last table? 

          End 

Jump to the 

next table 



P a g e  |26  Vol. 10 Issue 11 (Ver. 1.0) October  2010 Global Journal of Computer Science and Technology 

 

 
 

IV. SIMULATION AND RESULTS 

We have implemented both algorithms WSA and proposed 
algorithm in C, compiled with GCC 4.2.4 compilers on 
COREtm 2 duo 2.66 GHz machine with 4 GB RAM, running 
Open suse 11.0 Comparison between word matching 
algorithm. The pattern and text are chosen from ASCII 
character set randomly. 

1) Simulation 

For the comparison, we compare WSA algorithm with 
propose algorithm.  Now, we will make a comparison 
between the proposed algorithm one of the most famous 
algorithm in such area which is the WSA algorithm to find 
out the improvement in the number of character 
comparisons that is done in each algorithm. As an example, 
we‟ll take the next paragraph to apply the algorithm with the 
patterns; "sensor", "processing". Wireless sensor network 
have emerged as an important application of 
1  10  17  25  30  38  41  44  54  66 
The ad hoc networks paradigm like monitoring physical 
environment and 
69  73  76  80  89  98  103  114  123  135 
These sensor networks have limitations of system resources 
like battery  
137  143  150  159  164  176  179  186  196  201 
Power communication range and processing capability 
Lowprocessing power and  
209  215  229  235  239  250  261  265  276  282 
In first phase of the simulation each line of this paragraph 
forming one part of the text, so we have four parts and each 
part have one table. Each table has two columns. First 
column has hash value of each word, which is computed by 
the SDBM hash function and second column has starting 
position of each word. This is called Preprocessing Phase of 
the algorithm. The tables will be as following: 

Table1. 1st part of the text 

Hash Value Starting Position 
3249753982 
4180602746 
1691730926 
385796840 
2805811025 
6363218 
6363213 
3634954210 
220492368 
7281591 
 

1 
10 
17 
25 
30 
38 
41 
44 
54 
66 

 

 
 
 
 
 
 

 
Table2. 2nd part of the text 

Hash Value Starting Position 
700788817 
6363203 
866478108 
2492020741 
2065330219 
3573516087 
1595209896 
2646868407 
187585459 
808581975 

69 
73 
76 
80 
89 
98 
103 
114 
123 
135 

Table3. 3rd part of the text 

Hash Value Starting Position 
1652765827 
4180602746 
2492020741 
385796840 
1325831833 
7281591 
817658959 
506364869 
3573516087 
1906312109 
 

137 
143 
150 
159 
164 
176 
179 
186 
196 
201 

Table4. 4th part of the text 
 

Hash Value Starting Position 
2706407781 
4119183190 
384379389 
808581975 
2081762867 
1028192824 
635155988 
517759365 
 

209 
215 
229 
235, 282 
239, 265 
250 
261 
276 
 

In second phase of the simulation, a pattern “sensor” is 
taken to search in the text. The hash value of the pattern H is 
computed by using the SDBM hash function. Now H make 
searched with the each hash value in each table by using 
balanced binary search tree. At the time of searching the 
every comparison is counted. Balanced binary search tree is 
generated for each table one by one. As the hash value is 
found the pointer go to the starting position to match the 
pattern. If the pattern is matched the match report is 
displayed otherwise negative report is displayed and pointer 
move to the next comparison in the tree. 
Case I. If we have same hash value of the word in the same 
table then in preprocessing phase the starting position of 
each hash value will be saved in the same row as shown in 
Table4. In Table4, Hash value 808581975 has two different 
starting positions in the same table but saved at the same 
row.  
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Case II. If any case pattern does not match with the word at
the same starting position then the negative report is
displayed and the pointer will be moved to next starting
position in the same row. 
Case III. Number of comparisons are counted as the pointer
move to the next to next node of the balanced binary search
tree for searching the hash value of the pattern as well as the
number of pattern match at the different starting positions
for the same hash value. 

2) Comprative Results 

As a comparative illustration between the proposed algorithm
and WSA algorithm, the character comparison is taken as a
parameter. We show the output results as show in the next
figure2 and figure3 for the pattern “sensor” and “processing”.
The results show that how much comparison is done for
given patterns. 20 and 40 maximum characters have been
taken for the first and second illustration respectively.For the
pattern “sensor” which has hash value 4180602746, only 2
comparisons have been taken in proposed algorithm for the
first search and 7 comparisons have been done in WSA
algorithm for the first search within 20 maximum characters.
After taken 40 maximum characters, 10 comparisons and 26
comparisons have been done in propose algorithm and WSA
algorithm respectively.For the pattern “processing” which has
hash value 2081762867, is not find with in 20 maximum
characters comparisons , but after taken  40 maximum
characters, 16 and 17 character comparisons have been done
for first and full pattern search in proposed algorithm and 41
and 42 comparisons have been done for first and full pattern
search in WSA algorithm. 

Table5.Comparative results after number of character
comparison 

Algorithm comparison based on character
comparison 

Pattern Algorithms 

Number of
comparisons  

First
pattern

comparis
on 

Full
patterns 

compariso
n 

1 “sensor” 

Word
Searching 
Algorithm

(WSA) 

7 26 

Proposed
Algorithm 2 10 

2 “processi
ng” 

Word
Searching 
Algorithm

(WSA) 

41 42 

Proposed
Algorithm 16 17 

Figure2. Character comparisons in view point of number of
character comparisons  (Y axis) against maximum number
of words in the text  
              (X axis) for the pattern “sensor”. 

Figure2. Character comparisons in view point of number of
charactercomparisons (Y axis) against maximum number of
words in the text  (X axis) for the pattern “processing”. 

V. CONCLUSIONS 

We introduce a new algorithm, which reduces the
comparison of word searching algorithm (WSA). From
above result it is clear that the proposed algorithm has taken
less comparison to find the pattern than word searching
algorithms (WSA). In future work proposed algorithm can
be compared with the modified word searching algorithm
(MWSA) and other pattern matching algorithms.  
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The Design and Implementation of Grid
Information Service System Based on Service -

Oriented Architecture 
Qinghai Bai1&2 

Abstract-Grid computing shares the distributed computing
resources and unites the virtual organization spread in the
different geographic situations to deal with large scale and data
intensive computation together. In order to make grid
application program use the variety of resources effectively 
and conveniently some reasonable mechanisms must be
adopted to monitor and discover these resources to provide 
stable, reliable and high-efficiency application environment. 
This paper main to explore the problem of how to solve the
information service application in grid computing
environment, construct simulation platform and simulate
information service implement procedure by adopting the
service-oriented architecture. 
Key words- grid computing; service oriented architecture;
grid information service  

I. INTRODUCTION 

rid concept and technology were initially introduced by
Foster and Kesselman in 1998(Ian Foster, Carl 

Kesselman, 1998). And in 2001, Foster, Kesselman, and
Tuecke defined grid as “Coordinated Resource Sharing” that
resolves issues in dynamic and multi-organizational virtual
structures (Foster, Kesselman, Tuecke, 2001). From then on
people conduct comprehensive theoretical research and
specific practice on grid computing, drawing high attention
from research institutions in plenty of countries and
becoming a hot research subject in IT sector.Grid computing
introduces coordinated and seamless resource sharing and
computing issue. Through grids, grid computing integrates
geographically scattered and systematically heterogeneous
resources into a virtual “Supercomputer” (Foster,
Kesselman. 2004) for largely scaled distributed and high-
performance computing. Grid computing offers users huge
computing capability by resource sharing and virtualization.
It is right its tremendous application potential that IT makes
enterprise associations hold greater expectation on grid
computing as well.Grid environment is a complex and wide-
area distributed system. In grid environment, the computing
resources which are in great quantity, heterogeneous and
dynamic belong to virtual organizations of different
geographic situations. These shared resources and large
numbers of users probably result in a series of problems
such as the failure of hardware and software, unbalanced
load and etc.In order to make the grid users to  
______________________________ 
About1

- College of Computer Science and Technology, Jilin
University,ChangChun, 130000, China 
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- College of Computer Science and Technology, Inner Mongolia
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have access to the variety of resources .effectively and
conveniently, many mechanisms must be adopted to monitor
and discover the resources to provide the excellent
application environment.In the wide-area heterogeneous
environment, the resources operating includes the resource
organization, discovery, access, location, scheduling,
allocation and acknowledgment .The resources in grid
include processor, storage resource, directory, network
resource, distributed file system, and distributed computing
pool and computer cluster. Information service system plays
an important role in discovering and monitoring the many
resources in different virtual organizations.In grid
computing environment, the functions of the information
services include the following.To have access to the various
static and dynamic information of service system
components.To configure and adopt the information services
aid to heterogeneous and dynamic environment.With a
unified and efficient access information implement
interface.Scalability of the access to dynamic information
data.To have access to the kind of information resources and
distributed-based management. 

II. SERVICE-ORIENTED ARCHITECTURE 

1) Overview 

SOA is an ideal project to deal with the grid computing
environment with application distribution and platform
heterogeneity. SOA is a component model which links the
application program service by the service definition
interfaces. When designed, these interfaces should follow
the principle of independence which is independent of
service implementation hardware platforms, operating
systems and programming languages to construct system
services by unified general approach.  In SOA, the service
which is packed in the business flow is the application
program function of the reusable components, which makes
the information or business data change from an effective
and consistent state to another one. The flow which
implements the particular service is not very important. It is
enough for the flow to respond the users’ command and
provide high-quality service for the users’ request.By
definite communication protocol, mutual manipulation and
transparency of the positions can be emphasized through
call service. A service appears to be a software component.
A service is just like a self-contained function from the point
of service requester. Actually, implementation services
probably involve many steps carried out by the different
computers within the companies or the computers owned by 

G 
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manybusiness cooperators. As far as software package is 

concerned, service may be a component or may not be a 

component. Like class objects, requester application can 

regard the service as a whole unit. SOA uses service-

oriented software packaging technology to provide services 

by service interfaces and service implementation.SOA 

includes service description, service discovery and service 

invocation. Service provider first gives the WSDL 

description about the service specific implementation and 

the definite service interfaces, and registers it to the service 

registry. The service requestor sends out find request, 

receives the service description from service registry and 

binds to the service provider by using the service 

information of the service description to invocate the 

corresponding service. SOA is a very important model to 

implement grid information services which can decrease the 

development difficulty and is convenient to system 

integration. 

2) Web Service 

 Web service refers to the interfaces which describe some 

operations (the operations can be accessed by standard XML 

message transmission mechanism).Web service is described 

by standard XML concept called the service description of 

web service. This description includes all the details needed 

by the service interaction, which are message formats, 

transport protocols and location. The interface hides the 

implementation details of the service, allows the 

programming language used by the writing service of the 

hardware or software platform which is independent of 

implementation service and supports the application based 

on web service to be loosely coupled, component-oriented 

and cross-technology. Web service fulfills a particular task 

or a component task, which carries out complex aggregation 

or commercial transactions independently or together with 

other web services.Web service belongs to a service based 

on XML and HTTPS, and it is a new platform for distributed 

applications which can set up interoperability. The new 

platform is considered as a set of standards which describe 

how the application programs implement interoperability on 

the web. Web service can be written in any language or on 

any platform, as long as query and access to the service can 

be implemented by web service standard.The 

communication protocol is mainly based on SOAP, the 

service is described by WSDL and metadata car be found 

and accessed by UDDI.The XML standard used by web 

service includes the following three parts:SOAP (Simple 

Object Access Protocol), based on XML,is a kind of 

message communication protocol within web service 

application. SOAP defines a XML document format, which 

describes the method of how to call a remote code.WSDL 

(Web Service Description Language) is based on XML 

language, and it is used to describe the web service 

interfaces.UDDI (Universal Description, Discovery, and 

Integration) is a industrial standard of service register and 

discovers on the web service. It defines the SOAP interface 

to web service registry. 

III. MDS4 INFORMATION SERVICE 

1) The Characteristics of MDS4 

MDS supports the construction of VO,which enables the 

users of VO capable of cooperating and sharing the 

resources. MDS provides the necessary tools to construct 

grid information infrastructure based on LDAP.MDS uses 

LDAP to construct a unified global resource information 

namespace. MDS adopts attribute-based query mechanism 

to implement  the information query. It supports registry 

mechanism to renew state information. It also provides the 

secure access to information. It follows standard GSI andis 

compatible with the x.509 certificate. The system is 

extensible and etc.3.2 Architecture of MDS4 MDS4 is a 

distributed information system, composed of resource layer, 

aggregation layer and users. 

1) Resource layer is made up of one or many service 

instances which produce service data. These 

monitoring resources will provide access to 

resources. 

2) Clients, such as user applications, adopt 

subscription or query request to interact with index 

service. 

2) Service Types of MDS4 

MDS4 provides two high layer services, which are index 

service and trigger service.The index service collects the 

state information in grid information and publishes it as the 

resource properties.Trigger service also collects data from 

resources and meanwhile it monitors the collected data. 

IV. IMPLEMENTATION OF GRID INFORMATION SERVICE 

Take the talent exchange grid as an example.To find the 

real-time resources and services and support the dynamic 

management to the resources of the virtual organization is 

the reflection of information service.By adopting service-

oriented architecture, it packs accessible grid entities into 

grid service by web service interfaces to carry out the 

unified management. 

1) Develop Environment and Steps 

a) Operation system: ubuntu10.04 windows XP 

Professional+SP2 in simple Chinese. 

b) Toolkits: tomcat  U5.0.24: sun java JDK V1.5  

        The steps are just like the following: 

1) create eclipse project  

2) add project file  

3) Compile and deploy. That is to deploy the grid service 

to web service container. 

4) Service testing and running 

2) The Procedure of Implementation 

A grid computing environment can be simulated by using 

six personal computers. The six computers are all installed 

with Intel Pentium 4. CPUis 2.40 GHZ. The memory is 

256M and the hard disk is 320G.They is also installed with 

integrated sound card and NIC card on main board. Five 

personal computer (numbered A1, A2, A3, A4 and A5) are 

installed with ubuntu 10.04 and one (numbered A6) is 
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integrated sound card and NIC card on main board. Five 
personal computer (numbered A1, A2, A3, A4 and A5) are 
installed with ubuntu 10.04 and one (numbered A6) is 
installed with windows XP professional +SP2 in simple 
Chinese as a client computer. The network connection speed 
to your desktop is 100M and 7P-link switch is 100M. 
Globus toolkits4.2.1 is adopted as grid development 
platform A1 and A2 are used as resource severs, A3 is used 
as registry, A6 is used as a client computer and others are 
not used at present.Server A1 and A2 register separately to 
registry A3 and they publish to registry server in the form of 
resource properties. Client A6 enters the system by grid 
portal and finds the registered resource properties on 
registry A3 after submitting the task. If A6 finds the resource 
properties, it will get the access of service interface 
description service, bind it to the corresponding server and 
finally pass the result back to client A6 through grid portal. 
 In the grid computing system of the talent exchange, the” 
personnel application” is regarded as a grid service. The 
service provider registers by grid portal and submits 
resource properties to grid node and the service itself exists 
on the local server. After the user submits the service 
request, the system will try to find the service according to 
the service subscription and will enable the user to get the 
personnel application by binding the information. There is a 
rule that only after pre-job training costs are paid off, the 
user can have access to the service. The pre-job training 
costs are regarded as a grid service, job application service 
and pre-job training are assumed to be situated on service 
A1 and A2, and they are assumed to belong to different 
management domain. The job application service win have 
access to the pre-job training costs and subscribe the cost 
state change .Once users have paid for the training costs, 
which will cause the change of the cost state, the job-
application service will get the notification to enable it to get 
the cost state. And this is called subscription or notification 
mechanism. By subscription or notification mechanism, 
when service state begins to change, the subscriber will be 
notified timely, and the subscriber will take the 
corresponding action according to the trigger event to make 
sure that the users will get job application service. 

V. CONCLUSIONS 

Service publishing, discovery and binding operation are 
carried out by adopting service-oriented architecture which 
is concerned on web service, composed of three basic 
elements of service description, service discovery and 
service invocation and plays the three roles as service 
providers, service consumers and service registry. Some 
main problems involved in some grid information services 
are solved by simulating a grid service implementation of 
information services which takes MDS4, the component of 
Globus toolkits 4.2.1, as information service tool. By the 
service interfaces of web service, grid entities are packed 
into grid service and the concrete realization of grid entities 
is shielded, which appears to be a unified interface to 
meetthe clients’ concept of invocating the service on 
demand.This project is supported by National Natural 
Science Foundation of China (No. 60873235&60473099) 

and by Science-Technology Development Key Project of 
Jilin Province of China (No. 20080318) and by Program of 
New Century Excellent Talents in University of China (No. 
NCET-06-0300). 
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Performance Analysis of the Postcomputation-
Based Generic-Point Parallel Scalar Multiplication

Method 
Turki F. Al-Somani

Abstract- A Postcomputation-based generic-point parallel
scalar multiplication method has recently been proposed for
high-performance end servers that employ parallel elliptic
curve cryptoprocessors. The sequential precomputation
overheads, in the postcomputation-based method, are replaced
with parallelizable postcomputations. This paper analyzes the
performance of the postcomputation-based method with 128 ≤
m ≤ 256 using a number of parallel elliptic curve
cryptoprocessors. The results show that the best performance
is achieved when eight cryptoprocessors are used.   
Keywords- Elliptic Curve Cryptosystems, Parallel Scalar
Multiplication, Precomputations, Postcomputations, 
Generic-Point Scalar Multiplication. 

I. INTRODUCTION 

lliptic curve cryptosystems (ECCs), which were
initially proposed by Niel Koblitz and Victor Miller in
1985 [1], are seen as serious alternatives to the RSA 

system but with a much shorter word length. An ECC with a
key size of 128 – 256 bits has been shown to offer equal
security to an RSA system with a key size of 1 – 2 Kbits [2].
To date, no significant breakthroughs have been made in
determining the weaknesses of ECCs, which are based on a
discrete logarithm problem over points on an elliptic curve.
The fact that the problem appears so difficult to crack means
that key sizes can be considerably, and possibly even
exponentially, reduced [3]. This advantage of ECCs has
gained recognition recently, and has resulted in their
incorporation in many standards such as IEEE, ANSI, NIST,
SEC and WTLS.Scalar multiplication is the basic operation
for ECCs. Scalar multiplication of a group of points on an
elliptic curve is analogous to the exponentiation of a
multiplicative group of integers modulo a fixed integer m.
The scalar multiplication operation, denoted as , where 
is an integer and  is a point on the elliptic curve, represents
the addition of  copies of point . Scalar multiplication is
then computed by a series of point doubling and point
addition operations of the point P that depends on the bit
sequence that represents the scalar multiplier k. Several
scalar multiplication methods have been proposed [4].
However, for high-performance end servers, the current
sequential scalar multiplication methods are too slow to
meet the demands of increasing number of customers. 
______________________________ 
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Identifying efficient scalar multiplication methods for such
servers has thus become crucial. Scalar multiplication
methods that can be parallelized are often used for high-
speed implementations. Precomputations [4-6] have also
been applied to speed up scalar multiplication, but require
sequential steps that cannot be parallelized, and are
primarily advantageous basically when the elliptic curve
point is fixed. However, during secure communication
sessions that use public keys the elliptic curve point
changes, as it depends on the public key of the
communicating entity, that is, it is session dependant. This is
also the case when digital signatures are used. Hence, the
computation of scalar multiplications is generally performed
with a generic elliptic curve point. Because the elliptic curve
point is likely to differ in each session, the overheads
resulting from the necessary precomputations must be
considered when estimating the total computational time
required. Postcomputations have recently been proposed [7]
as an alternative method to speedup scalar multiplications.
In [7], the precomputation overheads are replaced by
postcomputations that can be parallelized. This paper shows
that the concurrent precomputation of several points
outperforms the method proposed in [7] with the same
number of points and parallel processors. The remainder of
the paper is organized as follows. Section 2 introduces the
basic ECC. Section 3 describes the postcomputation-based
generic-point parallel scalar multiplication method [7].
Section 4 presents a performance analysis of the
postcomputation-based method. Section 5 concludes. 

II. ELLIPTIC CURVE CRYPTO PRELIMINARIES 

Elliptic curve cryptosystems (ECCs) [4] have attracted much
research attention and have been included in many
standards. ECCs are evolving as an attractive alternative to
other public-key schemes such as RSA by offering a smaller
key size and a higher strength per bit. Extensive research has
been conducted on the underlying math, security strength
and efficient implementations of ECCs. Of the various fields
that can underlie elliptic curves, prime fields GF(p) and
binary fields GF(2m) have proved to be best suited to
cryptographic applications. An elliptic curve E over the 
finite field GF(p) defined by the parameters a, b  GF(p) 
with p > 3 consists of the set of points P = (x, y), where x, y 

GF(p), that satisfies the equation  
baxxy 32 (1) 

where a, b GF(p) and 4a3 + 27b2 ≠ 0 mod p, together with
the additive identity of the group point O known as the 

E 
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„point at infinity‟ [4]. The number of points #E on an elliptic 
curve over a finite field GF(q) is defined by Hasse‟s 

theorem [4]. The discrete points on an elliptic curve form an 
abelian group, the group operation of which is known as 
„point addition‟. Elliptic curve point addition is defined 
according to the „chord-tangent process‟. Point addition over 
GF(p) can be described as follows.Let P and Q be two 
distinct points on E defined over GF(p) with Q ≠ P (Q is not 
the additive inverse of P). The addition of the points P and 
Q gives the point R (R = P + Q), where R is the additive 
inverse of S and S is a third point on E intercepted by the 
straight line through points P and Q. The additive inverse of 
point P = (x, y)  E over GF(p) is the point – P = (x, – y), 
which is the mirror of point P with respect to the x-axis on 
E. When P = Q and P ≠ – P, the addition of P and Q is the 
point R (R = 2P), where R is the additive inverse of S and S 
is the third point on E intercepted by the straight line 
tangential to the curve at point P. This operation is referred 
to as point doubling.  The finite field GF(2m) has particular 
importance in cryptography, as it leads to very efficient 
hardware implementations. Elements of the field are 
represented in terms of a basis. Most implementations use 
either a polynomial basis or a normal basis [8]. Letting 
GF(2m) be a finite field of characteristic two, a non-
supersingular elliptic curve E over GF(2m) can be defined as 
the set of solutions (x, y)  GF(2m) × GF(2m) to the 
equation  

baxxxyy 232
    (2) 

where a and b  GF(2m), b ≠ 0, together with the point at 
infinity. It is well known that E forms a commutative finite 
group, with O as the group identity, under the addition 
operation known as the tangent and chord method. Explicit 
rational formulas for the addition rule involve several field 
arithmetic operations (addition, squaring, multiplication and 
inversion) in the underlying finite field. The group 
operations in affine coordinate systems involve finite field 
inversion, which is a very costly operation, particularly for 
prime fields. Projective coordinate systems can be used to 
eliminate the need to perform inversions. Several projective 
coordinate systems have been proposed in the literature, 
including the homogeneous, Jacobian, Chudnovsky-
Jacobian, modified Jacobian, Lopez-Dahab, Edwards and 
mixed coordinate systems [9][10].Several scalar 
multiplication methods have been proposed in the literature 
[4]. Computing kP can be achieved with a straightforward 
binary method – the so-called double-and-add method – 
based on the binary expression of the multiplier k. kP can be 
computed using a binary method as follows. 
Let k = (km-1,…,k0), where km-1 is the most significant bit of 
k, be the binary representation of k.  The multiplier k can be 
written as 

01
1

1
0

222 kkkkk m
m

mi

i
i           (3) 

Using the Horner expansion, k can be rewritten as  
)2)2)2((( 0121 kkkkk mm       (4) 

Accordingly, 

PkPkPkPkkP mm 0121 ))2(2(2    (5) 
The algorithm for the binary method is as follows. 
 
Algorithm 1: Binary Method 
(1) Input P, k. 
(2) Q ← O.  
(3) For i from m – 1 down to 0, perform  
a. Q ← 2Q, 
b. If  ki = 1, then Q ← Q + P. 
(4) End for. 
(5) Output Q. 

(6)  
The binary scalar multiplication method is the most 
straightforward scalar multiplication method. It inspects the 
bits of the scalar multiplier k. If the inspected bit ki = 0, then 
only point doubling is performed. If, however, the inspected 
bit ki = 1, then both point doubling and addition are 
performed. The binary method requires m point doublings 
and an average of m/2 point additions. Non-adjacent form 
(NAF) reduces the average number of point additions to m/3 
[11]. With NAF, signed-digit representations are used such 
that the scalar multiplier‟s coefficient   ki  {0, ±1}. NAF 
has the property that no two consecutive coefficients are 
nonzero. It also has the property that every positive integer k 
has a unique NAF encoding, which is denoted as NAF(k).  

III. THE POSTCOMPUTATION-BASED METHOD 

The essential concept underlying the method proposed in [7] 
is the replacement of sequential precomputations with 
parallelizable postcomputations. Multiplier  in [7] is 
partitioned into  partitions that can be processed in parallel 
by  processors using the binary method. Some of the 
postcomputations are then distributed on  processors to 
be performed in parallel. The points that result from 
processing these key partitions with the postcomputations 
are then assimilated to produce . 
Let , where  is the most significant 
bit of , be the binary representation of multiplier . Then, 
after partitioning  into  partitions, multiplier  can be 
written as 

  (6)  

Scalar multiplication product  can then be computed as 

ui
itkP

0
        (7) 

where  is defined as 
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A key observation is that Eq. (8) can be rewritten as 
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Eq. (9) implies that the required precomputations of Eq. (8) 
can be replaced by postcomputations, which are point 
doublings. Each partition requires  point doublings to 
produce the correct partial product. To balance the number 
of point operations, we need to balance the total number of 
field multiplications, as field multiplication is the dominant 
type of operation in elliptic curve point operations in 
projective coordinates. This implies that multiplier  should 
be partitioned into  partitions of different sizes, as shown 
in Eq. (10). 

)()()()( 0121 mmmmm uu 
    

 (10) 

Accordingly, the number of bits in partition  must be 
greater than the number of those in  and fewer than the 
number of those in , as can be seen from Eq. (11).    

)()()()( 0121 mmmm uu 
 

  (11)  
Assume that the double and add point operations require  
and  field multiplications, respectively. Then, let the total 
number of field multiplications in partition  equal . 
Because partition  is the only one to require no 
postcomputations, a balanced number of point operations 
can be reached by solving Eqs. (10) and (11) together with 
the following equations (12-14).   
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 (14) 
The computation of  in parallel without precomputations 
can be performed efficiently using the following algorithm.  
 
Algorithm 2: Postcomputation-based Method 

1. Inputs:  
2. By padding  with zeros if necessary, solve Eqs. 

(10)-(14) together, and write 
, where  is a 

partition of length  bits.    
3. Initialisation: . 
4. Parallel Scalar Multiplication: 

4.1. For  to –  do in parallel 
4.1.1.  Binary method (k(i), Pi) 
4.1.2. If ( ), then 

4.1.2.1. for  to ((
ij

jm
0

) – ) do 

4.1.2.1.1.  
4.1.3.  

5. Output R 
 

Example: Let 
, ,  and . The sizes of the 

key partitions are , ,  and . 
The key partitions are , , 

, and . The scalar multiplication of these 
partitions is then computed in parallel according to the 
following. 

0 +0 +0 +1 +1 =451 ,  
 

 
 

Finally,  is computed as 

 ■ 
  

IV. PERFORMANCE ANALYSIS  

The time complexity of the proposed method in [7] equal to 
( ) point doublings +  point additions 

and ( ) point doublings +  point 
additions using binary and NAF encoding, respectively. 
However, the proposed method in [7] has not been analyzed 
when different values of  and  are used. Table 1 shows 
the lengths, in number of bits, of each key partition. Table 1 
also shows that no more than 8 processors should be used 
with the proposed method in [7]. This is clearly shown when 
12 processors are used and only 8 of the processors are 
utilized.        

Table 2 shows the results for the method proposed in 
[7]. In Table 2, the first two columns show the key size  
and the number of parallel processors . The third column 
shows the length of the first key partition . The number 
of point doublings, additions and accumulation additions are 
shown in the following columns. It is assumed here that the 
required computation time for point addition is twice that 
required for point doubling. Accordingly, columns 8 and 9 
show the total number of point doublings and additions for 
the point doublings for binary and NAF encoding, 
respectively. The results of Table 2 are depicted in Figure 1 
and 2 for binary and NAF encoding, respectively. Clearly, 
the results show that the best performance is achieved when 
eight processors are used. Increasing the number of 
processors, however, does not mean better performance.  

V. CONCLUSION 

Sequential scalar multiplication methods are too slow for 
high-performance end servers because of the demand 
resulting from increasing numbers of customers. Existing 
parallel methods, however, require sequential 
precomputations for each new session. Recently, the first 
generic-point parallel scalar multiplication method has been 
proposed. In the proposed method, the precomputation 
overhead is replaced by postcomputations that can be 
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parallelized. In this paper we have analyzed the performance 
of the postcomputation-based method with 128 ≤ m ≤ 256 
using a number of parallel elliptic curve cryptoprocessors. 
The results show that the best performance is achieved when 
eight cryptoprocessors are used. 
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Table 1: Results of the method proposed in [7] with  and . 

              

128 2 85 43 - - - - - - - - - - 

4 68 34 17 9 - - - - - - - - 

8 64 32 16 8 4 2 1 1 - - - - 

12 64 32 16 8 4 2 1 1 0 0 0 0 

160 2 107 53 - - - - - - - - - - 

4 85 43 21 11 - - - - - - - - 

8 80 40 20 10 5 3 1 1 - - - - 

12 80 40 20 10 5 3 1 1 0 0 0 0 

200 2 133 67 - - - - - - - - - - 

4 107 53 27 13 - - - - - - - - 

8 100 50 25 13 6 3 2 1 - - - - 

12 100 50 25 13 6 3 2 1 0 0 0 0 

256 2 171 85 - - - - - - - - - - 

4 137 68 34 17 - - - - - - - - 

8 129 64 32 16 8 4 2 1 - - - - 

12 128 64 32 16 8 4 2 1 1 0 0 0 
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Table 2: Results of the method proposed in [7] with  and . 

   DBLs Binary ADDs NAF ADDs Acc ADDs Binary Total (DBLs) NAF Total (DBLs) 

128 2 85 85 43 28 1 173 143 

 4 68 68 34 23 2 140 118 

 8 64 64 32 21 3 134 112 

 12 64 64 32 21 4 136 114 

160 2 107 106 53 35 1 214 178 

 4 85 85 43 28 2 175 145 

 8 80 80 40 27 3 166 140 

 12 80 80 40 27 4 168 142 

200 2 133 133 67 44 1 269 223 

 4 107 107 54 36 2 219 183 

 8 100 100 50 33 3 206 172 

 12 100 100 50 33 4 208 174 

256 2 171 171 86 57 1 345 287 

 4 137 137 69 46 2 279 233 

 8 129 129 65 43 3 265 221 

 12 128 128 64 43 4 264 222 

 

 
 
 

Figure 1: Binary encoding results of the method proposed 
in [7] with  and . 

 
 

 
 

 
Figure 2: NAF encoding results of the method proposed in 

[7] with  and . 
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A2Z Control System- DTMF Control System 

Er. Zatin Gupta1, Payal Jain2 , Monika3

Abstract-Dual Tone Multi Frequency (DTMF) technique for

controlling the domestic and industrial appliances is being

presented in this paper. A simple mobile phone which works on

DTMF tone, used to control the domestic as well as industrial

electrical appliances which with the control system which we

have designed here for experimental study. In recent state of

affairs, domestic, military and industrial applications use this

technique because it can be operated from remote location. Radio

frequency (RF) is also used for wireless communication but

DTMF is an alternate for RF. Mobile phone is used to send the

DTMF code from remote location to the control system. The

blocks of system are mobile phone, Microcontroller (AT89S52),

DTMF Decoder (MT8870D), Relays and power supply. This

paper shows the working areas where the system is applicable

and how it has advantages over RF.  

I. INTRODUCTION 

he main features of DTMF Decoder (MT8870D) are as

follows:• DTMF Receiver 

• Low power consumption 

• Power-down mode 

• Inhibit mode 

Main applications are as follows: 

• Receiver system 

• Remote control 

• Telephone answering machine 

1) BLOCK DIAGRAM 

The block diagram of system consists of the following

equipments: 

a) Mobile Phone 

Wireless control of domestic and industrial appliances is the

objective of this paper so to achieve the objective, a mobile is

used here. Particular button of mobile keypad produces

specific DTMF tone that will transmit by the operator of

mobile to the control system.  

b) Dtmf Decoder (Mt8870d) 

The MT8870D is DTMF receiver consisting of digital

decoder. It uses digital counting techniques for detecting and

decoding all 16 DTMF tone pairs into a 4 bit- code. The micro

controller takes the 4 bit code as input. 
_____________________________ 
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c) Microcontroller (At89s52) 

Microcontroller is the control unit of this system. We have

used AT89S52. It is low power, high performance CMOS 8-

Bit controller with 4K bytes of ROM and 128 bytes of RAM. 

d) Dtmf Signal 

DTMF is most widely known method of Multi Frequency

Shift Keying (MSFK) data transmission technique. DTMF

was developed by Bell Labs to be used in the telephone

system. Most telephones today uses DTMF dialing (or “tone”

dialing).  

1209

Hz 

1336

Hz 

1477

Hz 

1633

Hz 

697 Hz 1 2 3 A 

770 Hz 4 5 6 B 

852 Hz 7 8 9 C 

941 Hz * 0 # D 

Table 1: DTMF signal frequency encoding table. 

The DTMF technique outputs distinct representation of 16

common alphanumeric characters (0-9, A-D, *, #) on the

keypad. The lowest frequency used is 697Hz and the highest

frequency used is 1633Hz, as shown in Table 1. 

e) Relay Logic 

To ON/OFF the appliances we need relays because relay is an

on/off switch that can control by microprocessor

automatically. Appliances are connected to these relays.

Relays are of two types SPDT, DPDT, here SPDT Relays

used. 

2) EXPERIMENTAL STUDY 

The main controlling technique using DTMF can be explained

as follow:Integrated DTMF Receiver 

a) Features 

It has low power consumption, adjustable guard time, inhibit

mode. These are the features, which we have used here to

achieve the goal of this paper. 

b) Applications 

It is widely used in Mobiles, Remote control, Personal

computers, Telephone answering Machine, etc. 

II. EXPLANATION OF MT8870D 

The MT8870D is a complete DTMF receiver integrating both

the band splitFilter and digital decoder functions. The filter

section uses switched capacitor techniques for high and low

group filters; the decoder uses digital counting techniques to 

T 
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detect and decode all 16 DTMF tone pairs into a 4-bit BCD
code. 

1) PRACTICAL DESCRIPTION 

The MT8870D monolithic DTMF receiver has small size, low
power consumption and high performance. Its architecture
consists of a band split filter section, which separates the high
and low frequency tones, followed by a digital counting
section which verifies the frequency and duration of the
received tones before passing the corresponding code to the
output bus to the Micro Controller. 

a) Filter Section 

Separation of the low and high group tones is achieved by
applying the DTMF signal to the inputs of band pass filters,
the bandwidths of which correspond to the low and high group
frequencies. 

b) Decoder Section 

Decoder Section having the digital counting techniques to
determine the frequencies of the incoming tones and to verify
that they correspondingly generate a standard DTMF
frequency. 

c) Steering Circuit 

Before registration of a decoded tone pair, the receiver checks
for a valid signal duration. This check is performed by an
external RC time constant.  

d) Power-Down Feature 

+ 5V voltage applied to pin no 6 (PWDN) to power down the
device which minimize the power consumption in a standby
mode. It stops the oscillator and the functions of the filters. 

e) Inhibit Mode 

Inhibit mode is enabled by applying +VE voltage to the pin 5
(INH). It inhibits the detection of tones representing characters
A, B, C, and D. The output code will remain the same as
previously received. 

2) ULN 2003A 

The ULN2003A is a high voltage; high current Darlington pair
arrays each containing seven open collector Darlington pairs
with common emitters. Each channel rated at 500mA and can
withstand peak currents of 600mA. Suppression diodes are
included for inductive load driving and the inputs are pinned
opposite the outputs to simplify board layout and it is used to
operate relays. 

The main features of ULN 2003A are as
Follows: 
a) Seven Darlington pair Per Package 
b) Output Current 500mA per Driver 
c) Output Voltage 50V 
d) Integrated Suppression Diodes for Inductive loads. 
e) Outputs can be paralleled for higher current. 

III. EXPERIMENTAL STUDY 

The experimental study of DTMF communication is to be
carried out in three stages. The FIRST STAGE is testing the
output of mobile phone or DTMF Encoder (91241B). The
SECOND STAGE is decoding of transmitted data. The
THIRD STAGE is to perform the operation which is supposed
to be done by pressing the particular key of mobile phone
keypad. 

1) First Stage 

The goal of this stage is to verify that the DTMF signal
produced and transferred to the control system is appropriate
and not affected by noise. The control System with DTMF
receiver is programmed to perform a series of operations. The
DTMF characters can be heard as “beeps”. We make such an
arrangement of taking the DTMF tone and then checks its
frequency with the standard and then matches both the results
if they are same then it means that are signal is not distorted
and hence supplied to the control system. 

2) Second Stage 

This stage is carried out to decode the DTMF signal and to
produce the output which is sent to the Micro-Controller. The
decoding is done by the DTMF Decoder (MT8870D) and it
gives the output in BCD format i.e. The FOUR digit code
which is sent to the Micro-Controller. In this control system
we are presenting that code also on LED‟s so that we can
easily decode the signal and one LED is used to tell that a
DTMF signal is received and decoded i.e. whenever a DTMF
signal is received and decoded by decoder then a signal LED
will blink. By this means we decode the DTMF Signal. 

3) Third Stage 

This stage is to perform the operation which is supposed to be
done by the decoding the DTMF signal into a particular BCD
code that represents a decimal digit basically. To do this, an
experiment is performed using distinct values and repeated it
many times to test the onboard DTMF receiver. The
commands, as illustrated in Table are directly represented by
the DTMF characters. Since the main focus is to check that
whether the operations defined in coding of the system are
working properly, as they actually supposed to be or not. If
there is any problem then it means that an error occurs there in
between so again the process started from SECOND STAGE
until we got the appropriate result. 

X 0 1 2 3 4 5
Y Off

All
On 
First

On 
Second

Off 
First

Off 
Second

On 
All

Table shows the operations performed 
X tells DTMF signal produced by such key & Y tells 
Operation performed. To check the working of system, we
gave values in between 0-5 to the system and test the
functionality of the control system. 
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IV. A2Z CONTROL SYSTEM 

Block Diagram 

Working Image 

Our control system has two relays to operate two devices such
as to charge mobile phone and to blow the bulb. 

Keypad Assignment 

Decoder Circuit 

V. CONCLUSION 

This paper has described the design and specifications of the
DTMF based control system and it is feasible to make such a
control system also it has many advantages over any other
media i.e. RF because RF can be easily received by any other
antenna but DTMF tone cannot be. As we are making a call
from a mobile to the mobile which is connected to the system
then only that particular mobile will receives the signal and
decode it. This approach is very secure and is very useful in
domestic as well as industrial usage. Although DTMF has
advantages like low cost, simplicity, very popular in telephone
industry so we conclude that this kind of control systems are
very useful in today‟s scenario. 
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A Proposal for a Biometric Key Dependent
Cryptosystem 

K. Hassanain1 ,M. Shaarawy, E. Hesham2

Abstract-With the increasing reliance on electronic
information, which needs to be exchanged across the internet
or stored on open networks, cryptography is becoming an
increasingly important feature of computer security. A
biometric key dependent cryptosystem is proposed, to ensure
the security of the whole system by using fingerprint features
as a key in a cryptosystem, like, key-dependent Advanced
Encryption Standard (KAES). KAES is used to ensure that no
trapdoor is present in cipher and to expand the key-space to
slow down attacks. 
Keywords- AES, KAES, MD5, RNG, PRNG, SHA-1. 

I. INTRODUCTION 

ryptography is becoming an increasingly important
feature for information security, and there are many 

available cryptographic algorithms for securing information:
Symmetric and Asymmetric. The strength of cryptosystem
depends on many factors: key length, algorithm complexity
and resistance to cryptanalysis techniques [1][2].There are
mainly two problems when using traditional password or
token as a key for any cryptosystem. First, the security of
the key, and hence the cryptosystem, is now only as good as
the password. Due to practical problems of remembering
various passwords, some users tend to choose simple words,
phrases, or easily remembered personal data, while others
resort to write the password down on an accessible
document to avoid data loss. The second problem is the lack
of a direct connection between the password and the user, as
a password is not tied to a user, a system running the
cryptographic algorithm is unable to differentiate between
the legitimate user and an attacker who fraudulently
acquires the password of a legitimate user (Authentication) 
[1].An alternative to password protection, there are many
approaches to bind a crypto-key with biometrics. The
famous two approaches are a biometric-based key release
and biometric-based key generation [2][3]. In biometric-
based key release the key is hidden into a biometric template
at the enrollment phase and is available to be released at
authentication phase. While the other, the key is generated
directly from the biometric data using one of secure hash
functions [4].This paper introduces a biometric
cryptosystem in which the key is generated from biometric
data and produced key is used in key dependent encryption
algorithm to ensure the security of the system and slow
down its attacks. The paper is organized as follows: Section
II presents the proposed biometric key dependent
cryptosystem. Section III explains the evaluation criteria.
____________________________ 
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Section IV discusses theexperimental results. Section V
summaries and concludes the paper. References are given in
Section VI. 

II. A BIOMETRIC KEY DEPENDENT CRYPTOSYSTEM 

The proposed scheme replaces the secret key in a
cryptosystem with a key which generated directly from one
of the human biometric data (e.g. fingerprint). In general,
the proposed biometric-key cryptosystem could be
subdivided into three phases: biometric phase, key
generation phase and encryption phase. Figure 1 shows the
overall structure of the proposed system. 

In the proposed system, the input to the biometric phase is
fingerprint image which acquired from the system user’s
finger using fingerprint reader. Through this phase some
unique characteristics of the fingerprint image are extracted
to form a biometric feature matrix.The produced matrix  is
used as an input to the next phase to generate a 128-bit key
using one of cryptographic hash functions such as Secure
Hash Algorithm (SHA-1) or Message-Digest algorithm 5
(MD5). The plain-text is then encrypted using the generated
key by one of cryptographic encryption algorithm such as
AES or KAES.Each phase of the proposed system is
described in more details in the subsections. 

C
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1) Biometric Phase 

A fingerprint represents a pattern of ridges and valleys on
the person finger‟s tip. And also can be defined by the
uniqueness of the local ridge characteristics and their
relationships. Figure 2 shows these characteristics by
marking minutiae points for the finger image. Minutiae
points are these local ridge characteristics that occur either
at a ridge ending or a ridge bifurcation [6].In low quality
fingerprint images which contain noise and contrast
deficiency usually results in pixel configurations similar to
minutiae points. So, the automatic minutiae detection
process becomes a difficult task [6]. 

Fig.2. Fingerprint: (a) Termination minutia. (b) Bifurcation
minutia. 
The following steps are run in the biometric phase to form a
biometric feature matrix using the input fingerprint image 
[6]: 

1. Pre-Processing. 
2. Minutiae extraction. 
3. Post-Processing. 

The first step called pre-processing and runs different tasks
to enhance the input fingerprint image. The next step deals
with the extraction of minutiae. In the third step false
minutiae are deleted from the set of minutiae which obtained
early. Pre-Processing step contains three different stages
namely, image enhancement, image binarization and image
segmentation. Each stag runs one or more different image
processing methods as shown in figure 3. The input for this
step is the fingerprint image and the output is an enhanced
fingerprint image that is a suitable input for the following
minutiae extraction step [6]. At Minutiae extraction step, the
skeleton of the image is formed and the minutiae points are
then extracted by the following method [6]:1. The binary
image is thinned as a result of which a ridge is only one
pixel wide.2. The minutiae points are thus those which have
a pixel value of one (ridge ending) as their neighbor or more
than two ones (ridge bifurcations) in their neighborhood 

The output of this step is an Nx3 biometric feature matrix
which contains x positions, y positions and orientations for
N minutiae as: 

X position   Y position  Orientation
112.0000     77.0000    3.1416
208.0000     34.0000   -1.3191 
50.0000      54.0000    0.1326
177.0000    73.0000    2.4585 
39.0000      55.0000    0.0286 

157.0000      239.0000   -2.3816 
Post-Processing step removes the false minutiae from the
biometric feature matrix. These false minutiae may occur
due to the presence of ridge breaks in the given image
itself which could not be improved even after
enhancement. Figure 4 shows different situations for false
minutiae points. 
The biometric phase outputs an Nx3 matrix which usually
holds the true N minutiae points‟ information. 
The biometric phase outputs an Nx3 matrix which usually
holds the true N minutiae points‟ information. 
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The biometric phase outputs an Nx3 matrix which usually
holds the true N minutiae points‟ information. 

Key Generation Phase 

In the proposed,  MD5 is used to generate 128-bit
encryption key from the generated biometric feature matrix
.MD5 algorithm consist of 5 steps namely, Append Padding
Bits, Append Length, Initialize MD Buffer, Process
Message in 16-Word Blocks and Finalize the Output [7].The
output generated key from MD5 is suitable for many
encryption algorithms like AES and KASE. 

Encryption Phase 

KAES is a symmetric encryption technique that changes
AES to be key dependent techniques. KAES is block cipher
in which the block length and the key length are specified
according to AES specification: 128, 192, or 256 bits and
block length of 128 bits. In the proposed system, a key
length of 128 bits is used.  KAES involves the key in most
of algorithm steps which increase the security of it rather
than in AES. The main differences between AES and KAES
can be summarized as in Table 1[5].Through the encryption
phase, KAES has been applied to encrypt the plain-text
using the generated key. 

Table 1.  Differences between KAES and AES 

III. EVALUATION CRITERIA 

For evaluating randomness of the proposed system, various
tests were applied. To facilitate interpretation of the
experimental results, a brief description is given, to make
the analysis of these tests output understandable. 

1) Entropy 

Entropy describes the number of bits per byte. It is known as
information density for a file. Extremely entropy output
indicates that information is essentially random. Hence
optimal compression is unlikely to reduce its size. 

2) Optimal “Best” Compression 

Reflects compressibility and is computed based on entropy
encoding. For Example, if a file has 4.9 as Entropy, the
optimal compression (OC) of the file would reduce its size
by 38% as follow:  
OC = 100 – (Entropy / 8)*100 
OC = 100 – 62 = 38 % 

3) Chi-square Distribution 

The randomness of data can be tested using the chi-square
test. The chi-square distribution is as an absolute number
and a percentage which indicates how frequently a truly
random sequence would exceed the value calculated.The
percentage is interpreted as the degree to which the
sequence tested is suspected of being non-random as: 

If the percentage is greater than 99% or less than
1%, the sequence is almost certainly Not Random. 
If the percentage is between 99% and 95% or
between 1% and 5%, the sequence is Suspect.  
Percentages between 90% and 95% and 5% and
10% indicate the sequence is Almost Suspect. 
Otherwise the sequence is random. 

4) Arithmetic Mean Value 

Arithmetic mean value for a sequence of data is simply the
result of summing the all the bytes and dividing by the
sequences length. If the data are close to random, this should
be about 127.5. If the mean departs from this value, the
values are consistently high or low. 

5) Monte Carlo value for PI 

Each successive sequence of six bytes is used as 24-bit x
and y coordinates within a square. If the distance of a
randomly generated point is less than the radius of a circle
inscribed within the square, the six byte sequence is
considered a “hit”. The percentage of hits can be used to
calculate the value of PI. If the computed value approaches
the correct value of PI, the sequence is close to random.
Monte Carlo value for Pi is 3.143580574 (error 0.06
percent). 

6) Serial Correlation Coefficient 

The quantity measures the extent to which each byte in a
sequence depends upon the previous byte. If the value
(which can be positive or negative) close to zero, the 

AES KAES
Round Function last round is 

different
The same
transformations in all
rounds.

S-BOX  Fixed S-Box is key
dependent

Key Expansion Fixed S-Box Generate d S-Box
Round 
Transformation

Independent
on the key

Dependent on the key

Shift Offset Use Fixed
from 0 to 3

Reliant on the key

Fig.4. False Minutiae Points
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sequence is random (totally uncorrelated). Otherwise serial
correlation coefficient will be greater than or equal 0.5. 

IV. EXPERIMENTAL RESULTS 

To simulate the proposed biometric key dependent
cryptosystem, a MATLAB script was implemented for
biometric phase and for AES and KAES also a java program
was implemented for key generation phases. The key‟s

length (128 bit) was fixed for both AES and KAES
algorithms. Fingerprint image (fingerprint3.tif) which
captured by Cross Match Verifier 300 scanner at 500 dpi, is
used to test our system. Figure 5 shows the inputs and
outputs of the biometric phase program. The minutiae points
are saved as a biometric feature matrix. 

Fig.5. Biometric Phase: (a) Input Image (b)
Preprocessing output (c) Extraction output (d) Post
processing output 
The generated 128 key from the biometric features matrix
through the key generation phase is: 
0X9e   0Xf8   0X68   0X62    

0X53   0Xdf   0X3c   0Xc5    
0Xf2   0X66   00Xef   0Xde    
0Xb6   0Xc7   0Xbe   0X3a 
For the testing another plain key is used: 
0Xb1   0Xc2   0Xf3   0X84 
0X75   0Xa6   0Xd7   0X08 
0X19   0X13   0X11   0X42 
0X53   0X20   0X15   0X16 
Table 2 lists six files with their format and sizes. These files
are used in encryption and decryption steps. Using ENT [8]
results is obtained by carrying out the evaluation criteria
discussed in section 3. 

Name Size 
(Bytes)

Name

Text
secret_t1.txt 2815 T1
secret_t2.txt 4007 T2

Audio secret_w1.wav 14077 W1
secret_w2.wav 35191 W2

Image secret_im1.tif 95162 Im1
secret_im2.tif 1001648 Im2

Table 2.  Files Names 
Table 3 illustrates the occupation of bits within a byte, it
could be noticed that KAES and biometric KAES utilizes
almost every bit in a byte, introducing extremely dense
files.Figure 6 depicts the optimum “best compression” that
can be achieved. The results are the same for some of the
experimented files. 
The Chi-Square distribution for the experimental file is
shown in figure 4. Also Chi-Square distribution gives a
good indication of the proposed system randomnTable 4
shows the computed arithmetic mean for both AES and
KAES are close to the arithmetic mean value = 127.5.Table
5 Shows the computed Monte-Carlo values of piwhich are
close to the value of PI= 3.1416.Figure 8 indicates that
relation between successive bytes is very small as Serial
Correlation Coefficients 
.

T1 T2 W1 W2 Im1 Im2
Original 4.711491 5.166631 6.215379 5.963367 5.910927 7.562718
KAES_PlainKey 7.911388 7.952993 7.98213 7.986803 7.996512 7.999835
KAES_Fingerprint key 7.930583 7.947021 7.983541 7.985064 7.996409 7.99978
AES_PlainKey 7.926212 7.957024 7.984306 7.983461 7.997254 7.999767
AES_Fingerprint key 7.918981 7.955877 7.985193 7.985132 7.996956 7.999767

Table 3. Entropy Values 
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Fig.6. The Optimum Compression 

Fig.7. The Chi-Square distribution  

T1 T2 W1 W2 Im1 Im2
Original 85.5844 133.5031 127.0035 121.4201 65.9731 93.1652

KAES_PlainKey 127.4348 124.9963 127.1517 127.1777 127.0659 127.5825
KAES_Fingerprint key 127.0274 128.4168 127.5046 128.2845 127.469 127.5014

AES_PlainKey 130.323 127.2298 127.7911 128.4338 127.58 127.6038
AES_Fingerprint key 128.6254 128.1158 127.7079 127.3429 127.4235 127.6049

Table 4. The Computed Arithmetic Mean 

T1 T2 W1 W2 Im1 Im2
Original 4 2.824587706 3.884057971 3.957033248 3.384867591 3.865725017

KAES_PlainKey 2.950959488 3.166416792 3.15942029 3.156351236 3.15889029 3.136844754
KAES_Fingerprint 

key 3.138592751 3.274362819 3.15771526 3.125660699 3.161916772 3.14951989

AES_PlainKey 3.068376068 3.076461769 3.109974425 3.144075021 3.157124842 3.136293661
AES_Fingerprint 

key 3.025641026 3.148425787 3.15771526 3.118158568 3.145775536 3.136293661

Table 5. The Monte-Carlo Values 
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Fig.8. The Serial Correlation Coefficient

V. CONCLUSION 

This paper presents a biometric key dependent cryptosystem
by replacing the plain key with fingerprint feature data.
KAES is improving the security of the proposed system by
employing the key to be the main parameter of the
encryption algorithm. Experiments analysis for biometric
and key generation phases will be reported in the near future
to insure the reliability and the security of the proposed
system. 
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Economical Task Scheduling Algorithm for Grid
Computing Systems 

Amit Agarwal, Padam Kumar

Abstract- Task duplication is an effective scheduling technique
for reducing the response time of workflow applications in
dynamic grid computing systems. Task duplication based
scheduling algorithms generate shorter schedules without
sacrificing efficiency but leave the computing resources over
consumed due to the heavily duplications. In this paper, we try
to minimize the duplications of tasks from the schedule
obtained using an effective duplication based scheduling
heuristic without affecting the overall schedule length
(makespan) of grid application. Here, we suggested an
economical duplication based intelligent scheduling heuristic
called economical duplication scheduling in grid (EDS-G). The
simulation results show that EDS-G algorithm generates better
schedule with lesser number of duplications and remarkably
less resource consumption as compared with HLD, LDBS in
the simulated heterogeneous grid computing environments 
Keywords- scheduling, grid computing, duplication based
heuristic, DAG, workflow applications. 

I. INTRODUCTION 

n recent years, grid computing has obtained a lot of
attentions from engineers and scientists for executing high 

performance parallel and distributed applications due to
major advancements in wide-area network technologies and
low cost of powerful computing and high-speed network
resources. In general, a parallel and distributed application
can be represented by a weighed directed acyclic task graph
(DAG) as shown in figure 1. In DAG, the nodes represent
application tasks and the edges represent inter-task data
dependencies. The algorithm for finding an optimal
schedule for the multiprocessor scheduling problem is NP-
complete [1, 2, 3]. In literature, task scheduling heuristics
for DAG applications have been classified as list scheduling
[4, 5, 6] cluster-based scheduling [7, 8] and duplication-
based scheduling [9, 10, 11, 12, 13, 14, 15, 16, 17]. In list-
based task scheduling, tasks are ordered in non-increasing
order of their priorities (or ranks) and scheduled on the
resource which minimizes the objective function such as
schedule length. Clustering is an efficient way to reduce
communication delay in DAGs by grouping heavily
communicating tasks to same labeled cluster and then
assigning tasks in a cluster to the same resource. In
duplication-based scheduling, parents of current selected
task can be duplicated into idle time slots between two
already scheduled tasks in order to reduce the task finish/
start time. Duplication-based scheduling is very effective in
distributed computing system but leave the computing
resources over consumed due to the heavily duplications.
____________________________ 
About-Department of Electronics & Computer Engineering Indian Institute
of Technology, Roorkee (India) {aamitdec, padamfec} @iitr.ernet.in 

Duplication heuristics are more effective for fine grain task
graphs and for networks with high communication latencies.
The term CCR refers to the ratio of average communication
cost to average computation cost on a given system. A high
CCR indicates the communication intensive nature of a
problem, whereas, low CCR represents the computation
intensive problem. Duplication plays its role more
effectively at higher CCRs, as the formation of large sized
scheduling holes increases with higher communication
costs, which can be exploited to accommodate fine grain
tasks conveniently [10]. In heterogeneous distributed
computing system, heterogeneity of computational resources
and communication mechanisms poses some major
obstacles to achieve high parallel efficiency. Performance of
the scheduling algorithms tends to degrade in the presence
of heterogeneity. This degradation becomes more
pronounced with an increase in heterogeneity and at higher
CCRs which results in inappropriate task/ processor
selection. In this case, duplication is very graceful to
overcome these „stresses‟ and „strains‟ of heterogeneity by
duplicating the crucial tasks and thereby improving the
finish time on processing resource, but it increases
scheduling cost due the duplicated tasks overhead. In [16],
Savina et al. suggested the heterogeneous limited
duplication (HLD) that adapts the SD algorithm [10]
heterogeneous environment and then assessed the usefulness
of limited duplication approach in dealing with the stresses
of heterogeneity in a system. In [17], Dogan et al. proposed
a level sorting algorithm (LDBS) to arrange the tasks in
DAG into various precedence levels. The tasks belonging to
the same level have no data dependencies can be executed
concurrently. In LDBS, tasks are scheduled level by level
starting from the top. In current economic market models
[18, 19], economic cost (cost of executing a workflow on
grid) has been considered as an important scheduling
criterion to employ the user-centric policies, since different
resources, belonging to different organizations, may have
different polices of charging. Hence, the economic cost of
resource consumption for scheduling the grid applications
becomes an important performance metrics for analyzing the
scheduling algorithms.In EDS-G algorithm, we analyze the
impact of the duplicated tasks over makespan and try to
optimize the schedule generated with duplication by
eliminating tasks (duplicated and unproductive) as much as
possible without affecting the makespan. A task may
become unproductive after being duplicated if its immediate
successor tasks can gather output data from its duplicated
parent task not later than the unproductive task. These
algorithms can prove that they are very useful in the
distributed grids to reduce the scheduling cost of an 

I

D.4.1, F.1.2  
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application and improving the performance of the grid

system.The remainder of this paper is organized as follows.

Section II defines the task scheduling problem. Section III

presents the proposed task scheduling algorithms. Section

IV shows the simulation results. Then, in section V, we

describe our conclusion of current research work. 

II. TASK SCHEDULING PROBLEM 

A task scheduling model for grid computing system includes

an application of dependent tasks (DAG); a target grid

computing system of arbitrary connected multiple

computing resources and an objective function. 

1) Grid Resource Model 

A grid computing system can be represented by 

),( QRG  where R is the set of m arbitrary connected 

computing resources )............,,( 21 mrrr forming a grid 

and Q is the set of communication channels connecting the 

grid resources. In grid computing system, task execution

cost on different grid resources may be different due to the

processor heterogeneity (different processing rates of grid

resources) and similarly, the data transfer rates (bandwidths)

between different pair of processing resources may be

different due to network heterogeneity. In this model, it is

also assumed that each processing resource has co-processor

to deal with communications, which allows computation and

communication to overlap each other. Additionally, task

executions are assumed to be non-preemptive and

communication overhead between two tasks scheduled on

the same resource is considered as zero. After completing

execution of a task, the associated grid node sends output

data to all of its child tasks in parallel.The main objective of

this paper is to minimize duplications after duplicating tasks

over grid resources selectively and minimize the overall

schedule cost (Resource Consumption). A resource

consumption can be defined as the fraction of time duration

(between after being allotted to an application and released

for another application) a resource is actually executing

some tasks of application in grid.  

Task

Node  

Computation costs on different grid

nodes 

Mean

cost 

r1 r2 r3 r4 
i

n1 1 1 2 1 1.25 

n2 3 2 4 2 2.75 

n3 5 6 3 4 4.5 

n4 2 4 4 2 3.0 

n5 4 8 7 8 6.75 

n6 3 3 1 2 2.25 

n7 5 5 5 5 5.0 

n8 1 2 2 2 1.75 

Table 1. Computation cost matrix [ ij ] for DAG in fig. 1. 

2) Grid Application Model 

A grid application may be represented by a weighted

directed acyclic graph (see figure 1) or DAG, 

),,,( CTEND  where N is a set of n computation 

task nodes, T is a mn computation cost matrix (see

table 1) and the value of Tij  is theexpected time to 

execute task in on grid resource jr for ni 1 and 

mj 1 , E is a set of communication edges that shows 

precedence constraints among the tasks and C is a nn

communication cost matrix and the value of Ccij  is the 

expected time to communicate data from task in to task jn

for nji 1 . The mean computation cost i of task 

in and mean communication cost ijc between task in and 

task jn can be calculated as 

m

m

j

ij

i





1



 ni 1 (1) 

gridinlinksalloverratetransferdatamean

c
c

ij
ij 

nji 1 (2) 

A task node without any parent node is called entry task and

a task node without any child node is called exit task. If

there are two or more entry (exit) tasks, they may be

connected to a zero-cost pseudo entry (exit) task with zero-

cost edges which will not affect the schedule. Since the

intra-processor bus speed is much higher than the inter-

processor network speed, the communication cost between

two tasks scheduled on the same processing node is

considered as zero [20].  

Fig. 1. A Simple DAG with Precedence Constraints. 
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     III. ECONOMICAL DUPLICATION BASED SCHEDULING 

This section presents the economical duplication based

scheduling algorithm (EDS-G) in grid computing

environment inspired from our earlier work in [21]. This

algorithm consists of two mechanisms, first is a lower-

bound complexity mechanism for scheduling based on

insertion based task duplication and second is modifying

schedule after removing some duplicated and unproductive

tasks in the schedule without affecting the makespan.In this

section, a lower-bound complexity algorithm (EDS-G) for

grid computing system has been presented. The pseudo code

of the algorithm is shown in figure 3. A priority-based task

sequence is generated by ordering the tasks in non-

increasing order of their b-level (computation and

communication cost along the longest directed path from the

concerned task to the exit task in DAG) that can be

calculated recursively using mean cost parameter as: 

)(}max{ ijijjii nsuccncbb  (3) 

The term )( insucc refers to the set of immediate child 

nodes of task in in the DAG. Now, the first unscheduled 

task in the task sequence is selected and scheduled on a grid

resource that can finish its execution at the earliest using

duplication (task replication) approach. This algorithm uses

insertion based scheduling policy which considers the

possible insertion of a task or duplicated task in an earliest

idle time slot between two already scheduled tasks on the

grid resource. A task on the grid resource can start execution

only after the data arrived from all of its immediate 

predecessors. The parent of task in whose data arrives last 

of all is termed as the most important immediate parent 

(MIIP). Data arrival time for in on kr is given by: 

}},{min{),( '

)(
max jijkjk

npredn

ki cFFrnDAT
ij




(4) 

The term )( inpred refers to the set of immediate parent 

nodes of task  in in the DAG.   

(a) 

(b) 
Duplicated Task                          Free Time Slot 

Fig. 2. Gantt Charts for the schedule generated by (a) HLD

Algorithm (Duplications = 4, Resource Used = 4) (b) EDS-

G Algorithm (Duplications=2, Resource Used = 2) for an

application DAG shown in fig. 1. 

Due to the non-availability of data earlier, owing to

precedence constraints or communication delay, a grid

resource may remain idle leading to the formation of

scheduling holes. These scheduling holes may be exploited

to duplicate tasks to minimize data arrival time. The start 

time  ikS of task in on grid resource kr is limited by the 

data arrival from its MIIP (say iM ) and availability of a 

suitable scheduling hole. If suitable slot is not available then 

task in can start after the completion of last scheduled task 

on grid resource kr , i.e. the ready time (
R

kr ) of resource 

kr . The start time of task in on resource  kr is given by: 

}},min{),,(max{ S

r

R

kkiik GrrMDATS  (5) 

where
S

rG is the start time of first suitable free time slot rG

to accommodate task in on the resource kr , if exist. The 

finish time ikF is calculated as: 

ikikik SF  (6) 

The finish time is calculated for all the available grid 

resources and task  in is scheduled on the resource that 

gives earliest finish time. After scheduling the all tasks,

makespan is calculated as: 

mkniFmakespan ik  1;1}max{ (7) 
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Fig. 3. Pseudo Code for EDS-G Algorithm 
Further, we maintain a list A of origin tasks (which have
been duplicated later in the schedule) with their links to
dependent tasks and list B of duplicated tasks in non-
increasing order of earliest start time. The above schedule is
modified only   if   the removal of the duplicated task from
list B does not affect the makespan. Similarly, all the
unproductive tasks in the list A, that are not responsible to
provide any output to immediate successor tasks due to
theirduplications, are removed from the schedule. This
modified schedule contains lesser number of duplications
and remarkably less resource consumption as compared with
HLD, LDBS for heterogeneous grid computing systems.
Gantt charts for the schedule generated by HLD algorithm 

and EDS-G Algorithm is shown in fig. 2. Here in HLD
schedule, task 2n on resource 2r and task 4n on resource 

4r are unproductive after being duplicated on resource 2r
and 1r respectively. Hence in EDS-G schedule, tasks 1n
(which was scheduled on 2r for 2n ), 2n from resource 2r
and tasks 1n (which was scheduled on 4r for 4n ),  4n
from resource 4r have been removed. It shows that EDS-G
uses less duplications and lesser number of resources as 
compared to HLD for the same makespan. 

IV. SIMULATED RESULTS AND ANALYSIS 

The experimental results for random task graphs are
presented in fig. 6 and 7 for the clique topology for different
task graph sizes and CCRs in the simulated grid
environments. The performance of EDS-G algorithm is
analyzed with respect to various graph characteristics (task
sizes, CCRs). The simulated set of experiments compare the
performance of the grid system in terms of average number
of duplications and resource consumption with respect to
various graph sizes and CCRs for heterogeneous grid
computing systems (see fig. 6). Each result is obtained with
respect to CCR is an average of 25 graphs (over 5 sizes and
5 average parallelisms), and with respect to graph size is an
average of 20 graphs (over 4 CCRs and five average
parallelisms). In these experiments, the EDS-G algorithm
outperforms the HLD, LDBS for different DAG sizes and
CCRs with respect to avg. duplications and resource
consumption. 

V. CONCLUSIONS 

A duplication based strategy has been found very
momentous for homogeneous and heterogeneous computing
systems to improve the performance of the system.
Currently more research work is focusing over
heterogeneous computing system such as grids which
consists of abundant resources over wide area networks with
different capabilities. Scheduling a task graph with
precedence constraints in grids is an issue due to the higher
communication latencies. Duplication improves
performance and reliability of such systems by duplicating
critical tasks with higher communication costs.Our
approaches optimize schedule by reducing duplications as
much as possible without affecting the makespan and
improve the system performance so that application
execution cost and duplication overhead can be reduced.
Performance comparison with best known duplications
algorithms LDBS and HLD for grid computing system
shows that EDS-G algorithm generates comparable
schedules with remarkably less duplications and less
resource consumption.  

EDS-G Algorithm
Begin 

1: Construct a priority based task sequence ;
2:do {

3: Select the first unscheduled task in
in the task sequence 

4:for (all kr in processor list R ) {

5: Sort the list of immediate parents of in
in non-increasing order 

of data arrival time; 
6:for all immediate parents, select the first immediate parent 

jn
from the list at Step 5 {

7:if duplication of jn
can reduce finish time ikF

of in
on kr

8: Duplicate jn
;

9: } 

10: Compute earliest finish time ikF
of in

on kr using eq.(6);
11:  }

12: Find the minimum earliest finish time of in ;

13: Assign in
on resource kr with minimum ikF

in schedule S;

14: }while (there are unscheduled tasks in the task sequence );
15: Maintain a list A of origin tasks which have been duplicated
later with their successor links to other tasks and list B of
duplicated tasks in non-increasing order of their earliest start time;

16:for (each duplicated task in
in list B) { 

17:if (no change in makespan of schedule S after removing 

duplicated task in
) 

18: Remove this duplicated task in
from the schedule S and 

update list A;
19: }

20:for (each task in
in list A) {

21:if task in
has no dependent task in schedule S due to its 

duplication later on different processors; remove this task  in
from the schedule S
22: }
End
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(a) 

(b) 

(c) 

(d) 
Fig 6. (a to d) Performance comparison of EDS-G algorithm

on random DAGs in computational Grids. 
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Student Relationship in Higher Education Using
Data Mining Techniques 

Boumedyen Shannaq1, Yusupov Rafael2, V. Alexandro3

Abstract- The aim of research paper is to improve the current
trends in the higher education systems to understand from the
outside which factors might create loyal students. The necessity
of having loyal students motivates higher education systems to
know them well, one way to do this is by using valid
management and processing of the students database. Data
mining methods represent a valid approach for the extraction
of precious information from existing students to manage
relations with future students. This may indicate at an early
stage which type of students will potentially be enrolled and
what areas to concentrate upon in higher education systems for
support. For this purpose the data mining framework is used
for mining related to academic data from enrolled students.
The rule generation process is based on the decision tree as a
classification method. The generated rules are studied and
evaluated using different evaluation methods and the main
attributes that may affect the student’s loyalty have been
highlighted. Software that facilitates the use of the generated
rules is built using VB.net programming language which allows
the   higher education systems   to predict thestudent’s loyalty
(numbers of enrolled students) so that they can manage and
prepare necessary resources for the new enrolled students. 
Keyword-Data mining ,decision tree , Exploratory data
analysis, Adaptive System . 

I. INTRODUCTION 

owadays there is an evolution of educational systems
and there is a great importance of the educational field. 

Modern educational organizations start developing and
enhancing the educational system increasing their capability
to help the decision makers obtain the right knowledge, and
to make the best decisions by using the new techniques such
as data mining methods [1]. Subsequently, a suitable
knowledge needs to be extracted from the existing data.
Data mining is the process of extracting useful knowledge
and information including: patterns, associations, changes,
anomalies and significant structures from a great deal of
data stored in databases, data warehouses, or other
information repositories. The data mining expediency is
delivered through a series of functionalities such as outlier
analysis, evolution analysis, association analysis,
classification, clustering and prediction. Data mining is an
integral part of Knowledge Discovery in Database (KDD) 
[2][3]. Student enrollment process in any higher education
___________________________ 
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system is of great concern of the higher education
managements. Severalfactors may affect the student
enrollment process in a particular Institute. One of the
biggest challenges that higher education faces today is
predicting the paths of loyal students (enrolled students).
Institutions would like to know, for example, which students
and how many will enroll in particular institute.This
research paper is an attempt to use the data mining
processes, particularly predictive classification to enhance
the quality of the higher educational system to increase
numbers of loyal students (enrollment students) to evaluate
student data to study the main attributes that may affect the
student enrollment factors to plan for institutes resources
(Instructors, classes, labs, etc.)from knowing how many
students will be enrolled  and to make a big effort to
concentrate on all factors that play  main role in motivating
the new student to enrolls in a particular institute.    

II. RELATED WORK 

Higher education enrollment and admission departments are
increasingly being asked to do more work in these aspects.
Additionally, as described in [4] they recognize that each
institution has different student relationship management,
admissions and enrollment goals.  In strengthening student
relationship management for enterprise students projects, the
project aims to   improve the overall quality of the
“entrepreneurial” student experience by mapping existing
and proposing new service designs, this can lead to an
increase in the efficiency and effectiveness of University or
College’s system supporting the management of
relationships with students as well as in the interface
between operational processes and the platforms and
technical solutions used for it. As described in Student
Relationship Management (SRM) article they introduce the
topic of Student Relationship Management (SRM) in
Germany. The concept has been derived from the idea of a
Customer Relationship Management (CRM), which has
already been successfully implemented in many enterprises 
[4]. The German university information system HIS
ascertained that 65% of the first-year students decided to
choose their university due to their place of residence. Good
equipment of the university is an important criterion for
58% of high school graduates, as well as the reputation of
the university or college (52%). Nevertheless, for 90% of
the high school graduates it is above all important that the
courses offered correspond to their specialized interests [5].
Furthermore, the use of information offered by university
rankings becomes more and more frequent. However, not
only German but also foreign students were used to select
German university on the basis of the results of university 
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rankings which are available for the people. Therefore, it is
not amazing that faculties with good ranking results register
more students in the following term in relation to the
previous years. However, neither the university management
nor education administrators are aware of this competition
trend because they associate competition rather with areas of
research and professors than with students. Good
universities, though, are not only characterized by
outstanding researchers but by excellent students as well [6].
The research has [7] proposed a model to represent how data
mining is used in higher educational system to improve the
efficiency and effectiveness of the traditional processes in
this model   a guideline was presented for higher educational
system to improve their decision-making processes. In [8] a
complete system implemented for parsing such repositories
into a SQL database and for extracting from the database
and repositories, various statistical measures of the code and
version histories. The research by [9] is to use Rough Set
theory as classification approach to analyze student data.
They build a higher educational system to improve their
decision-making procedures through data mining. Other
papers discuss different Al technologies and compare them
with genetic algorithm based induction of decision trees and
discuss why the approach has a potential for developing into
an alert tool. Many other related works can be found in [12,
13, 14, 15, 16, and 17]. 

III. DATA PRE-PROCESSING 

In the entire data mining process, the data cleaning process
is utilized in order to eliminate irrelevant items. The
discovery of patterns will be only useful if the data
represented in files offer a real representation of the
enrolment process and the actions or decisions taken by the
past student  [16]. Here we study the enrollment factors and
decisions taken by students for enrollment in a particular
institute. Subsequently if the student is enrolled in a
particular institute then he is considered as a loyal student.
Initially, the institute provided us a database equal to 19012.
After filtering process of the data 2106 records were left.
The data supplied is from a particular institute, we cannot
mention its name, but it is from the Arabic region. The main
objective of our research is to discover patterns that will be
used to predict a loyal or not loyal student previously to his
enrollment or not enrollment to a particular institute. By
taking information from other students with similar
information, in this sense, we can know  the role of each
attribute and the implicit relations among them. 

IV. EXPLORATORY DATA ANALYSIS 

To achieve the goals, we analyze the behavior over time of
students who first register and pay fees. We did that to
eliminate possible effects in case of changing the structure
of the institute. We first considered all students that have
entered into the students database between 2003 and 2007,
the total number is large, it is  time consuming to analyze
the whole data set, so we took a sample and analyzed that.
We selected the same number of students from each time
slot over the whole entry period; the sample contains a total
of 2069 students. Generally it is not necessary to sample the 

data; the main reason for doing it here is the low quality of
available data. After a long process of data management we
obtained the variables, the features (variables) listed in the
data set are the following: 
Age: three classes  for age between 18 – 28 (young)  given
number one in data set,  for age between 29 -39 (middle)
given number two and for age above 39 given number 3 for
representation data in the data set. 
Ch: number of children’s 
Sx : define female and male, codes of 0 and 1 for female and 
male. 
Rel : define  religion, codes of 0 and 1 for Muslim and other
.Pob: place of birth, codes of 0 and 1 for original (residence)
and foreign. 
Nationality: codes of 0 and 1 for original(residence) and
foreign. 
SAvg: grade of secondary school. 
Stype: type of study, codes of 0 and 1 for literal and
scientific. 
PGS: place of graduated secondary school, codes of 0 and 1
for original(residence) and foreign. 
Numos: Numbers of different specialization selected by the
new student. 
RPf: student information entered in student database and the
student pays for some      registered courses. 
Enroll: the student enrolled has codes 1 and for student who
did not enroll with 0. 
RRe: reason of enrollment in a particular institute codes of
1,2,3,4,5,6,7,8,9 for Public institute, much specializations
,accept low average after secondary school, much (prof, dr.), 
private institute , near place, much graduated students from
this institute gets a job and offered grants . 
Loyalty : codes 1 and 0 for loyal and not loyal. 
 We assigned descriptive value labels for each value of a
variable. This process is particularly useful if your data file
uses numeric codes to represent non-numeric categories (for
example, codes of 1 and 0 for male and female).Value labels
are saved with the data file. You do not need to redefine
value labels each time you open a data file, the value labels
process illustrated in figure4.1 and figure4.2. 

Figuer4.1: Data set Sample in label view 
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Figure4.2 : Data set Sample in value  label  view 

V. SYSTEM DESCRIPTIONS 

What we want to do is to model a function – predict a loyal
or not loyal student as a function of age, ch, sx, Rel, pob,
etc. We are trying to build an adaptive system that will
model an input-output relationship from our data file as
Illustrated in figure 5.1 

Figure5. 1: Adaptive System 
We assigned 20% of data for validation; we did that because
the Adaptive systems learn from data we supply it. But how
can we be sure that they will work with other data – data
that they haven’t seen? The answer to that is validation.
Instead of using all of the data available for training the
system, we leave some aside with which we later test the
system. This makes sure that we know how well the system
is capable of generalization i.e. how well it works on data it
hasn’t been trained on. The 20% here refers to how much
data should be put aside for validation figure 5.2. 

Figure5.2: assignment validation data 

1) Attribute Selection 

We needed to find a minimal set of attributes that preserve
the class distribution. Attribute relevance is with respect to
the class, i.e. relevant attribute and not relevant attribute.
This will help us to select the best attributes from 14
attributes that have been collected. This will rank the
attributes, according to the effectiveness of the features
starting with the most significant feature, as follows in table 
5.1.Before selecting the best attributes The figure 5.1.1 
graphically depicts the instances in the dataset by using
various combination of attributes as x/y axis values  . 

Figure 5.1.1 various combinations of attributes as x\y axis
values. 

Table 5.1.1: Ranked attributes, Attribute Selection on all
input data 
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 To select the best attributes we evaluated the worth of a
subset of attributes by considering the individual predictive
ability of each feature along with the degree of redundancy
between them. Subsets of features that are highly correlated
with the class while having low inter correlation are
preferred. For more information about calculation the worth
of a subset of attributes in [17].For Search method we apply
Best First, its Searches the space of attribute subsets by
greedy hill climbing augmented with a backtracking facility. 
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Setting the number of consecutive non-improving nodes
allowed controls the level of backtracking done. Best first
may start with the empty set of attributes and search
forward, or start with the full set of attributes and search
backward, or start at any point and search in both directions
(by considering all possible single attribute additions and
deletions at a given point). 

2) Attribute Selection (ranking) 

Our objectives are to build the classification model using a
decision tree method. The decision tree is a very good
method since  it is relatively fast, it can be converted to
simple rule, and accuracy level is high. The decision tree
function in this project is focusing on classify the data in
suites, to reach our data mining goal, which will be used to
find the relationship between a specific features. By using
the ID3 algorithm .In this project ID3 is applied on Vb.net
programming language. The basic idea of ID3 algorithm is
to construct the decision tree, by using the metric
information gain, where attribute that is most useful, and by
measuring which questions provide, the most balanced
splitting the depth of the tree. The following rules will be
applied with Vb.net language. Before discussing rules we
used the metric information gain to reduce the entropy
related to specified attribute when splitting decision tree
node. The gain ratio evaluates the worth of an attribute by
measuring the gain ratio with respect to the
class.GainR(Class, Attribute) = (H(Class) - H(Class |
Attribute)) / H(Attribute).The Ranker ,Ranks attributes by
their individual evaluations. Use in conjunction with
attribute evaluators (ReliefF, GainRatio, Entropy etc). .We
used the gain to rank attributes and to build our decision tree
where each node is located the attribute with greatest gain,
among the other attribute. 

Table 5.2.1 , Attribute Selection (ranking) 
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See figure below after filtering the selected attributes 

Figure 5.2.1 various combination of attributes as x\y axis
values after filtering. 

Figure 5.2.2 : Linear error analysis 

Figure 5.5.3: Sample of Program Interface 
After providing the loyal, non loyal program with previous
attributes of this program will Generate 551 rules, these 

rules will be used for predicting loyalty of enrolled students
in a particular institute.Sample of generated rules: 
IF   ( AGE =3 AND CH=1 AND SX = 0 AND REL= 1
AND POB = 1 AND NATIONALITY = 1 AND SAVG = 
77 AND STYPE =0 AND PGS = 1 AND NUMOS = 4 AND
RPF= 1 AND RPE = 7  )THEN 
Loyal studentElseNon loyal studentEnd if 

VI. CONCLUSION 

Data mining is a powerful analytical tool that enables
educational institutions to better allocate resources and staff,
and proactively manage student outcomes. With the ability
to uncover hidden patterns in large databases, community
colleges and universities can build models that predict with
a high degree of accuracy the behavior of population
clusters. By acting on these predictive models, educational
institutions can effectively address issues ranging from
transfers and retention, to marketing and alumni relations.
The goal of education is to help people, especially young
people, to participate in the functions of society, to acquire
knowledge and to develop skills that will help them to
confront the needs of the future and to be productive and
competitive in tomorrow’s world. This research paper is
intended to enhance the quality of the higher educational
system by focusing on using the data mining techniques.
Using this research, the University will have the ability to
predict the students loyalty (numbers of enrolled students)
so they can manage and prepare necessary resources for the
new enrolled students. Moreover, the higher managements
can use the classification model to enhance the University
resources according to the extracted knowledge.  It is certain
that the future holds a lot of surprises. It is another major
task for education to prepare all resources that give young
people the qualities and the skills for the jobs that do not
exist yet and we believe that this research paper can help
considerably towards that. It should also be a major task of
the educational system to provide these qualities and skills
in an enjoyable and modern way. The result of our
experiment can be used to obtain a deep understanding of
student's enrollment pattern in a University where the 
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faculty and managerial decision makers can utilize any
action to provide extra basic course skill classes and
academic counseling. In addition the management system
can  improve their policy, enhance their strategies and
thereby improve the quality of that management system. 
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Performance Evaluation of an Efficient Frequent
Item sets-Based Text Clustering Approach 

S.Murali Krishna ,S.Durga Bhavani 

Abstract-The vast amount of textual information available in
electronic form is growing at a staggering rate in recent times.
The task of mining useful or interesting frequent itemsets
(words/terms) from very large text databases that are formed as
a result of the increasing number of textual data still seems to be
a quite challenging task. A great deal of attention in research
community has been received by the use of such frequent itemsets
for text clustering, because the dimensionality of the documents is
drastically reduced by the mined frequent itemsets. Based on
frequent itemsets, an efficient approach for text clustering has
been devised. For mining the frequent itemsets, a renowned
method, called Apriori algorithm has been used. Then, the
documents are initially partitioned without overlapping by
making use of mined frequent itemsets. Furthermore, by
grouping the documents within the partition using derived
keywords, the resultant clusters are obtained effectively. In this
paper, we have presented an extensive analysis of frequent
itemset-based text clustering approach for different real life
datasets and the performance of the frequent itemset-based text
clustering approach is evaluated with the help of evaluation
measures such as, precision, recall and F-measure. The
experimental results shows that the efficiency of the frequent
itemset-based text clustering approach has been improved
significantly for different real life datasets. 
Keywords-Text mining, Text clustering, Text documents,
Frequent itemsets, Apriori, Reuter-21578, Webkb dataset, 20-
newsgroups. 

I. INTRODUCTION 

atabases in every aspect of human actions progresses
rapidly. This has led to an enormous demand for efficient 

tools that turn data into valuable knowledge. Researchers from
numerous technological areas, namely, pattern recognition,
machine learning, data visualization, statistical data analysis,
neural networks, information retrieval, econometrics,
information extraction etc have been searching for eminent
approaches to fulfill this requirement. An effective research
area known as data mining (DM) or Knowledge Discovery in
Databases (KDD) has resulted as a result of their entire efforts 
[6]. Data represented in quantitative, multimedia or textual
forms are commonly utilized for data mining [21]. Presently,
in documents, news, email and manuals, large amount of
information exists in the form of text. Because of the growth
of digital libraries, web, technical documentation and medical
data, access to a large quantity of textual documents turns out
to be effectual. These textual data consists of resources which
can be used in a better way. Text mining (TM) or in other
words knowledge discovery from textual databases is a
prominent and tough challenge in majority of the existing
__________________________ 
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documents which employs natural language due to its value
and ambiguity [1]. The need of acquiring knowledge
fromlarge number of available text documents, particularly on
the Web has made text mining as one of the major research
fields [8].In some perspective, the information mining tasks
such as, text mining and data mining are identical. Text can be
mined by adapting the data mining techniques in a better way 
[8]. In both the knowledge-discovery variants, data is
organized by tagging the document elements or by
representing the numerical data in organized data structures.
By identical application of statistical techniques, the
complexity of the problem is lessened, correlations, linkages,
clusters, and relationships are recognized, and predictive rules
are made, which are also identified in few circles as
knowledge [11, 12, and 13]. Text mining can be described as a
knowledge-intensive process in which a user corresponds
using a set of analysis tools in due course with a collection of
documents. Similar to data mining by recognition and
searching of interesting patterns, text mining anticipates
valuable information from data sources. “Text mining” refers
to the automated discovery of valuable or interesting
information from unstructured text by the application of data
mining techniques [4], [3], [2] and [10]. The requirement to
attain knowledge from massive amount of text documents has
led to a progressively more significant research field known as
text mining [34]. Pre-processing of text documents and
subsequent saving of data in a data structure that is more
suitable for further processing than a plain text file are
essential to mine large document collections [18]. Typically,
tokenization, Part of Speech (PoS) Tagging [19], word
stemming and the application of a stop words removal
technique are included in text preprocessing. The process of
splitting the text into words or terms is known as tokenization.
According to the grammatical context of a word in a sentence,
it can be tagged using Part of Speech Tagging and thereby
words can be divided into nouns, verbs and more [20]. Extract
of key information from the original text represented by filling
predefined structured representation, or templates by mapping
natural language texts (namely newswire reports, journal and
newspaper articles, World Wide Web pages, electronic mail,
any textual database and more.) is defined as Information
Extraction [7]. Lately, significant interest has been achieved
by extracting relationships from entities in text documents.
The interesting associations and/or correlation relationships
among large set of data items are discovered by association
rule mining.In a wide range of application areas, mining
association rules in transaction databases has been
demonstrated to be valuable [15, 16]. Due to the difference in
characteristics between transaction databases and text
databases, application of association rules mining seems to be 
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more promising in text databases [14]. In the case of text
mining, extracted rules are able to return semantic relations
among the terms because they are deduced as co-occurrences
of terms in texts [17]. Text analysis, information retrieval,
clustering, information extraction, categorization,
visualization, machine learning, data mining and database
technology are functions included in the multidisciplinary
field of text mining [22]. Cluster analysis is the method of
dividing data objects (e.g.: document and records) into
significant clusters or groups such that contradictory to objects
in other clusters, analogous characteristics are possessed by
objects within a cluster [4], [5]. Navigation, summarization,
and arrangement of text documents by users are assisted by
text clustering which sorts several documents in an efficient
way [31, 32, 9]. Document clustering, which arranges a huge
number of documents into meaningful clusters, can be
employed to browse a set of documents or to arrange the
results given by a search engine in answer to a user‟s query.
The accuracy and recall in information retrieval systems can
be considerably enhanced and the nearest neighbors of a
document can be determined in a proficient way by document
clustering [33]. In our prior research [45], we have presented
an effective frequent itemset-based document clustering
approach. First, with the aid of stop words removal technique
and stemming algorithm, the text documents in the text data 
are preprocessed. Then, from each document, the top- p
frequent words are extracted and the binary mapped database
is formed using the extracted words. The different length
frequent itemsets are discovered by applying the Apriori
algorithm. Based on the support level of the mined frequent
itemsets, the itemsets are sorted in descending order for each
length. Subsequently, using the sorted frequent itemsets, we
split the documents into partition. Understandable description
of the partitions can be obtained from these frequent itemsets.
Furthermore, the derived keywords (words obtained by taking
the absolute complement of familiar keywords with respect to 
the top- p frequent words) are used to form the resultant
cluster within the partition. In this paper, we have used the
different real life datasets such as, Reuter-21578, 20-
newsgroups and Webkb datasets for analysing the frequent
itemset-based document clustering approach. In addition with,
for evaluating the performance, we make use of evaluation
metrics namely, precision, recall and F-measure.The paper is
organized as follows. The concise review of related researches
of text clustering is presented in Section 2. The text clustering
approach based on frequent itemset is described in section 3.
The extensive analysis of the text clustering approach using
different datasets is given in section 4. The conclusion is
summed up in section 5.   

II. LITERATURE REVIEW OF RECENT RELATED
RESEARCHES 

The literature presents a lot of text clustering approach,
wherein the frequent itemset based text clustering has received
considerable attention among the research community. Some
recent researches related to frequent itemset-based text
clustering is briefly reviewed in this section.Zhou Chong et al. 
[23] have presented a method for text clustering known as 

Frequent Itemset-based Clustering with Window (FICW), in
which the semantic information has been employed with a
window constraint. FICW has revealed better performance in
terms of clustering accuracy and efficiency in the
experimental results obtained from three (hypertext) text sets.
Xiangwei Liu and Pilian [24] have introduced a text-clustering
algorithm known as Frequent Term Set-based Clustering
(FTSC) which clusters texts by employing frequent term sets.
Initially, significant information from the documents are
extracted by it and kept in databases. Later, the frequent item
sets are mined by it employing the Apriori algorithm. Finally,
the documents are clustered as per the frequent words in
subsets of the frequent term sets. The dimension of the text
data can be lessened by the algorithm for extremely large
databases, so the accuracy and speed of the clustering
algorithm can be enhanced. Experimental results have showed
that the clustering performance efficiency of FTSC and
FTSHC algorithms are superior to that of the K-Means
algorithmLe Wang et al. [25] have presented a top-k frequent
term sets and k-means based simple hybrid algorithm (SHDC)
to overcome the main challenges of current web document
clustering. K initial means regarded as initial clusters were
provided by employing top-k frequent term sets, which were
later refined by k-means. K-means returns the final optimal
clustering whereas k frequent term sets provides the clear
description of clustering. Efficiency and effectiveness of
SHDC was proved to be superior to that of the other two
representative clustering algorithms (the farthest first k-means
and random initial k-means) by the experimental results
conducted on two public datasets. Zhitong Su et al. [26] have
introduced a maximal frequent itemsets based web-text
clustering method for personalized e-learning. The Web
documents were initially represented by vector space model.
Maximal frequent word sets were determined subsequently. In
the end, documents were clustered by employing maximal
itemsets on the basis of a new similarity measure of itemsets.
The method was proved to be efficient by the obtained
Experimental results.Yongheng Wang et al. [27] have
introduced a parallel clustering algorithm based on frequent
term for clustering short documents in very large text
database. To enhance the clustering accuracy, a semantic
classification method has also been employed. The algorithm
has been proved to be more precise and efficient than other
clustering algorithms when clustering large scale short
documents based on experimental analysis. In addition, the
scalability of the algorithm is good and also huge data could
be processed by employing it. W.L. Liu and X. S. Zheng have
proposed the frequent term sets based documents clustering
algorithm [29]. Initially, by means of the Vector Space Model
(VSM), the documents were denoted and all the terms were
sorted in accordance with their relative frequency. Then,
frequent-pattern growth (FP growth) has been used to mine the
frequent term sets. Lastly, on the basis frequent term sets the
documents were clustered. The approach has been efficient in
very large databases and also a clear explanation in terms of
frequent terms about the determined clusters has been
provided by the algorithm. With the aid of experimental
results, the efficiency and suitability of the proposed algorithm
has been demonstrated.Henry Anaya-Sanchez et al. [30] have 
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proposed a text clustering algorithm which depending on the
most probable term pairs of the collection and its estimate of
related topic homogeneity, discovers and unfolds the topics,
included in the text collection. From term pairs that have
support sets with sufficient homogeneity for denoting
collection topics, topics and their descriptions were produced.
The efficacy and usefulness of the approach has been verified
by the experimental results obtained over three benchmark
text collections. Florian Beil et al. [28] have proposed an
approach for text clustering which employs frequent item
(term) sets. Utilizing algorithms for association rule mining
such frequent sets were determined. They have gauged the
mutual overlap of frequent sets with regard to the sets of
supporting documents to cluster on the basis of frequent term
sets. FTC and HFTC are the two algorithms, which they have
provided for frequent term-based text clustering. Flat
clustering is produced by FTC whereas HFTC is for obtaining
hierarchical clustering. Clustering of the presented algorithm
has been proved to be of comparable quality and appreciably
more efficiency than modern text clustering algorithms based
on an experimental assessment on classical text as well as web
documents. 

III. PROFICIENT APPROACH FOR TEXT CLUSTERING BASED ON
FREQUENT ITEMSETS 

The exploration for hidden knowledge in text collections has
been provoked by the reputation of the Web and the huge
quantity of documents existing in electronic form. Therefore,
research concentration is increasing in the general topic of text
mining. One of the popular techniques among the various data
mining techniques that have been used by researchers for
finding the meaningful information from the text documents is
clustering. Grouping a collection 
of documents (unstructured texts) into different category
groups so that the same subject is described by documents in
the same category group is known as text clustering. Possible
ways to improve the performance of text document clustering
based on the popular clustering algorithms (partitional and
hierarchical clustering) and frequent term based clustering has
been investigated by many researches [23-26, 28]. An
effectual approach for clustering a text corpus with the aid of
frequent itemsets [45] is discussed in this section. The text
clustering approach consists of the following major steps:  

1) Text preprocessing  
2) Mining of frequent itemsets 
3) Partitioning the text documents based on frequent

Itemsets 
4) Clustering of text documents within the partition 

1) Text Pre-processing  

Let D be a set of text documents represented as
nddddD n i 1 };.....  { 321 , where, n is the 

number documents in the text dataset D . The words or terms
are extracted (tokenization) from the text document set D
using the text preprocessing techniques and it is converted
from unstructured format into some common representation. 
For preprocessing the input data set D (text documents), two 

techniques namely, removing stop words and stemming
algorithm are used.  
(a) Stop word Removal: Stop (linking) words like “have”,
“then”, "it", "can”, “need", "but", "they", "from", "was", "the",
"to", "also" are removed from the document [36]. 
(b) Stemming algorithm:  Prefixes and suffixes of each word 
[35] are removed. 

2) Mining of Frequent Itemsets 

Mining of frequent itemsets from the preprocessed text
documents D is described in this sub-section. After the
preprocessing step, the frequency of the extracted words or 
terms is computed for every document id , and the top- p
frequent words from each document id are taken out.  

}      ;     )d ( p  | {   i DddK iiw

where,  pjTdp
jwi      1    ;       ) ( 

By using the unique words of the set of top- p frequent words, 

the binary database TB is formed. Let TB be a binary 
database consisting of n number of transactions (documents) 
T and q number of attributes (unique words) 

],.....,,[ 21 quuuU . Whether the unique words are present 
or not in the documents, is represented in the binary database 

TB , which consists of binary data. 

  d  u     if     1

        d  u    if     
B

ij

ij
T

0

ni 1    ,q   j        1;
Then, the frequent itemsets (words/terms) sF is mined by 

inputting the binary database TB  to the Apriori algorithm. 

a) Apriori algorithm 

Apriori algorithm, first introduced in [37] is a conventional
algorithm for mining association rules. Association rules
mining involves two steps such as, (1) Identifying frequent
itemsets (2) Generating association rules from the frequent
itemsets. Two steps are involved in frequent itemsets mining.
Generating the candidate itemsets is the first step. In the
second step, assisted by these candidate itemsets, the frequent
itemsets are mined. Frequent itemsets consists of itemsets
whose support is greater than the user specified minimum
support.In our proposed approach, we use only the frequent
itemsets for further processing. The pseudo code
corresponding to first step (generation of frequent itemsets) of
the Apriori algorithm [38] is given below. 
Pseudo code: 

kC : Candidate itemset of size k 

kI : Frequent itemset of size k. 
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};1arg{1 itemsets   elI 

begin  do  )k  I  2;(k  for 1-k  ;0

candidates  New //     IgenaprioriC kk );( 1

begin  do  DT  nstransactio  all   for 

T  in  contained  Candidates //

  TCsubsetC kT );,(

do  Cc  candidates  all   for T

;.  countc 

end

end

sup}min.|{  countcCcI kk

end

;IAnswer
k k

C. Partitioning the Text Documents Based on Frequent

Itemsets 

Partitioning of text documents ( D ) based on mined frequent 

itemsets ( F ) is described in this section.  

Definition1:Frequent itemset is a set of words that occur

together in some minimum fraction of documents in a cluster. 

A set of frequent itemsets of varying length ( l ), from 1 to k , 

are generated by the Apriori algorithm. First, the set of

frequent itemsets of each length ( l ) are sorted in descending

order of their support level.  

kl1    ;   f  f  f  f  F ks  }....{ 321

}1;{ )( ti      f  f  i  ll 

where, )sup(...)sup()sup( )()()(  t  l 2  l 1  l fff  and t

denotes the number of frequent itemsets in the set lf .At first, 

the first element ( )1()2/(kf ) is selected from the sorted list

)2/(kf , that contains a set of frequent itemsets. Then, an initial 

partition 1c is constructed by grouping all the documents that 

contains the itemset )1()2/(kf . After that, a new partition 2c

is formed for the second element )2()2/(kf , the support of 

which is less than )1()2/(kf . This new partition 2c is formed 

by grouping all the documents that have the frequent itemset 

)2()2/(kf and also, the documents in the initial partition 1c

are taken away from this new partition. This process is done

repeatedly until every text documents in the input dataset D

are moved into partition )(iC . In addition, if the above 

procedure is not terminated with the sorted list )2/(kf , then the 

above discussed steps (inserting the documents into the

partition) are performed by taking the subsequent sorted lists (

)1)2/(( kf , )2)2/(( kf etc.. ). This provides a set of partition c

and each partition )(iC contains a collection 

documents  D
x
ic
)(
)(

. 

kl1      mi             fcc  c  i  lii  ,1;}|{ )()()(

][ )()(  fDocC  i  li 
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)(
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x
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where, m denotes the number of partitions and r indicates

the number of documents in each partition.  

Mined frequent itemset used for constructing initial partition

(or cluster), significantly reduces the dimensionality of the text

document set, and the reduced dimensionality considerably

enhances the efficiency and scalability of clustering. Due to

the use of frequent itemsets, overlapping of documents exists

in the clustering results produced by the approaches presented

in [41, 28] and the final results are obtained by removing these

overlapping documents. In the proposed research, non-

overlapping partitions are directly generated from the frequent

itemsets. This makes the initial partitions disjoint, because the

document is kept only within the best initial partition by this

text clustering approach. 

3) Clustering of Text Documents within the Partition 

This sub-section, describes how clustering is done on the set

of partitions obtained from the previous step. This step is

necessary to form a sub cluster (describing sub-topic) of the

partition (describing same topic) and the outlier documents

can be significantly detected by the resulting

cluster.Furthermore, a pre-specified number of clusters are not

required by this text clustering approach. The devised

procedure for clustering the text documents available in the set

of partition c is discussed below.                             

In this phase, for each document
)(

)( x

icD , the familiar words 

c(i)f (frequent itemset used for constructing the partition) of 

each partition )(iC are first identified. Then, by taking the 

absolute complement of familiar words c(i)f with respect to 

the top- p frequent words of the document, the derived 

keywords  ][ )(

)(

x

icd DK of document
)(

)( x

icD are obtained.  

 rx    ,pj1     ,mi

      DT     f  T     DK
x
icwc(i)w

x
icd jj
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}|{\  f xTx f T c(i)wc(i)w jj


For each partition )(iC , the set of unique derived keywords 

and their support are computed within the partition. The

representative words of the partition )(iC are formed by the set 

of keywords which satisfy the cluster support ( sup_cl ). 

Definition2: The percentage of the documents in )(iC that 

contains a keyword is the cluster support of that

keyword in )(iC . 

})(:{])([  x px  ic Rw 
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where, sup_]][[)(
)(
)(

cl     DK x p
x
icd 

Subsequently, with respect to the representative words

] )( [ icRw , the similarity of the documents
)(

)( x

icD is 

computed. An important role is played by the definition of

similarity measure in obtaining effective and meaningful 

clusters. The similarity between two text documents mS is 

calculated as follows,  
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2. EXPERIMENTATION AND PERFORMANCE EVALUATION 

This section details the experimentation and performance

evaluation of the frequent itemset-based text clustering

approach. We have implemented the frequent itemset-based

text clustering approach using Java (JDK 1.6). The text

clustering approach is evaluated based on the evaluation

metrics given in sub-section 4.1 and in sub-section 4.2, the

performance of the text clustering approach is analyzed with

the different real life datasets.   

1) Evaluation measures 

Precision, Recall and F-measure described in [39, 40] are used

for evaluating the performance of the frequent itemset-based

text clustering approach. The definition of the evaluation

metrics is given below, 

where ijM is the number of members of topic in cluster j , 

jM is the number of members of cluster j and iM is the 

number of members of topic i . 

2)  Performance Evaluation 

The experimentation is carried out on different datasets based

on the steps described in the section 3. At first, the top- p

frequent words are extracted from each document and binary

database is constructed using these frequent words. Using

Apriori algorithm, frequent itemsets are mined from the binary

database and sorted it based on their support level. Then, we

construct initial partition using these frequent itemsets.

Subsequently, we compute representative words of each

partition with the help of top- p frequent words and familiar

words. For each document, we calculate the similarity 

measure with respect to the representative words. Finally, if

the similarity value of the document within the partition is

below 0.4, it forms as a separate cluster. The detailed

evaluation of the frequent itemset-based text clustering

approach for different real life datasets is described below. 

Dataset 1: We have taken 100 documents manually from

various topics namely, Content based video retrieval,

Semantic web, Incremental clustering, Gene prediction,

Human Resource, Sequential pattern mining, Adaptive e-

learning, Multimodal Biometrics, Public key cryptography,

Automatic text summarization and Grid Computing. These

documents are fed as an input to the text clustering approach

that provides 25 clusters. The performance of the resulted

cluster is evaluated with three measures (Precision, Recall and

F-measure) and the obtained result is given in table 1. The

plotted graph for the dataset 1 is given in figure 1. By

analyzing the graph shown in figure 1, some of the resulted

cluster has achieved maximum precision. 

         Table 1. Precision, Recall and F-measure of dataset 1 

Partition Cluster Precision Recall F-measure 

P1 
C1 1 0.666667 0.8 

C2 0.454545 0.714286 0.555555 

P2 
C3 1 0.4 0.571429 

C4 0.222222 0.2 0.210526 

P3 
C5 1 0.5 0.666667 

C6 0.375 0.428571 0.4 

P4 
C7 0.666667 0.2 0.307692 

C8 0.571429 0.4 0.470588 

P5 
C9 1 0.2 0.333333 

C10 0.25 0.142857 0.181818 

P6 
C11 1 0.2 0.333333 

C12 0.333333 0.125 0.181818 

P7 
C13 1 0.555556 0.714286 

C14 0.4 0.2 0.266667 

P8 
C15 0.75 0.333333 0.461538 

C16 0.333333 0.142857 0.2 

P9 
C17 1 0.25 0.4 

C18 0.666667 0.2 0.307692 

P10 
C19 1 0.222222 0.363636 

C20 0.5 0.125 0.2 

P11 C21 1 0.2 0.333333 

P12 
C22 1 0.222222 0.363636 

C23 1 0.111111 0.2 

P13 C24 1 0.2 0.333333 

P14 C25 1 0.25 0.4 

Fig.1. Performance of the frequent itemset-based text

clustering approach on dataset 1 
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(2) Reuter 21578 dataset:  The documents in the Reuters-

21578 set [42] resembled on the Reuters newswire in 1987. 

The documents were accumulated and indexed with grouping,

by personnel from Reuters Ltd. Additionally, formatting and

data file production was achieved in 1991 and 1992 by David

D. Lewis and Peter Shoemaker at the Center for Information

and Language Studies, University of Chicago. For

experimentation, we have taken 125 documents from 10

different topics (cpi, bop, cocoa, coffee, crude, earn, trade,

acq, money-fx, oilseed) and these documents is given as input

documents to the text clustering approach. It provides 24

clusters and for each cluster, the precision, Recall and F-

measure is computed. The results obtained are given in table 2

and their corresponding graph is shown in figure 2. It ensures

that some of the clusters obtained its maximum precision and

recall measures.  

Table 2. Precision, Recall and F-measure of Reuter 21578 

Partitio

n 

Cluste

r 

Precisio

n 

Recall F-measure 

P1 C1 0.8 0.5333 0.639976 

C2 0.2857 0.5454 0.374975 

P2 C3 1 0.5 0.666667 

C4 0.9285 1 0.962925 

P3 C5 1 0.4166 0.588169 

C6 0.4444 0.2666 0.333269 

P4 C7 1 0.2666 0.42097 

C8 1 0.3333 0.499962 

P5 C9 0.6666 0.1333 0.222172 

P6 C10 1 0.2857 0.444427 

C11 0.75 0.25 0.375 

P7 C12 1 0.2857 0.444427 

C13 0.5 0.0909 0.153833 

P8 C14 1 0.2727 0.428538 

C15 0.3333 0.0909 0.142843 

P9 C16 1 0.0666 0.124883 

P10 C17 0.75 0.2 0.315789 

P11 C18 0.5 0.0833 0.142808 

P12 C19 1 0.2727 0.428538 

C20 0.6 0.2727 0.374974 

P13 C21 1 0.5 0.666667 

C22 0.5 0.25 0.333333 

P14 C23 1 0.0714 0.133284 

P15 C24 0.75 0.25 0.375 

Fig.2. Performance of the frequent itemset-based text

clustering approach on Reuter-21578  

(3) 20 newsgroups dataset: This data set (20NG) [43] contains

20000 messages obtained from 20 newsgroups and 1000

messages are collected from each newsgroup. The various

newsgroups prescribed in the dataset are alt.atheism,

comp.graphics,comp.os.mswindows.misc,comp.sys.ibm.pc.har

dware,comp.sys.mac.hardware,comp.windows.x, misc.forsale,

rec.autos,rec.motorcycles, rec.sport.baseball, rec.sport.hockey,

sci.crypt,sci.electronics,sci.med,sci.space,soc.religion.christian

,talk.politics.guns,talk.politics.mideast,talk.politics.misc,talk.r

eligion.misc. For evaluation, the text clustering approach is

applied on 201 documents taken from various newsgroups of

20NG dataset. Consequently, we have obtained 29 clusters

and the resulted cluster is used to find the precision, recall and

f-measure. The measured parameter is given in table 3 and the

graph shown in figure 3 is plotted based on the measured

parameters.  
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Table 3. Precision, Recall and F-measure of 20-newsgroups 

Partition Cluster Precision Recall F-
measure

P1 C1 1 0.565217 0.722222
P2 C2 1 0.578947 0.733333
P3 C3 0.875 0.233333 0.368421
P4 C4 0.5 0.333333 0.4
P5 C5 0.428571 0.130435 0.2
P6 C6 1 0.263158 0.416667
P7 C7 0.5 0.130435 0.206897
P8 C8 0.857143 0.24 0.375
P9 C9 1 0.466667 0.636364
P10 C10 0.857143 0.2 0.324324
P11 C11 0.666667 0.235294 0.347826

P12
C12 1 0.083333 0.153846
C13 1 0.166667 0.285714

P13 C14 0.5 0.181818 0.266667
P14 C15 1 0.352941 0.521739
P15 C16 1 0.24 0.387097
P16 C17 0.5 0.066667 0.117647
P17 C18 1 0.384615 0.555556
P18 C19 1 0.416667 0.588235
P19 C20 0.5 0.166667 0.25

P20
C21 1 0.166667 0.285714
C22 0.368421 0.233333 0.285714

P21 C23 0.333333 0.153846 0.210526
P22 C24 0.333333 0.307692 0.32
P23 C25 0.2 0.066667 0.1
P24 C26 0.25 0.25 0.25
P25 C27 0.4 0.5 0.44444
P26 C28 0.75 0.24 0.363636
P27 C29 0.25 0.1 0.142857

Fig.3. Performance of the frequent itemset-based text
clustering approach for 20-newsgroups 

(4) Webkb dataset: This data set [44] consists of WWW-pages
collected from computer science departments of different
universities namely, Cornell, Texas, Misc, Washington,
Wisconsin in January 1997 by the World Wide Knowledge
Base (Web->Kb) project of the CMU text learning group. The
8,282 pages were manually categorized into the following
categories: student (1641), faculty (1124), staff (137), 

department (182), course (930), project (504) and other
(3764). In order to evaluate the text clustering approach on
Webkb dataset, we have taken 395 documents from various
topics. These documents are used as input text documents and
lastly, it results 27 clusters. We compute the precision, Recall
and F-measure for each cluster and the attained parameters are
shown in table 4. The graph for the results is given in figure 4.
The obtained results show the efficiency of the text clustering
approach. 
Table 4. Precision, Recall and F-measure of WebKb dataset 

Partition Cluster Precision Recall F-measure
P1 C1 0.84415584 0.77844311 0.80996885
P2 C2 0.67088608 0.37857143 0.48401826

P3
C3 0.60869565 0.1 0.17177914
C4 0.31818182 0.53846154 0.4

P4
C5 1 0.07857143 0.14569536
C6 0.6 0.04285714 0.08

P5 C7 0.82352941 0.1 0.17834395

P6
C8 1 0.18181818 0.30769231
C9 0.625 0.03571429 0.06756757

P7
C10 1 0.02142857 0.04195804
C11 0.5 0.06060606 0.10810811

P8
C12 0.75 0.01796407 0.03508772
C13 0.75 0.01796407 0.03508772

P9 C14 0.33333333 0.07692308 0.125
P10 C15 1 0.02142857 0.04195804

P11
C16 1 0.01197605 0.02366864
C17 0.5 0.15384615 0.23529412

P12
C18 1 0.01197605 0.02366864
C19 0.75 0.01796407 0.03508772

P13
C20 1 0.02142857 0.04195804
C21 1 0.07692308 0.14285714

P14 C22 0.5 0.00598802 0.01183432
P15 C23 0.5 0.00714286 0.01408451
P16 C24 0.33333333 0.03448276 0.0625
P17 C25 0.5 0.00598802 0.01183432
P18 C26 1 0.01197605 0.02366864
P19 C27 0.47058824 0.04790419 0.08695652

Fig.4. Performance of the frequent itemset-based text
clustering approach on WebKb dataset 
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V. CONCLUSION 

Text clustering is a more specific method for unsupervised
text grouping, automatic topic extraction and fast information
retrieval or filtering. There has been a plenty of approaches
available in the literature for clustering the text documents. In
this paper, we have conducted an extensive analysis of
frequent itemset-based text clustering approach with different
text datasets. For different text datasets, the performance of
frequent itemset-based text clustering approach has been
evaluated with precision, recall and F-measure. The
experimental results of the frequent itemset-based text
clustering approach are given for Reuter-21578, 20-
newsgroups and Webkb datasets. The performance study of
the text clustering approach showed that it effectively groups
the documents into cluster and mostly, it provides better
precision for all datasets taken for experimentation. 
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therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 

any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 

note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print) 

The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 

advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 

publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 

sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 

cannot be cited in the conventional way. 

 6.3 Author Services 

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 

once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 

articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 

that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 

provided when submitting the manuscript. 

 6.4 Author Material Archive Policy 

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 

months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 

possible. 

 6.5 Offprint and Extra Copies 

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 

the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

Informal Tips for writing a Computer Science Research Paper to increase readability and citation

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 

So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 

and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about this field 

from your supervisor or guide. 

Techniques for writing a good quality Computer Science Research Paper: 

1. Choosing the topic- In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
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the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 

choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 

to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 

data of that subject. Sometimes, detailed information plays a vital role, instead of short information. 

 

 

2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 

They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 

think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 

automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 

logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 

have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 

supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 

quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 

have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 

research paper. From the internet library you can download books. If you have all required books make important reading selecting and 

analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 

not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 

mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 

always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 

either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 

and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 

diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 

if study is relevant to science then use of quotes is not preferable.  
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 

tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 

confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 

possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 

suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 

target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 

good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 

sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 

word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 

sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 

language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 

changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 

records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 

will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 

an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 

trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 

then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 

improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 

several ideas, which will be helpful for your research. 

29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 

descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 

irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 

NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be 
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 

Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 

evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 

be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 

necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 

to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 

measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 

study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 

extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 

be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 

essential because it serves to highlight your research paper and bring to light all necessary aspects in your research. 

INFORMAL GUIDELINES OF RESEARCH PAPER WRITING 

Key points to remember:  

 Submit all work in its final form. 

 Write your paper in the form, which is presented in the guidelines using the template. 

 Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 

submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 

study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 

show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 

that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 

of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 

of prior workings. 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 

and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

 Insertion a title at the foot of a page with the subsequent text on the next page 
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 Separating a table/chart or figure - impound each figure/table to a single page 

 Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 

lines. It should include the name(s) and address (es) of all authors. 

 

Abstract:  

 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--

must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 

at this point. 

 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 

the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

 

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 

Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 

maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 

more than one ruling each.  

 Reason of the study - theory, overall issue, purpose 

 Fundamental goal 

 To the point depiction of the research 

 Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 

 Significant conclusions or questions that track from the research(es) 

Approach: 

 Single section, and succinct 

 As a outline of job done, it is always written in past tense 

 A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 

 Center on shortening results - bound background information to a verdict or two, if completely necessary 

 What you account in an conceptual must be regular with what you reported in the manuscript 

 Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  
 
The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

 Explain the value (significance) of the study  

 Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 

 Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 

 Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

 Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  

 Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a 
least of four paragraphs. 

 Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 

 Shape the theory/purpose specifically - do not take a broad view. 

 As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 
 
This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be 
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 
 
Materials: 

 Explain materials individually only if the study is so complex that it saves liberty this way. 

 Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  

 Do not take in frequently found. 

 If use of a definite type of tools. 

 Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

 Report the method (not particulars of each process that engaged the same methodology) 

 Describe the method entirely 

 To be succinct, present methods under headings dedicated to specific dealings or groups of measures 

 Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  

 If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

 It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 

 Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

 Resources and methods are not a set of information. 

 Skip all descriptive information and surroundings - save it for the argument. 

 Leave out information that is immaterial to a third party. 

Results:  
 
The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 
 
The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 
 
Content 

 Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  

 In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 

 Present a background, such as by describing the question that was addressed by creation an exacting study. 

 Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 

 Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 
What to stay away from 

 Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 

 Not at all, take in raw data or intermediate calculations in a research manuscript. 



 

 

© Copyright by Global Journals Inc. (US) | Guidelines Handbook 

XVI 

 Do not present the similar data more than once. 

 Manuscript should complement any figures or tables, not duplicate the identical information.  

 Never confuse figures with tables - there is a difference. 
Approach 

 As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order. 

 Put figures and tables, appropriately numbered, in order at the end of the report  

 If you desire, you may place your figures and tables properly within the text of your results part. 
Figures and tables 

 If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 

 Despite of position, each figure must be numbered one after the other and complete with subtitle  

 In spite of position, each table must be titled, numbered one after the other and complete with heading  

 All figure and table must be adequately complete that it could situate on its own, divide from text 
Discussion:  
 
The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on 
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome 
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The 
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and 
generally accepted information, if suitable. The implication of result should be visibly described.  
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms 
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results 
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it 
drop at that. 

 Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss 
a study or part of a study as "uncertain." 

 Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that 
you have, and take care of the study as a finished work  

 You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 

 Give details all of your remarks as much as possible, focus on mechanisms. 

 Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 

 Try to present substitute explanations if sensible alternatives be present. 

 One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best 
studies unlock new avenues of study. What questions remain? 

 Recommendations for detailed papers will offer supplementary suggestions. 
Approach:  

 When you refer to information, differentiate data generated by your own studies from available information  

 Submit to work done by specific persons (including you) in past tense.  

 Submit to generally acknowledged facts and main beliefs in present tense.  

ADMINISTRATION RULES LISTED BEFORE  

SUBMITTING YOUR RESEARCH PAPER TO GLOBAL JOURNALS INC. (US) 

 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

 

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get 

rejected.  

 The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper. 
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the 
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 
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 Do not give permission to anyone else to "PROOFREAD" your manuscript. 

 Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated 
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 

 To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 
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CRITERION FOR GRADING A RESEARCH PAPER (COMPILATION)  

BY GLOBAL JOURNALS INC. (US) INC.(US) 

Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 

solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 

decision of Paper. This report will be the property of Global Journals Inc. (US). 

Topics 

 

Grades 

 

 A-B 

 

C-D 

 

E-F 

 

 

 

Abstract 

Clear and concise with 

appropriate content, Correct 

format. 200 words or below  

Unclear summary and no 

specific data, Incorrect form 

 

Above 200 words  

No specific data with ambiguous 

information 

 

Above 250 words 

 

 

 

 

Introduction 

Containing all background 

details with clear goal and 

appropriate details, flow 

specification, no grammar 

and spelling mistake, well 

organized sentence and 

paragraph, reference cited 

Unclear and confusing data, 

appropriate format, grammar 

and spelling errors with 

unorganized matter 

Out of place depth and content, 

hazy format 

 

 

Methods and 

Procedures 

Clear and to the point with 

well arranged paragraph, 

precision and accuracy of 

facts and figures, well 

organized subheads 

Difficult to comprehend with 

embarrassed text, too much 

explanation but completed  

Incorrect and unorganized 

structure with hazy meaning 

 

 

 

Result 

Well organized, Clear and 

specific, Correct units with 

precision, correct data, well 

structuring of paragraph, no 

grammar and spelling 

mistake 

Complete and embarrassed 

text, difficult to comprehend 

Irregular format with wrong facts 

and figures 

 

 

 

 

Discussion 

Well organized, meaningful 

specification, sound 

conclusion, logical and 

concise explanation, highly 

structured paragraph 

reference cited  

Wordy, unclear conclusion, 

spurious 

Conclusion is not cited, 

unorganized, difficult to 

comprehend  

 

References 

Complete and correct 

format, well organized 

Beside the point, Incomplete Wrong format and structuring 
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clustering · 62, 68, 69, 70, 71, 72, 73, 74, 75, 76, 78

Common · VII 

computed · 10, 11, 14, 23, 24, 26, 32, 33, 34, 52, 53, 70, 71, 

72, 73 

computing · 5, 13, 14, 16, 24, 29, 30, 31, 56, 57, 58, 59, 61, 

75, 78 

contrast · 51, 77, 78, 79, 80, 81, 82, 83, 84, 85 

control · 8, 37, 38, 39, 40, 41, 42, 43, 45, 46, 47, 48, 49, 78, 

XV 

corresponding · 18, 23, 24, 30, 31, 39, 41, 47, 70, 73, 80, 

81, III, IX 

could · XV 

Crossover · 8, 10, 39, 81

cryptography · 50

Cryptosystems · 32

Curve · 32, 35, 39 

D 

data · 2, 8, 9, 10, 11, 13, 16, 24, 29, 30, 41, 46, 47, 50, 52,

55, 56, 57, 58, 62, 63, 64, 65, 66, 68, 69, 70, 73, 74, 75,

76, V, VI, VII, VIII, X, XII, XIII, XV, XVI, XVII 

Data · 2, 8, 55, 58, 62, 63, 64, 66, 67, 68, 75, 76

datagram · 8 

decision · 14, 20, 62, 63, 65, 67, V, XVI, XVII 

Decomposition · 3 

demonstrated · 14, 38, 68, 69 

description · 13, 14, 30, 31, 52, 69 

digital · 2, 7, 13, 15, 22, 32, 35, 38, 46, 47, 68, 79, VIII 

distinct · 33, 46, 47, XIII 

distorted · 3, 47 

disturbance · 37, 38 

documents · 2, 68, 69, 70, 71, 72, 73, 74, 75

doubling · 32, 33, 34 



 

 

duplication · 56, 58, 59, 61 

E 

Elliptic · 32, 33, 35 

embedding · 2, 3, 4, 5 

employing · 55, 69, 78 

encryption · 50, 52, 53, 55 

Engineering · 5, 6, 2, 1, 2, 8, 23, 28, 32, 43, 44, 45, 46, 56, 

68, 76, 84, 85, IV 

enhancement · 51, 77, 78, 79, 80, 81, 82, 83, 84, 85 

enhancers · 16 

enrollment · 50, 62, 63, 66 

eradicated · 79 

exhibiting · 20 

Exploratory · 62 

exponentially · 11, 32 

F 

figure · 17, 19, 20, 51, 53, 56, 57, 58, 64, 66, 72, 73, 74, 

VIII, XIII, XV 

fingerprint · 50, 51, 55 

frequency · 2, 3, 4, 5, 17, 37, 38, 46, 47, 48, 69, 70, 77 

Frequent · 2, 68, 69, 70, 71, 75, 76 

G 

gathering · I 

Gaussian · 2, 5, 6, 7, 81, 83 

Genetic · 2, 8, 9, 11, 12, 37, 39, 45, 77 

grid · 29, 30, 31, 37, 38, 56, 57, 58, 59, 61 

H 

hashing · 23, 25 

heuristic · 9, 14, 56 

hiding · 2 

HVDC · 2, 37, 38, 39, 41, 42, 43, 44, 45 

I 

identified · 17, 18, 20, 38, 68, 71 

image · 2, 3, 4, 5, 6, 7, 50, 51, 53, 77, 78, 79, 80, 81, 83, 84, 

VIII 

images · 2, 3, 5, 6, 51, 77, 78, 79, 81, 83, 84, 85, VIII 

implement · 2, 13, 14, 29, 30 

information · 3, 4, 5, 8, 10, 13, 14, 15, 16, 29, 30, 31, 50, 

51, 52, 62, 63, 64, 65, 68, 69, 70, 75, 76, 77, III, V, VI, VII, 

VIII, IX, X, XIV, XV, XVI, XVII 

Information · 5, IX 

insearching · 23 

intellectual · 2, XII 

interface · 29, 30, 31, 37, 62 

iteration · 4, 9, 39, 41 

K 

KAES · 50, 52, 53, 54, 55 

L 

local · 4, 5, 8, 9, 11, 31, 51, 77, 78, 79, 80, 81, 82, 83, 84 

Local · 2, 77, 78, 79, 80, 83, 84, 85 

logic · 13, 14, 15, 16, 17, 18, 19, 20, 21, 38, 80, XIV 

loyalty · 62, 66 

M 

Machine · 46, 67, 76 

magnitude · 15, 16, 17, 19, 20 

manageable · 15 

matching · 10, 23, 26, 27, 78, 84 

mathematical · 13, 37, 38, 39, 40, 78 

MD5 · 50, 52 

methodology · XV 

Microcontroller · 46 

mining · 62, 63, 65, 66, 68, 70, 72, 75, 76, VII 

model · 5, 14, 29, 37, 38, 39, 40, 41, 57, 63, 64, 65, 66, 69, 

X, XIV 

modified · 23, 27, 33, 40, 59, 78 

Multiplication · 2, 32, 34 

Multi-valued · 2, 13 

Mutation · 8, 10 

MVL · 13, 14, 15, 17, 20 

O 

occurrence · 13, 24, 37 

offline · 23, 24, III 

optimization · 4, 9, 11, 14, 39, 45, 78, 80 

organizations · V 

oriented · 29, 30, 31, VIII 



                          

orthonormal · 4 

P 

Padding · 52 

parallel · 9, 14, 32, 33, 34, 35, 37, 38, 56, 57, 60, 69

Parallel · 2, 21, 32, 34, 43, 44, 45, 60, 61 

parameters · 2, 9, 32, 37, 38, 39, 40, 41, 42, 73, 74, 79, 81

particularly · 1, 13, 33, 37, 62, 63, 68 

partition · 34, 68, 69, 70, 71, 72 

partitions · 33, 34, 69, 71 

pattern · 14, 23, 24, 25, 26, 27, 51, 66, 68, 69, 72

performance · 4, 7, 8, 9, 11, 14, 19, 20, 29, 32, 34, 37, 38, 

46, 47, 56, 59, 68, 69, 70, 72, 75, 77, 78, 81, 82, 84

Performance · 2, 7, 32, 34, 44, 56, 59, 60, 67, 68, 72, 73, 74

persistent · VII 

phase · 23, 24, 25, 26, 37, 38, 50, 51, 52, 53, 71 

positions · 13, 23, 24, 26, 27, 29, 39, 51, 80

postcomputation · 32, 33, 35 

Postcomputations · 32 

power · 9, 14, 18, 26, 37, 38, 39, 40, 41, 42, 43, 45, 46, 47

Privacy · 55 

PRNG · 50 

probabilities · 11 

procedure · V, VI, XV 

Process · 2, III 

Q 

qualities · 66 

quantitative · 68, XIII 

quaternary · 13, 14, 15, 16, 17, 18, 19, 20 

Quaternary · 13, 15, 16, 17, 21 

R 

recall · 68, 69, 73, 75

recognizing · 13, 16, 19, 20

record · XII 

recovery · 38 

removed · 2, 4, 15, 59, 70

Richardson · 77, 81, 83, 84 

RNG · 50

Routing · 8, 11, 12 

S 

Scalar · 2, 32, 33, 34 

scheduling · 9, 29, 56, 57, 58, 61 

search · 9, 11, 13, 23, 24, 25, 26, 27, 28, 39, 45, 65, 69, 80, 

VII, IX 

Search · VII 

searching · 23, 24, 26, 27, 28, 68, 77, VII, VIII, X

self-reference · 2 

sequences · 13, 14, 16, 17, 18, 19, 20, 22, 52

service · 8, 29, 30, 31, 62, IX 

SHA · 50 

significant research · VI 

significantly · 68, 71, 78 

similarity · 2, 4, 5, 7, 69, 72 

stability · 37, 38, 43, 45 

statistics · 4, 77, 78, 79, 81, 83, 84, XII, XIII, XIV, XV 

strategy · 8, 37, 38, 39, 41, 43, 59, VII

string · 10, 15, 16, 17, 23, 28

structure · 18, 50, 63, 68, VI, XVII 

submitting · 31, IV, V, VI, IX, XVI

successive · 52, 53, 78

supercomputers · 16

supersingular · 33 

T 

technique · XIV 

techniques · 2, 4, 7, 10, 13, 15, 39, 46, 47, 50, 52, 62, 66, 

68, 70, 77, 81, 83, VI, XIV 

Text · 2, 23, 27, 53, 68, 70, 71, 75, 76, IV

Therefore · VIII 

tournament · 10 

transform · 2, 3, 4, 5, 7, 14, 77, 84

transient · 37, 38, 43, 45 

transmit · 46 

U 

unproductive · 56, 58, 59

utilization · 8, 14, 16, 20, 43 

V 

virtual · 29, 30 



 

 

W 

warehouses · 62 

watermarking · 2, 4, 7 

wavelet · 2, 3, 4, 5, 7, 79 

Wavelet · 2, 3, 7 

word · 13, 23, 24, 26, 27, 32, 68, 69, 70, IV, XI 

workflow · 56, 61 

 

 



 


	Global J ournal of Computer Science and Technology
	Volume 10 Issue 11 (Ver. 1.0)
	Copyright Policies
	Honourable Editorial Board  Members
	Chief Author
	Contents
	1. Robust Digital Image Watermarking Scheme Based on DWT and ICA
	2. Exploring Genetic Algorithm for Shortest Path Optimization in Data Networks
	3. Enhancement of Exon Regions Recognition in Gene Sequences Using a Radix -4 Multi-valued Logic with DSP Approach
	4. An Efficient Word Matching Algorithm For off Line Text
	5. The Design and Implementation of Grid Information Service System Based on Service -Oriented Architecture
	6. Performance Analysis of the Postcomputation-Based Generic-Point Parallel Scalar Multiplication Method
	7. A2z Control System- Dtmf Control System
	8. A Proposal for a Biometric Key Dependent Cryptosystem
	9. Economical Task Scheduling Algorithm for Grid Computing Systems
	10. Student Relationship in Higher Education Using Data Mining Techniques
	11. Performance Evaluation of an Efficient Frequent Item sets-Based Text Clustering Approach
	Fellows
	Auxiliary Memberships
	Process of submission of Research Paper
	Author Guidelines
	Index



