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Release and Deployment Management using ITIL

G.Rasa', S.J agadheesh Kumar?, Dr.R.S.D.Wahida Banu®

Abstract - Release management is the process of determining,
acquiring, releasing and deploying changes into an Information
Technology (IT) environment. The Service Delivery
management strategy provides support to the Service Support
process and ensures that the required services are delivered to
the customer on time. Information Technology Infrastructure
Library (ITIL) is a framework available in the form of
documentation that defines the best-practices and approaches
to manage IT services. This paper describes how to release a
change into the IT environment using ITIL.

Keywords- 1ITIL, Change Management, Configuration
Management, Release Management, Deployment
Management.

L INTRODUCTION TO ITIL

TIL is the most widely adopted approach for IT Service
Management in the world. It provides a practical

framework for identifying, planning, delivering and
supporting IT services to the business This is a compendium
of best practices from many companies in many industries.
It represents the best thinking of thousands of people about
how IT should be run, what the impact IT can have on the
business it supports, and how to gain the most value from
your IT investments. It provides guidance to organizations
on how to use IT as a tool to facilitate business change,
transformation and growth. One of the stated goals of the
ITIL is to help decision makers make better decisions by
ensuring the adequate IT information is available to support
those decisions.
Adopting ITIL can offer users a huge range of benefits that
include:

e improved IT services

e reduced costs

e improved customer satisfaction through a more

professional approach to service delivery

e improved productivity

e improved use of skills and experience

e improved delivery of third party service.

ITIL is the product of the Office Government of Commerce
(OGC), United State. ITIL originally emerged in the mid to
late 1980s. The CCTA (Central Computer and Telecoms
Agency) was a major UK government department, with an
IT budget of around £8 billion. ITIL fulfill the ISO standard:
ISO/IEC 20000. There are three versions of ITIL available
which are 1.0, 2.0 and 3.0 . Among them, version 2 and 3

About' - Research Scholar, Dravidian University, Kuppam, AP, India.
About’- Project Manager, IBM India Pvt. Ltd, Bangalore, India. Research

Scholar, Dravidian University, Kuppam,KA,India.
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are the key versions. The difference between the two
versions is a few changes in service life cycle structure [1].
Fundamentally, ITIL is exactly what its name implies “a
collection of books” The common theme of the library is
that all of the books provide guidelines that can help
organizations implement the best practices that have been
learned the hard way by the pioneering few. The library
continue to grow as more successful techniques are
documented and guidelines established for what can make
others successful.

1) ITIL version 2.0

In 2000/2001, to make ITIL more accessible, ITIL v2 con-
solidated the publications into 8 logical "sets" that grouped
related process-guidelines to match different aspects of IT
management, applications, and services. However, the main
focus was known as the Service Management sets (Service
Support and Service Delivery) which were by far the most
widely used, circulated, and understood of ITIL v2 publications.

In April 2001 the CCTA was merged into the Office
of Government Commerce (OGC), an office of the UK
Treasury.[2]

In 2006, the ITIL v2 glossary was published.

In May 2007, this organization issued the version 3
of ITIL (also known as the ITIL Refresh Project)
consisting of 26 processes and functions, now
grouped under only 5 volumes, arranged around the
concept of Service lifecycle structure.

In 2009, the OGC officially announced that ITIL
v2 would be withdrawn and launched a major
consultation as per how to proceed.[3]

Service Support

Service Delivery

ICT Infrastructure Management

Planning to Implement Service Management
Application Management,

The Business Perspective Management
Security Management[4]

2) ITIL Version 3.0

0 TN R RN SR

The following are the five guides comprise the ITIL v3,
published in May 2007:

ITIL Service Strategy

ITIL Service Design

ITIL Service Transition

ITIL Service Operation

ITIL Continual Service Improvement

S AN SR
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The five core guides map the entire ITIL Service Lifecycle,
beginning with the identification of customer needs and
drivers of IT requirements, through to the design and
implementation of the service into operation and finally, on
to the monitoring and improvement phase of the service.

3) ITIL Service Strategy

As the center and origin point of the ITIL Service
Lifecycle, the ITIL Service Strategy volume[5] provides
guidance on clarification and prioritization of service-
provider investments in services. More generally, Service
Strategy focuses on helping IT organizations improve and
develop over the long term. In both cases, Service Strategy
relies largely upon a market-driven approach. Key topics
covered include service value definition, business-case
development, service assets, market analysis, and service
provider types.

List of covered processes:
a. Financial management
b.  Demand Management
c. Service Portfolio Management( Available
Version 3.0 only)

4) ITIL Service Design

The ITIL Service Design volume[6] provides good-practice
guidance on the design of IT services, processes, and other
aspects of the service management effort. Significantly,
design within ITIL is understood to encompass all elements
relevant to technology service delivery, rather than focusing
solely on design of the technology itself. As such, Service
Design addresses how a planned service solution interacts
with the larger business and technical environments, service
management systems required to support the service,
processes which interact with the service, technology, and
architecture required to support the service, and the supply
chain required to support the planned service. Within ITIL
v2, design work for an IT service is aggregated into a single
Service Design Package (SDP). Service Design Packages,
along with other information about services, are managed
within the service catalogs.

List of covered processes:

Service Catalogue Management

Service Level Management

Risk Management

Capacity Management

Availability Management

IT Service Continuity Management
Information Security Management
Compliance Management

IT Architecture Management

Supplier Management

5) ITIL Service Transition

Tt s TR R0 SR

Service transition, as described by the ITIL Service
Transition volume,[7] relates to the delivery of services
required by a business into live/operational use, and often
encompasses the "project” side of IT rather than "BAU"

(Business as usual). This area also covers topics such as
managing changes to the "BAU" environment.
List of processes:

a. Service Asset and Configuration
Management

b. Service Validation and Testing

c. Evaluation

d. Release Management

e. Change Management

f Knowledge Management ITIL Service
Operation

6) Service Operation

Best practice for achieving the delivery of agreed levels of
services both to end-users and the customers Service
operation, as described in the ITIL Service Operation
volume,[8] is the part of the lifecycle where the services and
value is actually directly delivered. Also the monitoring of
problems and balance between service reliability and cost
etc. are considered. The functions include technical
management,  application = management,  operations
management and Service Desk as well as, responsibilities
for staff engaging in Service Operation.
List of processes:

a. Event Management

b. Incident Management

c¢. Problem Management

d. Request Fulfillment

e. Access Management

7) ITIL Continual Service Improvement

The continual service improvements have seven methods to
improve the service such as

Define what you should measure?

Define what you can measure?

Gather the data

Process the data

Analyze the data

Presenting and using the data

Implement the corrective action

O

II. RELEASE AND DEPLOYMENT
MANAGEMENT

1) Terminology:

Release: A release is a collection of authorized changes to
an IT service. i.e., A collection of hardware, software,
documentation, processes or other components required to
implement one or more approved changes to IT services.
The contents of each release are managed, tested and
deployed as a single entity.

Release Unit: A ,release unit’ describes the portion of a
service or IT infrastructure that is normally released together
according to the organization’s release policy.

Release Package: A release package may be a single
release unit or a structured set of release units, including the
associated user or support documentation that is required.
Like the definition of release units, factors such as the
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modularity of components, the amount of change occurring
and resources required will be considered when formulating
a complete Release Package[13]

Change Management: Change management processes are
used to deliver a finalized and tested change into a pre-
production environment along with a set of tools and/or
procedures for migrating the change into the live production
environment [9].

Build Management: The software, hardware and
documentation that comprise a release unit should be
assembled in a controlled manner to ensure a repeatable
process. This should include automation where possible for
its compilation and distribution, which for large
organizations can significantly reduce the Total Cost of
Ownership for the services involved.

Release Management: Release
important key  technology
project/product to the customer.[12]
Deployment: The activity responsible for movement of
approved releases of hardware, software, documentation,
process etc. to test and production environments.

Management is
for  distributing

an
the

2) Release and Deployment Management

The process responsible for planning, scheduling and
controlling the movement of releases to test, pre-production
and production environments. The primary objective is to
ensure the integrity of the production environment.In
conjunction with the use of Change Management, Release
and Deployment will enhance an organization’s capabilities
to develop, compile, reuse, distribute and rollback releases
in accordance with defined policies that improve efficiency
and reduce business disruption.

3) Goal of Release and Deployment:

To deploy new releases into production, transition support to
service operation, and enable its effective use in order to
deliver maximum value to the clients.

4) Objectives of Release and Deployment:

a. To define and agree upon Release policies,
and Release and Deployment plans with
customers and stakeholders.

b. To ensure the integrity of constructed
release packages and that they are recorded
accurately in the Configuration
Management System.

c. To ensure that all release packages can be
tracked, installed, verified, uninstalled or
backed out if necessary.

d. To ensure the required skills and knowledge
is transferred to support team, customers,
end users, suppliers and any other relevant
stakeholders.

e. There is minimal unpredicted impact on the
production services, customers and service
operations.

5) Scope of Release and Deployment:

Release and Deployment works closely in conjunction with
the other Release, Control and Validation (RCV) processes
to enable the quality transition of services. The role played
specifically by Release and Deployment is to build,
package, validate and distribute authorized service changes
to the target systems.

6) Benefits of Release and Deployment:

a. Delivering change, faster, at optimum cost
and minimized risk

b. Assuring customers and users can use the
new or changed service in a way that
supports the business goals

¢. Improving consistency in implementation
approach across the business change,
service teams, suppliers and customers

d. Contributing to  meeting  auditable
requirements for traceability through
Service Transition.

7) Triggers and Interfaces

The primary interfaces of release and deployment exist with
Change Management and the surrounding Service
Transition processes. Other inputs will also be provided
from Service Strategy and Service Design to ensure that the
requirements for value provision have been met.

The inputs to release and deployment include:

Authorized Request for Changes(RFCs)
Service Packages

Service Design Package

Service Acceptance Criteria

Service Management policies and standards
Build Models and plans

Exit and entry criteria for each stage of
release and deployment

The outputs include:

0 TN R R0 SR

a. Release and deployment plan

b. Updated RFCs for any required activities

c¢. Updated service catalogue reflecting any
service changes

d.  New or modified service

e. New or modified processes

/- Skilled and knowledgeable support staff

g. End users with capabilities to use the
service

h.  SLAs (Service Level Agreements), OLAs
(Operational ~ Level = Agreements)

UCs(Underpinning Contract)
i.  Deployment plans and packages
J. Service Transition Report

8) Release Design Options

When planning individual releases or defining the policies
that should exist, consideration about the potential impact
and need for resources will affect how releases will be
deployed to the target locations. The common options for
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deploying releases are described below:

a. Big Bang or Phased Approach

b.  The Push or Pull Approach

¢.  Automated or Manual
Big Bang: Where the new or changed service is deployed to
all user areas in one operation. This will often be used when
introducing an application change and consistency of service
across the organization is considered important.
Phased Approach: The service is deployed to a part of the
user base initially, and then this operation is repeated for
subsequent parts of the user base via a scheduled rollout
plan. This will be the case in many scenarios such as in
retail organizations for new services being introduced into
the stores’ environment in manageable phases.
The Push Approach: service component is deployed from
the centre and pushed out to the target locations. In terms of
service deployment, delivering updated service components
to all users, either in big bang or phased forms is the use of a
push approach, since the new or changed service is
delivered into the users’ environment at a time not of their
choosing.
The Pull Approach: used for software releases. Software is
made available in a central location but users are free to pull
the software down to their own location at a time of their
choosing or when a workstation restarts. The use of ,,Pul’
updating a release over the internet has made this concept
significantly more pervasive. A good example is virus
signature updates, which are typically pulled down to update
P.C’s and servers when it best suits the customer; however
at times of extreme virus risk this may be overridden by a
release that is pushed to all know users.Pull approaches do
not rest so heavily on accurate configuration data and they
can trigger an update to user records. This may be through
new users appearing and requesting downloads or expected
users not doing so, triggering investigation into their
continued existence.
Automation: Helps to ensure repeatability and consistency.
The time required to provide a well-designed and efficient
automated mechanism may not always be available or
viable. Typical examples of activities that are capable of a
degree of automation are:

a. Discovery tools aid release Planning Automate
builds reduce time taken this in turn can resolve
scheduling conflicts and delays

b. Automated configuration baselines procedures save
time and reduce errors in identifying the status of
CI’s and releases during build, test and deployment
etc

Manual: Important to monitor and measure the impact of
many repeated manual activities as they are likely to be
inefficient and error prone. This will ultimately slow down
the release team and create resource and capacity issues that
affect the agreed service levels

9) Release Policy

A Release Policy is the formal documentation of the
overarching strategy for releases and was derived from the
Service Design phase of the Service Lifecycle. It is the

governing policy document for the process and must
accommodate the majority of releases being implemented.
Typical contents of a Release Policy include:

a. Level of infrastructure to be controlled by
Releases

b. Preferred structure
Release Packages

c. Definition of major and minor releases,
emergency fixes

d. Expected deliverables for each type of
Release

e. Policy on the production and execution of
back out plans

f How and where Releases
documented

g. Blackout windows for releases based on
business or IT requirements

h. Roles and responsibilities defined for the
Release and Deployment process, Supplier
contacts and escalation points

and schedules for

should be

10) Release and Deployment Activities

The Release Policy is the overarching strategy for Releases
and was derived from the Service Design phase of the
Service Lifecycle. The Release Plan is the operational
implementation for each release. The Deployment Plan is
the documented approach for distributing a single Release.
Steps for Release and Deployment Activities:

Release planning

Preparation for build, test and deployment

Build and test

Service test and pilots

Plan and prepare for deployment

Perform transfer. Deployment and retirement
Verify deployment

Early Life Support

Review and close the deployment

Review and close Service Transition

SR EOmMEOO®R

A. Release Planning

Any plans created for the release and deployment will need
to be integrated with the overall Service transition plan, and
conform to any policies that have been defined. For each
release, plans should be authorized by Change Management
and used to assist in the evaluation of the risk, impact and
resource requirements for components of the change.
Typically the release and deployment plans should
document the:

Scope and content of the release

The risk assessment for the release

Affected stakeholders

Teams responsible for the release
Communication strategy to be used during
the release and deployment process

RV TR

Plans should take into account the acceptance criteria that
exist for the release and when authorization points will
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verify a pass or fail. The processes of Evaluation and
Service Validation and Testing will be integrated here to
assist in the determination whether to continue, pause or
revert to previous stages of the release.

Build and test planning: The approach taken for building,
testing and maintaining the controlled environments to
production will need to be planned in order to enable
optimum use of resources for the development of the
release. The activities that occur here are:

a. Developing build plans based on the Service
Design  Package and defining any
environment requirements.

b.  Scheduling the resources and time required
to setup the environments

c. Testing the build and compilation
procedures

d. Scheduling the build and compilation
activities

e. Assigning resources, roles and

responsibilities for any key activities
Environments that may be utilized during this period
include:
Build environments
Testing and integration environments
Deployment environments
Pilot environments

NS

Utilizing Pilots: Pilots may be useful for testing the service
with a group of participants that are representative of the
broader end-user community. For this to be effective the
scope needs to be carefully determined, as being either too
large or too small will likely result in some negatively
impact to the overall success and quality of the release and
deployment process. Pilots should include mechanisms by
which feedback can be gathered about various aspects of the
release and associated processes. For complex releases or in
large and diverse organizations it may be appropriate to use
more than one pilot for address the different implementation
and support issues that exist.

Deployment Planning: There are many factors that will be
considered when choosing the most appropriate deployment
strategy. Questions that must be answered include:

What needs to be deployed?

Who are the users?

Are there location dependences?

Where are the users?

Who else needs to be prepared well in
advance?

When does the deployment need to be
completed?

Why is the deployment happening?

What are the critical success factors and exit
criteria?

i.  What is the current capability of the service
provider?

® A0 S8
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Financial/Commercial Planning: Where necessary,
various financial and commercial factors will need to be
assessed before the deployment activities, including:

a. Working capital

b. Contracts and licenses

c¢. Funding

d. Intellectual property requirements

B. Preparation for build, test and deployment

Before the actual building of the release occurs, the release
design must be validated against the requirements defined
for the new or changed service offering. This should be an
independent evaluation that checks the release will deliver
the predicted outcomes, and any issues documented in an
interim evaluation report. Training of involved release and
deployment staff. In many cases the introduction of a
release may require additional training for the release,
deployment, build and test teams. Such training could be
related to the:

a. Service management processes to be used

b. Changes in security or health and safety
procedures

c.  Understanding of the
documentation and plans

d. Technology being utilized for the release.
C. Build and Test

Service Design

Wherever possible, repeatable practices and reusable
components should be utilized to during the build and test of
releases. This includes managing the:

1) Build, test and packaging environments
2) Compilation and packaging tools
3) Configuration of the releases themselves:
a. Version control
b. Documentation templates for testing and
validation
c. Access rights and security procedures

Release and build documentation: Documentation
templates, procedures, knowledge bases and other guidance
should be consistently available to support the release team
in the activities performed. Typical documentation that will
be used by the release teams include:
1) Contract agreements
2) Purchase requests
3) Health and Safety guidelines
4)  Security policies
5) Licence agreements
6) Procedures for:
a. Distributing software
b. Delivering, moving and
equipment
c. Wiping sensitive data and media

installing
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d. Publishing, sharing and
knowledge, information and data.

archiving

Acquire and test required components: Release and
Deployment should be interfaced with the organization’s
existing procurement processes to acquire any required
components for the release. This will save time and effort in
verifying assets, capturing and recording information,
ensuring proof of licence and triggering updates to the Asset
Management System. As part of the overall Service
Validation and Testing, each of the individual components
should be tested to verify that any quality criteria has been
met, initiating action where quality criteria is not met.
Release Packaging: Build management procedures, tools
and checklists should be utilized as part of the release
packaging, to provide repeatable practices and expected
outcomes. When a definitive package has been assembled, a
baseline should be taken of the release package and the
correct versioning and naming conventions applied.
Managing the build and test environments: The need for
multiple environments in which to build and test will depend
on the size, complexity, frequency and impact of the
releases being managed. Test environments should be
protected using a range of testing best practices, and
appropriate access to these environments given based on the
priorities defined. Automating the installation of systems
and software reduces the workload of people, but also
requires testing of the scripts and mechanisms that will be
used.

D. Service testing and pilots

As part of a coordinated effort with Service Validation and
Testing, testing and validation must be performed at
multiple levels. With particular focus on the release itself,
service rehearsals may be used, which simulates as much of
the service as possible in an extensive and widely involved
practice session. This would normally occur after other
pilots have run, and is designed to be the last measure to
detect any potential issues that will arrive during or after the
deployment to the live environment.

Pilots: Previous planning should have already identified
what pilots will be used as part of the overall release and
deployment. Key actions to take during pilots are:

a. Training of any people involved

b. Documentation of any required procedures

c¢. Continual communication and engagement
with customers and users

d. Determine the levels of support required for
the actual release

e. Discover and fix issues wherever possible
before the final deployment

/. Document improvements where appropriate
and incorporate them into future plans

E. Plan and prepare for deployment

At this stage the focus is to prepare the organization and
people for organizational change and to refine and
deployment plans that have been documented. These plans
should include guidance regarding:

Risk mitigation plans

Disposal and retirement plans

The logistics for delivery

Knowledge transfer

Mobilizing users to be ready to use the
service

Mobilizing the support staff for service
readiness

S AN o8
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F.  Perform transfer, deployment and retirement

During the actual implementation itself, the activities
performed can be grouped under the following tasks:

a. Transfer financial assets
b. Transfer changes
business/organization

c. Deploy processes and materials

d. Deploy Service Management Capability
e. Transfer service

1. Deploy service

g. Decommissioning and service retirement
h. Remove redundant assets

required to

These activities will need to be modified to accommodate
any items specified in the deployment plan as part of the
acceptance criteria for go live’.

G. Verify deployment

Once the activities for the deployment of releases are
finished, verification should occur that users are capable of
operating the service. Verification should ensure that:
a. The service/release components are in place
by means of a configuration audit

b. Documentation  has  been  updated
accordingly
c. Roles and responsibilities have been

correctly assigned

d. The measurement and reporting systems are
established to measure performance of the
service

Any noted deviations from plans or other items raised
should be documented in order to improve future
implementations and processes used.

H. Early Life Support

The quality of transition to Service Operation is a crucial
element to the success of the overall service change that is
being implemented. Rather than simply hand off support
post-deployment, the release and deployment teams should
assist in managing any calls, incidents and problems that are
detected in the early of the new or modified service. This
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enables more stability in this vulnerable period, increased
customer and user satisfaction, enhanced learning and better
momentum for continual improvement. The resource
allocation from these teams will then be gradually reduced
while Service Operation takes on more responsibility for
support.

The example shown in the figures above demonstrate how
the number of incidents for deployment A was significantly
reduced through the use of Early Life Support, including the
training of users and staff, and the transfer of knowledge to
service desk staff.

a. The acceptance criteria for finalizing Early
Life Support should be agreed early in the
process, which might include such
conditions as: Users can use the service
effectively and efficiently for their business
activities

b. Service delivery is managed and controlled
across any service provider interfaces

c¢.  Service levels and performance standards
are being consistently achieved

d. Stakeholder groups verify the transfer of
required knowledge

e. All deliverables required for the release
have been signed off.

I Review and close the deployment

A formal review of deployments should be performed for all
releases of a determined level of size, impact, cost or risk to
the organization. The review seeks to ensure that all
requirements for the release have been met and to identify
and potential improvements that can be made. Items that
should be reviewed include:
a. Any quality criteria deviations that exist.
Any open actions or necessary fixes that
have been identified
b. Review open changes
c. Review performance
achievements
d. Experiences and feedback from customers,
users and staff involved with the
deployment. All problems and known errors
are documented and accepted by the
business and/or suppliers
e. Check that any redundant assets have been
removed

targets and

J.  Review and close Service Transition

The final step required in finalizing the completion of
Service Transition is a formal review appropriate to the
relative scale of the change. This will utilize the process of
Evaluation and is driven by Change Management, which
will verify successful completion and that the handover to
Service Operation is complete. The “lessons learnt” should
be documented to provide any improvement opportunities
that can be made and developed by Continual Service
Improvement for future transitions.

1. CONCLUSION

This paper helps to understand the basics of ITIL framework
and release methodology. Good implementation of ITIL in
the business has many benefits such as a higher efficiency, a
better overview and control of the business’ needs and many
more. The study gives the high level understanding of how
to release a change into the IT environment using ITIL

efficiently for better benefits for the organizations.
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A Dynamic Terrain-Spaced Maze Generation
Algorithm

Metin Turan', Kenan Aydin®

Abstract-Maze algorithms are generally developed to create
mazes in a game board, which consist of single cell of
passages and nearly all cells are accessible. However, it would
be useful if some group of cells randomly separated for
terrain design and some passages was randomly irregular in
width or contains rooms for arrangement of game objects.In
this study a randomly irregular and terrain-spaced maze
generation algorithm has been developed. The randomly
produced rooms within the generated passages can be used for
planning game strategy. On the other hand the cells which
are not used for passages may be used for terrain design.
This algorithm only needs boundary check to prevent getting
out of the game board. Moreover maze complexity can be
identified by a ratio which is defined as the ratio of
passage cells number over total number of cells on the game
board.

L. INTRODUCTION

here are various kinds of maze algorithms in the

literature; most of them use tree structure to generate a
maze and others use sets to generate mazes. Maze
generation algorithms generally focus on generating perfect
mazes. A maze is perfect if every cell in the maze is
accessible and there is exactly one path to another cell.
Well known perfect algorithms using tree structure is Prim
algorithm [1] where using sets is Kruksal algorithm [2].
Both use same approach to create a random maze which
constructs cell walls using a random chosen side of the cell
to create a wall.Maze algorithms ( perfect, braid, unicursal,
sparse, partial braid) [3,4,5,6,7] generate passages in a
given two or n- dimensional game board which is
composed of a number of cells. Passage width is
generally regular for all passages through the entire
game board. These algorithms aim is only to create a
solvable maze. They haven’t got ability to generate rooms
within the passages. On the other hand, sparse algorithms
[8] create passages where some cells are left uncreated,
resulting in an irregular maze with wide passages and
rooms. However the maze shapes not eligible to design
rooms for game characters and to produce amusing maze
games. Moreover it is still impossible saving empty spaces
out of passages which would be wused for designing
terrains.However, it should be noted that although there are
lots of tools available to make mazes more challenging
when generating them on a computer, often the most
interesting mazes are those designed and created by hand —
“it is hard to have a random algorithm which will also
generate a psychologically interesting maze”[9]. In other
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words, the passages of lots of two dimensional popular
games (maze, labyrinth and racing game categories) have
been designed statically. However, the proposed algorithm
generates dynamic (random) passages for each new play
which is more interesting for players.The proposed
algorithm assumes game board is a wall initially. The aim is
to construct randomly passages through the wall. This is a
reverse approach if it is compared with wall adding
techniques used in maze algorithms. The complexity of
maze can be controlled by a parameter (filled ratio) given to
proposed algorithm. It also creates loops and dead-ends in
the maze. Loops are connected to at least one passage. On
the other hand limited dead-ends help to create traps in
the artificial games.Proposed algorithm starts with a random
point on the board. Then it finds a random direction and a
random passage length (number of cells) to construct
passages in the maze. This step is repeated recursively until
it reaches the given maze complexity target which is
defined as the ratio of passage cells number over total
number of cells on the game board.Unlike other known
algorithms, proposed algorithm does not require extreme
memory except an n-dimensional matrix to simulate
the game board. A pixel or a predetermined
area size (e.g. 20x20 pixels) could be represented with a cell
in the matrix of size maxCOLUMN x maxROW, where for
two dimensional matrix n shows x coordinate and m shows
the y coordinate.The rest of the article is designed so to
describe the work in Section II, statistical findings in
Section  III, algorithm analysis in section IV, game
example(using proposed algorithm) in Section V,
conclusion in Section VI and further works in section VII.

II. ‘WoRrk

The proposed algorithm (generateMaze()) depends on
random values as the previous algorithms did. Due to the
randomization generates same values over and over again a
special randomize function is needed to construct
reliable mazes. This general randomize function is
constructed by adding CPU time on the current time which
gives highly better results.First of all, generateMaze()
finds a random starting point at one side of the board. It
may be on horizontal (x is between 1 and maxCOLUMN)
or vertical(y is 1 between maxROW) boundary which is
determined by a parameter(boardside). Then
generateMaze() creates the passages. Before a new
passage is created, it checks if the maze complexity target is
obtained. The maze complexity is provided by a parameter
(complexity). New passage direction is produced by general
randomize function. The board is divided into three regions
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where each cell has different possible directions to route.
First region is the corner cells, where routing is lowest and
there are two possible directions to move since they are on
the corners of the game board. Second region is the side
cells excluding the corner cells, where routing has three
possible directions. Third region is the inner section of the
board, where routing has four directions. This is outlined at
Picture I.

- Sides of the game board
Corners of the game board
-Inside of the game board

Picture I: The regions of a game board

By the time the direction is selected, generateMaze() uses
a random length (number of cells) to go forward in the
selected direction. It checks the case of exceeding
boundaries. A generation method which doesn’t use a
random length after direction decider will not produce a
complex maze. However it will generate different type of
terrain as in Picture II.

Picture II: A maze generated by proposed algorithm without
“how many cells it will go” function.

generateMaze() called recursively until it reaches maze
complexity.

Checking the complexity procedure calculates the ratio of
passage cells number over total number of cells on the game
board

Unlike other known maze-generation algorithms, the
generateMaze() doesn’t create passages cell by cell, instead
use number of cells. This speeds up the construction time of

maze in the case of big boards.
pseudo-code is given below.
void generateMaze( boardside, complexity)

The generateMaze()

col,row=call startPoint(boardside);
call generatePassage(col,row,complexity);

}

col,row startPoint(boardside)

{

return random row and column value using boardside;

/* on the vertical or on the horizontal side of the board /*
}

void
complexity)

{

direction=decideDirection(randomize());

generatePassage(currentRow,currentColumn,

passageLength=randomize()

if (checkBoundary())
currentRow,currentColumn=createPassage(passageLength);
else

currentRow,currentColumn=createPassage(Length to
boundary);

if (checkComplexity(complexity))
generatePassage(currentRow,currentColumn,complexity);

}

Example outputs of Kruskal, Prim and generateMaze() is given on
Picture 111, Picture IV and Picture V respectively.

':'T# =3A0 5]
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Picture I1I: A maze generated by Kruskal Algorithm

the

Picture IV: A maze generated by Prim Algorithm
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Picture VII: A Maze generated by Proposed Algorithm by
using 45% Filled Ratio

Picture V: A maze generated by Proposed Algorithm

Locating and storing the coordinates of the dead ends is also
possible by findDeadEnds() algorithm.

After the generation of the maze is completed,
findDeadEnds() will be called and simply looking for the
cells which only have one neighbor cell to access these cells. Picture VIII: A Maze generated by Proposed
void findDeadEnds() Algorithm by using 60% Filled Ratio

{

for each counting numbers between 0 and maxROW , called
ROW

for each counting numbers between 0 and maxCOLUMN ,
called COL

If(NeighborCellsCount(ROW,COL)= =1)
DeadEnds[ROW][COLJ=true;

H =

Picture IX: A Maze generated by Proposed
Algorithm by using75% Filled Ratio
Table I
Visual information of simulated mazes.

Picture VI: A Maze generated by Proposed Algorithm by
using 30% Filled Ratio

Above example maze outputs is given in pictures
Picture VI, Picture VII, Picture VIII and Picture IV per
different filled ratio values (0.3, 0.45, 0.6, 0.75). The
meaning of the colors in the mazes is given in Table 1.
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III. STATISTICAL FINDINGS

Statistical work has been done for step, dead end, turn and
collision properties of generateMaze() algorithm by

running four different filled ratio values, each time it has
been executed 200 times (Table II).

Average values of Steps, Dead Ezgls),l e]“{llms and Collisions per filled ratio
Filled Ratio Step [Dead Ends Turn  |Collision
30% 1420 24 469 2546
45% 2851 23 035 6520
60% 5876 20 1914 16661
75% 16784 |16 5474 |57130

Step means that the number of passage construction
movement (for each movement a number  of cells are
processed-  reverse movement on the existing passages is
also considered) produced by generateMaze().

e Dead ends are the cells which only have one
neighbor cell to access these cells.

e  Turn is defined as changing previous direction.

e Filled ratio is the ratio of passage cells number
over total number of cells on the game board.

e Collision is the number of how many times
passages re-filled by reversing or overlapping.

In Figure I, it can be viewed that the average step values
gets higher as the filled ratio gets higher. As a result
average turn values gets higher. Nearly in every 3 steps
generateMaze() makes a turn.

25000
/ 16784
20000
15000
10000
/5876
5000 - 5474
%851
—T770| 1914
o 469 | 935
30% 45% 60% 75%
Step
Turn

Figure I: Average Step and Turn Values per Filled Ratio

In Figure II, it can be seen that the dead ends are gets lower
as the filled ratio gets higher. This means that there is a
negative correlation between these two properties. It is an

expected result of the generateMaze(). It makes various
kinds of turns which eliminate existing dead ends by
connecting them with other new passages that has been
intersected by the existing dead ends, since a dead end
occurs at cells which connected with only one neighbor cell.

Figure II: Number of Dead Ends versus Filled Ratio

Table III
Correlation values between Turn — Collision and Dead End

Correlation Values 30%[45% |60% |75%
Turn — Collision ~1 ~1 ~1 ~1
Dead End — Turn ~0 ~0 ~0 ~0

Dead End - Collision ~0 ~0 ~0 ~0

On the other hand, there is a positive correlation between
turn and collision. This is an expected result due to the
generateMaze() runs to create passages to reach to the filled
ratio(when steps increases, turns increases also Figure I),
while makes a lot of turns in random directions which
causes more collisions. However, Dead End is independent
property from turn and collision. It can be concluded from
Table III.
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Iv. ALGORITHM ANALYSIS

Both Prim and Kruksal algorithm create vertices and edges
to construct their mazes. Their time complexity nearly same
and can be defined as O(E log V), where E and V implies
edges and  vertices  respectively[10]. = However,
generateMaze() doesn’t create edges or vertices. It randomly
produces passages. Passages are constructed on a board
which is represented by a matrix (maxCOLUMN is X,
maxROW is V). Moreover the fill rati
(sparse area percentage) and random lenath (number of cells
to fill for each step) are also determines the time
complexity. Using these parameters we calculate the
following game board construction complexities for both
the worst and the best conditions under assumption of no
collision [11].For the worst condition, the random length
is 1. This time generatePassage() is called x*y times.

filled ratio* (max(x,y)*)*(4+length) where 4 shows the
number of steps executed in auxiliary functions and
inside the generatePassage(). If the matrix NxN size then
the worst game board construction complexity is;
O(5*filled ratio*N?) For the best condition, the random
length is max(x,y). This time generatePassage() is called
only min(x,y) times. filled ratio* (min(x,y)*(4+max(x,y)))
And if the matrix NxN size then the shortest game board
construction complexity is; O (filled ratio*(N?+4N)) This
complexity values are acceptable and applicable if they
compared with the Kruskal’s (O(E log V)) and Prim’s (O(E +
V log V)) algorithms, where E and V shows edges and
vertices respectively.

V. AN EXAMPLE GAME

A simple 2-Dimensional Windows based game

developed by using the generateMaze() (Picture X)[12].
The goal of the game is to collect all the stars and
proceed through levels (1 to 10) to complete the game.
Player has to collect more stars for each next level. By the
time, player shouldn’t collect skulls. It decreases lives of
the player (4). If player collect first-aid bags then it
increases player lives. Player character is chased by an Al
controlled character while collecting the stars. If Al
character catches the player the live is decreased by one.
generateMaze() allows creating dead end passages which
make this game more amusing. Also an algorithm is
developed so dispersing collectable items on dead-end
passages to challenge the game.

Picture X: An example game created by proposed algorithm.
VI.  CONCLUSION

The generateMaze() is a flexible(parametric) algorithm and
if it is compared with the sparse algorithms in literature, it is
truly random (not stable) as a result of the used technique.
By the way, statistics from the hundreds of experiments
have shown that created mazes are not related to each other
and well-shaped. Moreover, computational complexity is
less than any sparse algorithm. The worst case is to check
only next matrix location O(1). On the other hand, memory
requirements depends on the game board matrix sized N
column and M rows. The worst case is not more than O(M x
N). It decreases by the dimension of the passage width.The
only problem using generateMaze() is the stack overflow
error above the 0.75 filled ratio. When the filled ratio gets
higher, collision increases and recursive call of
generatePassage() reaches a value which causes stack
overflow error. When filled ratio is greater than the 0.75
then generated maze is not well (Picture IX). So this is not a
big problem for algorithm acceptance.

VIL FURTHER WORKS

Algorithm optimization is needed to control dead end
generation and reduce the collision values which will speed
up the process of maze generation.This algorithm may also
be generalized to use in 3D terrain-spaced maze generation
easily.
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Truth of D-DoS Attacks in MANET

Gaurav Kumar Gupt', Mr.Jitendra Singh®

Abstract-Network security is a weak link in wired and wireless
network systems. Malicious attacks have caused tremendous
loss by impairing the functionalities of the computer networks.
Denial of Service (DoS) and Distributed DoS (DDoS) attacks
are two of the most harmful threats to the network
functionality. Mobile Ad Hoc Networks (MANET) are even
more vulnerable to such attacks.. Denial of Service (DoS) is the
degradation or prevention of legitimate use of network
resources. The wireless ad hoc network is particularly
vulnerable to DoS attacks due to its features of open medium,
dynamic changing topology,cooperative algorithms,
decentralization of the protocols, and lack of a clear line of
defense is a growing problem in networks today. Many of the
defense techniques developed on a fixed wired network are not
applicable to this new mobile environment. How to thwart the
DoS attacks differently and effectively and keep the vital
security-sensitive ad hoc networks available for its intended use
is essential.

Background -This research work concentrates on developing
defense mechanism against certain types of DoS attacks in
the Ad Hoc network environment

HOW THEY WORK

To give a very simple example, let us assume that there is
already a small ad-hoc network in place. When a new node
in this example it can be the PDA of Tom joins the ad-hoc
network, there are a number of things to do: The device
needs to set up contact to other nodes in range, telling them:
I am here. By this, the new node learns who the neighbour
nodes are, and vice versa. Another point is that the new
node, in this example the PDA, needs a unique identifier to
make it addressable an IP address in IP networks. For all
this, the new node is on its own, as there is neither a central
controlling entity nor a pre-existing fixed infrastructure in
adhoc networks. When Tom wants to send a message from
his PDA to that of Maria, other nodes serve as a relay station
in a process called multi-hop routing, if the PDA of Maria is
not in direct reach, using one of the routing protocols
designed for ad-hoc networks. This small example shows a
few imminent advantages of ad-hoc networks: They can
extend the range of the wireless technology in use, e.g.
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WLAN or Bluetooth, they can reduce the nodes power
consumption due to a lower transmission power required,
and they increase the nodes mobility. To make this work,
though, ad-hoc networks require a critical mass of well-
behaving nodes, willing to forward others traffic.

I. INTRODUCTION

An ad hoc network is a collection of wireless mobile
nodes that forms a temporary network without any
centralized administration. In such an environment, it may
be necessary for one mobile node to enlist other hosts in
forwarding a packet to its destination due to the limited
transmission range of wireless network interfaces. Each
mobile node operates not only as a host but also as a router
forwarding packets for other mobile nodes in the network
that may not be within the direct transmission range of each
other. Each node participates in an ad hoc routing protocol
that allows it to discover multihop paths through the
network to any other node. This idea of Mobile ad hoc
network is also called infrastructureless networking, since
the mobile nodes in the network dynamically establish
routing among themselves to form their own network on the
fly. So, Mobile Ad Hoc Network (MANET) is a collection
of communication devices or nodes that wish to
communicate without any fixed infrastructure and pre-
determined organization of available links. The nodes in
MANET themselves are responsible for dynamically
discovering other nodes to communicate.Now-a-days,
Mobile ad hoc network (MANET) is one of the recent active
fields and has received marvelous attention because of their
self-configuration and selfmaintenance capabilities. While
early research effort assumed a friendly and cooperative
environment and focused on problems such as wireless
channel access and multihop routing, security has become a
primary concern in order to provide protected
communication between nodes in a potentially hostile
environment. Recent wireless research indicates that the
wireless MANET presents a larger security problem than
conventional wired and wireless networks.
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SECURITY GOALS:For analyzing the security of wireless
mobile adhoc networks, we need certain parameters. The
basic parameters for a secure system are:

Availability

Confidentiality

Authentication

Integrity

Non-repudiation

Scalability

1L SECURITY ATTACKS IN MANETS

The security attacks in MANETSs can be categorized as
active attacks and passive attacks. Active attack is an attack

when misbehaving node has to bear some energy costs in
order to perform the threat. On the other hand, passive
attacks are mainly due to lack of cooperation with the
purpose of saving energy selfishly. Nodes that perform
active attacks with the aim of damaging other nodes by
causing network outage are considered as malicious while
nodes that make passive attacks with the aim of saving
battery life for their own communications are considered to
be selfish. Various types of attacks in MANETSs are:
Modification, Impersonation, Fabrication, Eavesdropping,
Replay, Denial of Service, Malicious Software and Lack of
Cooperation. Denial of Service attack is described below.
Network Protocol Stack Based Attack Classification

Stack Layer

Attacks

Application Backdoor, Virus, Data corruption or deletion, Repudiation

Transport Desynchronization, Session hijacking, SYN tlooding

Network Blackhole, Byzantine, Flooding, Location disclosure, Misdirection, packet
dropping, Resource consumption (Sleep deprivation), Rushing, Seltish,
Spooting, Wormhole

Link Collision, Disruption MAC (802.11), Exhausting, Monitoring ( Traftic

analysis), Unfairness, WEP weakness

Physical

Eavesdropping, Interceptions, Jamming, Tampering

Multi-layer attacks

DoS, impersonation, replay, man-in-the-nuddle

Attacks could also be classified according to the target layer
in the protocol stack

III. DENIAL OF SERVICE (DoS)

A denial of service (DoS) attack is characterized by an
explicit attempt by an attacker to prevent legitimate users of
a service from using the desired resources. Examples of
denial of service attacks include:

e attempts to “flood” a network, thereby preventing
legitimate network traffic

e attempts to disrupt connections between two
machines, thereby preventing access to a service

e attempts to prevent a particular individual from
accessing a service

e attempts to disrupt service to a specific system or
person.
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Iv. DISTRIBUTED DENIAL OF SERVICE
ATTACK(DDoS)

A DDoS (Distributed Denial-Of-Service) attack is a
distributed, large-scale attempt by malicious users to flood
the victim network with an enormous number of packets.
This exhausts the victim network of resources such as
bandwidth, computing power, etc. The victim is unable to
provide services to its legitimate clients and network
performance is greatly deteriorated. The distributed format

adds the “many to one” dimension that makes these attacks
more difficult to prevent. A distributed denial of service
attack is composed of four elements, as shown in Figure
1.First, it involves a victim, i.e., the target host that has been
chosen to receive the brunt of the attack. Second, it involves
the presence of the attack daemon agents. These are agent
programs that actually conduct the attack on the target
victim. Attack daemons are usually deployed in host
computers. These daemons affect both the target and the
host computers.

e et et e -
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Figure 1: The four components of a distributed denial of
service attack: a real attacker, a control master program,

attack daemons and the victim

The task of deploying these attack daemons requires the
attacker to gain access and infiltrate the host computers. The
third component of a distributed denial of service attack is
the control master program. Its task is to coordinate the
attack. Finally, there is the real attacker, the mastermind
behind the attack. By using a control master program, the
real attacker can stay behind the scenes of the attack. The
following steps take place during a distributed attack:

e  The real attacker sends an “execute” message to the
control master program.

e  The control master program receives the “execute”
message and propagates the command to the attack
daemons under its control.

e Upon receiving the attack command, the attack
daemons begin the attack on the victim.

V. DEFENSE MECHANISMS

We classify defense mechanisms to DDoS attacks into two
broad categories: local and global. As the name
suggests,local solutions can be implemented on the victim
computer or its local network without an outsider’s
cooperation.Global solutions, by their very nature, require
the cooperation of several Internet subnets, which typically
cross company boundaries.

VI.  LOCAL SOLUTIONS
Protection for individual computers falls into three areas.
1) Local Filtering

The timeworn short-term solution is to try to stop the
infiltrating IP packets on the local router by installing a filter
to detect them. The stumbling block to his solution is that if
an attack jams the victim’s local network with enough
traffic, it also overwhelms the local router, overloading the
filtering software and rendering it inoperable.

2) Changing IPs

A Band-Aid solution to a DDoS attack is to change the
victim computer’s IP address, thereby invalidating the old
address. This action still leaves the computer vulnerable
because the attacker can launch the attack at the new IP
address. This option is practical because the current type of
DDoS attack is based on IP addresses. System
administrators must make a series of changes to domain
name service entries, routing table entries, and so on to lead
traffic to the new IP address. Once the IP change which
takes some time is completed, all Internet routers will have
been informed, and edge routers will drop the attacking
packets.
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3) Creating Client Bottlenecks

The objective behind this approach is to create bottleneck
processes on the zombie computers, limiting their attacking
ability. Examples of this approach include

e RSA Security Corp. Client Puzzles: RSA’s Client

Puzzles algorithm (see
http://www.rsasecurity.com/rsalabs/staff/ajuels/pap
ers/c lientpuzzles.pdf) requires the attacking

computer to correctly solve a small puzzle before

establishing a connection. Solving the puzzle
consumes some computational power, limiting the
attacker in the number of connection requests it can
make at the same time.

e Turing test: Software implementing this approach
requires the attacking computer to answer a random
question before establishing the connection. The
question should be easy for humans to answer but
not computers for example, “Which film won the
Oscar for best picture in 2000?”
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VIL GLOBAL SOLUTIONS

Clearly, as DDoS attacks target the deficiencies of the
Internet as a whole, local solutions to the problem become
futile. Global solutions are better from a technological
standpoint. The real question is whether there is a global
incentive to implement them.

1. Improving the Security of the Entire Internet:
Improving the security of all computers linked to the
Internet would prevent attackers from finding enough
vulnerable computers to break into and plant daemon
programs that would turn them into zombies.

2. Using Globally Coordinated Filters: The strategy here
is to prevent the accumulation of a critical mass of attacking
packets in time. Once filters are installed throughout the
Internet, a victim can send information that it has detected

an attack, and the filters can stop attacking packets earlier
along the attacking path, before they aggregate to lethal
proportions. This method is effective even if the attacker has
already seized enough zombie computers to pose a threat.
3. Tracing the Source IP Address: The goal of this
approach is to trace the intruders’ path back to the zombie
computers and stop their attacks or, even better, to find the
original attacker and take legal actions. If tracing is done
promptly enough, it can help to abort the DDoS attack.
Catching the attacker would deter repeat attacks.
However, two attacker techniques hinder tracing:

e [P spoofing that uses forged source IP addresses,

and
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e The hierarchical attacking structure that detaches
the control traffic from the attacking traffic,
effectively hiding attackers even if the zombie
computers are identified.

VIIL REVIEW

This section gives a brief overview of the. The contents of
this are all about the various related to mobile ad hoc
network, distributed denial of service attack and defense
against this attack.

1) Wireless Ad hoc Networks

Lu Han describes [1] that the wireless ad hoc networks were
first deployed in 1990’s, Mobile Ad-hoc networks have been
widely researched for many years. Mobile Ad-hoc Networks
are collection of two or more devices equipped with wireless
communications and networking capability. These devices

can communicate with other nodes that immediately within
their radio range or one that is outside their radio range. For
the later, the nodes should deploy an intermediate node to be
the router to route the packet from source toward
destination. The Wireless Ad-hoc Networks do not have
gateway, every node can act as the gateway. As per this
paper, although, lots of research has been done on this
particular field, it has often been questioned as to whether
the architecture of Mobile Ad-hoc Networks is a
fundamental flawed architecture. The main reason for the
argument is that Mobile Ad-hoc Networks are not much
used in practice, almost every wireless network nodes
communicate to base station and access points instead of
cooperating to forward packets hop-by-hop. As per the
contents of this paper the key technologies to Wireless
Adhoc Networks were not implemented as we expect. That
is to say, many problems are inherently unsolvable.

2) Security Threats In Mobile ad-hoc Networks

Kamanshis Biswas and Md. Liakat Ali describes [2] that
Mobile Ad Hoc Network (MANET) is a collection of
communication devices or nodes that wish to communicate
without any fixed infrastructure and pre-determined
organization of available links. The nodes in MANET
themselves are responsible for dynamically discovering
other nodes to communicate. Although the ongoing trend is
to adopt ad hoc networks for commercial uses due to their
certain unique properties, the main challenge is the
vulnerability to security attacks. A number of challenges
like open peer-to-peer network architecture, stringent
resource constraints, shared wireless medium, dynamic
network topology etc. are posed in MANET. As MANET is
quickly spreading for the property of its capability in
forming temporary network without the aid of any
established infrastructure or centralized administration,
security challenges has become a primary concern to
provide secure communication. This paper gives
information about various security threats an ad-hoc
network faces, the security services required to be achieved
and the countermeasures for attacks in each layer. As per the
contents of this paper, secure routing protocol is still a
burning question. There is no general algorithm that suits
well against the most commonly known attacks such as

wormhole, rushing attack etc. In short, we can say that the
complete security solution requires the prevention, detection
and reaction mechanisms applied in MANET.

3) Security In Ad-hoc Networks

Vesa Kirpijoki describes [3] that in ad hoc networks the
communicating nodes do not necessarily rely on a fixed
infrastructure, which sets new challenges for the necessary
security architecture they apply. In addition, as ad hoc
networks are often designed for specific environments and
may have to operate with full availability even in difficult
conditions, security  solutions applied in  more
traditionalnetworks may not directly be suitable for
protecting them. A short literature study over papers on ad
hoc networking shows that many of the new generation ad
hoc networking proposals are not yet able to address the
security problems and they face. Environment-specific
implications on the required approaches in implementing
security in such dynamically changing networks have not
yet fully realized.

4) Distributed Denial of Service:

Taxonomies of Attacks, Tools and Countermeasures
Stephen M. Specht and Ruby B. Lee describe [4] that
Distributed Denial of Service (DDoS) attacks have become
a large problem for users of computer systems connected to
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the Internet. DDoS attackers hijack secondary victim
systems using them to wage a coordinated large-scale attack
against primary victim systems. As new countermeasures
are developed to prevent or mitigate DDoS attacks, attackers
are constantly developing new methods to circumvent these
new countermeasures. This paper gives us information about
DDoS attack models and proposed taxonomies to
characterize the scope of DDoS attacks, the characteristics
of the software attack tools used, and the countermeasures
available. These taxonomies illustrate similarities and
patterns in different DDoS attacks and tools, to assist in the
development of more generalized solutions to countering
DDoS attacks, including new derivative attacks. It is
essential, that as the Internet and Internet usage expand,
more comprehensive solutions and countermeasures to
DDoS attacks be developed, verified, and implemented.

5) Distributed Denial of Service Attacks

Felix Lau, Stuart H. Rubin, Michael H. Smith and Ljiljana
TrajkoviC describe [5] Distributed Denial of Service attacks
in the Internet. They were motivated by the widely known
February 2000 distributed attacks on Yahoo!, Amazon.com,
CNN.com, and other major Web sites. A denial of service is
characterized by an explicit attempt by an attacker to
prevent legitimate users from using resources. An attacker
may attempt to: “flood” a network and thus reduce a
legitimate user’s bandwidth, prevent access to a service, or
disrupt service to a specific system or a user. This paper
gives information about methods and techniques used in
denial of service attacks, and list possible defenses. In this
paper, distributed denial of service attack is simulated using
ns-2 network simulator. This paper gives information about
how various queuing algorithms implemented in a network
router perform during an attack, and whether legitimate
users can obtain desired bandwidth. In short, simulation
results indicate that implementing queuing algorithms in
network routers may provide the desired solution in
protecting users in cases of distributed denial of service
attacks.

6) Denial of Service and Distributed Denial of Service
Attacks

Andrim Piskozub describes [6] main types of DoS attacks
which flood victim’s communication channel bandwidth, is
carried out their analysis and are offered methods of
protection from these attacks.

7) A Survey of DDoS Defense Mechanisms

Antonio Challita, Mona El Hassan, Sabine Maalouf and
Adel Zouheiry describe [7] different types of DDoS attacks,
present recent DDoS defense methods as published in
technical papers, and propose a novel approach to counter
DDoS. Based on common defense principles and taking into
account the different types of DDoS attacks, this paper
survey defense methods and classify them according to
several criteria. This paper propose a simple-to-integrate
DDoS victim based defense method, Packet Funneling,
which aims at mitigating an attack’s effect on the victim. In

this approach, heavy traffic is “funneled” before being
passed to its destination node, thus preventing congestion at
the node’s access link and keeping the node on-line. This
method is simple to integrate, requires no collaboration
between nodes, introduces no overhead, and adds slight
delays only in case of heavy network loads. The proposed
packet funneling approach promises to be a suitable means
of coping with DDoS traffic, with easy integration at
minimal cost

8) Framework for Statistical Filtering Against

DDoS Attacks in MANETs Hwee-Xian Tan and Winston K.
G. Seah describes [8] that A DDoS (Distributed Denial-Of-
Service) attack is a distributed, large-scale attempt by
malicious users to flood the victim network with an
enormous number of packets. This exhausts the victim
network of resources such as bandwidth, computing power,
etc. The victim is unable to provide services to its legitimate
clients and network performance is greatly deteriorated.
There are many proposed methods in the literature which
aim to alleviate this problem; such as hop-count filtering,
rate-limiting and statistical filtering. However, most of these
solutions are meant for the wired Internet, and there is little
research efforts on mechanisms against DDoS attacks in
wireless networks such as MANETs. This paper gives
information about the vulnerability of MANETs to DDoS
attacks and provide an overview of statistical filtering,
which is commonly used as a security mechanism against
DDoS attacks in wired networks and then propose a
framework for statistical filtering in MANETs to combat
DDoS attacks. This paper also simulates some DDoS attacks
in MANETs without any filtering mechanisms to explore
and understand the effects of such attacks on the
performance of the network.

9) Defeating Distributed Denial of Service Attacks

Xianjun Geng and Andrew B. Whinston describes [9] that
the notorious, crippling attack on e-commerce’s top
companies in February 2000 and the recurring evidence of
active network scanning a sign of attackers looking for
network weaknesses all over the Internet are harbingers of
future Distributed Denial of Service (DDoS) attacks.They
signify the continued dissemination of the evil daemon
programs that are likely to lead to repeated DDoS attacks in
the foreseeable future. This paper gives information about
network weaknesses that DDoS attacks exploit, the
technological futility of addressing the problem solely at the
local level, potential global solutions, and why global
solutions require an economic incentive framework.

10) On the Effectiveness of DDoS Attacks on Statistical
Filtering

Qiming Li, Ee-Chien Chang and Mun Choon Chan
describes [10] that Distributed Denial of Service (DDoS)
attacks pose a serious threat to service availability of the
victim networkby severely degrading its performance. There
has been significant interest in the use of statistical-based
filtering to defend against and mitigate the effect of DDoS
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attacks. Under this approach, packet statistics are monitored
to classify normal and abnormal behaviour. Under attack,
packets that are classified as abnormal are dropped by the
filter that guards the victim network. This paper gives the
effectiveness of DDoS attacks on such statistical-based
filtering in a general context where the attackers are
“smart”. We first give an optimal policy for the filter when
the statistical behaviours of both the attackers and the filter
are static. Next, this paper considers cases where both the
attacker and the filter can dynamically change their
behavior, possibly depending on the perceived behavior of
the other party. This paper observes that while an adaptive
filter can effectively defend against a static attacker, the
filter can perform much worse if the attacker is more
dynamic than perceived.

IX. CHALLENGES IN MANETS

e MANETs face challenges in secure
communication. For example the resource
constraints on nodes in ad hoc networks limit the
cryptographic measures that are used for secure
messages. Thus it is susceptible to link attacks
ranging from passive eavesdropping to active
impersonation, message replay and message
distortion.

e  Mobile nodes without adequate protection are easy
to compromise. An attacker can listen, modify and
attempt to masquerade all the traffic on the wireless
communication channel as one of the legitimate
node in the network.

e Static configuration may not be adequate for the
dynamically changing topology in terms of security
solution. Various attacks like DoS (Denial of
Service) can easily be launched and flood the
network with spurious routing messages through a
malicious node that gives incorrect updating
information by pretending to be a legitimate change
of routing information.

e Lack of cooperation and constrained capability is
common in wireless MANET which makes
anomalies hard to distinguish from normalcy.

e In general, the wireless MANET is particularly
vulnerable due to its fundamental characteristics of
open medium, dynamic topology, and absence of
central authorities, distribution cooperation and
constrained capability.

X. PROBLEMS DUE TO DoS/DDoS ATTACKS

e A denial-of-service attack (DoS attack) or
distributed denial-of-service attack (DDoS attack)
is an attempt to make a computer resource
unavailable to its intended users.

e  The bandwidth of a router between the Internet and
a LAN may be consumed by DoS, compromising
not only the intended computer, but also the entire
network.

e Slow network performance (opening files or
accessing web sites) due to Distributed Denial of
Service attacks.

e Unavailability of a particular web site due to
Distributed Denial of Service attacks.

e Inability to access any web site due to Distributed
Denial of Service attacks.

e Dramatic increase in the number of spam emails
received due to Distributed Denial of Service
attacks.

Lot of work has to be done to solve these problems as given
in literature survey. But there is no exact solution to these
problems and I will try to detect and prevent DDoS attack.

XI. OBJECTIVES

To measure network performance which include parameters
like first packet received at [s], last packet received at [s],
average end-to-end delay [s], total number of bytes received,
total number of packets received etc.

e Study the effect of Distributed Denial of Service
(DDoS) attacks under different attack intensities,
different number of attackers and different node
mobilities.

¢ To measure impact of Distributed Denial of Service
(DDoS) attacks on network performance.

e Detection of Distributed Denial of Service attacks
in Mobile Ad-hoc Network.

e Prevention of Distributed Denial of Service attacks

in Mobile Ad-hoc Network using defense
techniques.
e Analysis of the effectiveness of the prevention
techniques.
XIl.  CONCLUSION

Introductory of future plan,

e  Used to improve Network Performance.

e Used to improve wireless network efficiency.

e Provide better security to the intended user.

e Solve the problems of bandwidth depletion and
resource depletion.

e Helps in providing network resource such as a
website, web service, or computer system to the
legitimate users.
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Abstract- The aim of this research is to present the possible
using of XML and RDF in developing the concept of Semantic
Web. It is provide a brief introduction to the Semantic Web
and defines related terms, in addition to discuss the optimize
method to describe web contents using both XML and RDF.
However, there have been different work dealing with the same
issue, but our approach is more intended to deal with semantic
information and produce different standard format. The
approach focus on developing a simulate web search engine to
describe and emphasize whether to deploy XML or RDF in
web search.
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I. INTRODUCTION

He future and present generation of the Web is often
characterized as the “Semantic Web" the concept
emphasis that the information will no longer only be
intended for human readers, but also for processing by
machines, enabling intelligent information services,
personalized Web-sites, and semantically empowered
search-engines. The Semantic Web requires interoperability
on the semantic level as well as semantic interoperability
requires standards not only for the syntactic form of
documents, but also for the semantic content. Proposals
aiming at semantic interoperability are the results of recent
W3C standardization efforts, notably Extensible Markup
Language (XML)/XML Schema and Resource Description
Framework (RDF)/RDF Schema (RDFS) [1].W3C standard
document format for writing and exchanging information on
the Web emphasis that XML is mostly concerned with
syntax that does not make sense without semantics, and
many recent activities aim at adding more semantic
capabilities to XML(s.Decker ets 2000).However, RDF is
mostly concerned about semantics which is not very useful
in a computer system without syntax, and many recent
activities aim at providing a syntactic grounding for RDF. In
particular, the research introduce positive impact of using
RDF instead of XML through the concept “Semantic Web”
, with the knowledge that many of the researches
demonstrated preference RDF for the many reasons which
include simplicity, abstract syntax , and providing a data
model.
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II. BAckGrOUND

Theoretically, many of the researches demonstrated
preference RDF rather than XML for following reasons
(s.Decker ets 2000):

e The main advantage of RDF over the basic XML is
its simplicity. Unlike the order of elements in
XML, the order of RDF properties does not matter.
RDF offers a very appealing and flexible solution
to any web designer.

e RDF has an abstract syntax that reflects a simple
graph-based data model, and formal semantics with
a rigorously defined notion of entailment providing
a basis for well founded deductions in RDF data.

¢ XML and RDF are the current standards for
establishing semantic interoperability on the Web,
but XML addresses only document structure. RDF
better facilitates interoperation because it provides
a data model that can be extended to address
sophisticated ontology representation techniques
(s.Decker ets 2001).

In Fact, many of these advantages are theoretically
described and does not have a clear measure with the
concept Semantic web , furthermore those advantages were
build on with the assumption of the features of the both
languages XML and RDF ,in addition, the impact of using
RDF rather than XML is not measurable specially through
the concept of semantic web. Actually, there have been
different previous works dealing with similar problems.
However, our proposal is more intended to deal with
Semantic information and produce different standard
formats. In particular, our main goal is to define the
appropriate elements to develop a semantic web using both
XML and RDF. Our approach achieve by developing a
simulated web search engine to describe and  emphasizes
the positive role of using RDF rather than XML in web
search.

I11. RESOURCES AND METHODOLOGY OF THE
RESEARCH

Currently most of the Web content is suitable for human
use. Furthermore the typical uses of the Web today are
information seeking, publishing, and using, searching for
people and products, shopping, reviewing catalogues. But,
today’s Web search face many Limitations summarized as
(Payam Barnaghi 2008):
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The Web search results are high recall, low precision.

Results are highly sensitive to vocabulary.

Results are single Web page.

Most of the publishing contents are not structured to

allow logical reasoning and query answering.
HTML is the language used to display graphics and text, but
the contents describes cannot be processed by the machine.
The semantic web is a tool to address this issue by
introducing XML (extensible markup language), RDF
(resource description framework), RDFS (RDF Schema) and
OWL (web ontology language) to describe web contents
that enable automated information access.
Initial work in this field of research is carried out by
introducing the objectives of the research that will be
achieve by developing application file system that offer
specifically suited search and processing methods for given
address file .In detail each file would contain information
that describes common biography of apple. Deeply, results
would have contextual analysis of the represented
information and knowledge. However these aims should be
addressed by the following steps:

e Develop two separate XML files contains common
biography of apple. Typically, the property of the root
apple consists of hotel, restaurant, hardware, and
fruit. In addition, both files would contains
information ~ which represents ~ summarize
descriptions of the web contents .the structure of the
first file shown in (fig. 1) where used to restore the
data of apple with the categories elements defined as
classification , name , and address. While the second
file shown in (fig. 2) organized elements with name
given as hotel, restaurant, hardware, and fruit. In fact,
both files would present same information with
different document structure.

Fig. 1. XML source code and schema for the first file

Fig. 2. XML source code and schema for the second file

e Develop java script files used to retrieve data from
both XML and RDF file and display the results in
web pages format.

e In order to complete the idea about our
application’s capabilities we present RDF file
depicted in (fig. 3) to restore the same information
described in XML files.

Fig. 3. RDF source code

As mentioned, our application process is based on the
concept of Information Retrieval , where a structured
XML file and RDF are used as input, and where the result is
a presentation document in HTML format with using of the
transformation language java script.

IV. RESULTS OF RESEARCH

The following part of our research examines and describes
the output that has shown after the process of search using
the input which representing XML and RDF files.
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o  Why not XML

The wise of develop two different structures XML files is
attempt to answer the question: Is the web search limitation
is a result of using XML in describing web content? Or if
we think more in XML we can gain better results?
Although, we used the two different structure XML files,
mostly we found UN satisfactions results. The UN
satisfactions results appear through a single result only or
the Web search results are high recall

a) Single result

When uncompleted or the information is missed as a process
of any search the impression of UN certainly and UN
satisfaction of the process of the search would express.

On the one hand the information is available; on the other
hand complete information is not displayed. Using of our
developed simulated web search engine, we attempt to reach
to specific information about APPLE RESTAURANT
meaning that we need information about restaurant related
to apple. According to that the equation assumed to be
(word_search="APPLE RESTAURANT"). Surprisingly,
the result shown in (fig. 4) is totally uncompleted since there
is more information that contains the word search.

Fig.4. Single result displayed

Despite the fact that there are more results described APPLE
RESTAURANT, but the result displayed show that this is
the only information that is available. Essentially, we refer
such of these results to the structure of XML which face
Some of the problems with using attributes, XML Attributes
are difficult to read and maintain, in addition it cannot
contain multiple values as well as it cannot contain tree
structures .those facts allow us to use elements for data and
use attributes for information that is not relevant to the data.
In other words XML is not support the idea that the attribute
used to describe the element which allows us to give more
information about each element and then specifically reach
to a target element. Even using the two XML files
described; the result is closely, Thus because XML structure

enforce the element to be isolate from it description. In fact
mostly we found this drawback result in many of library and
bookshop web sites. For example unless typing the same
book name, we wouldn’t get a target result.Basically, we
may refer the limitation search to the extremely using of
XML in developing of library and bookshop web sites.

b) High recall results

The drawback characteristic of using attributes in XML
described may cause another web search limitation
represented in displaying many of the results that are not
related to the target search. In our developed simulated web
search engine we need to reach to the specific information
about “Apple Hotel In the world “. Originally, the word
search follow classification “Hotel”, user expect to only get
a fully information about Hotels in the world. In fact the
results appear in (fig. 5) show information about Foods,
Hardware, Restaurants and Hotels that may dispersal the
user.

Fig.5. Many results displayed

Because we don’t specify to each element it description so
we couldn’t specify a target word search. In other words the
limitation appeared is a result of XML couldn’t assign
attribute to the element?

e  WhyRDF

As recognizable, XML itself is not concerned with meaning;
however the standard of XML doesn’t indicate how to
derive a fact from a document. In fact XML documents are
not useful for understandable but display documents.

RDF provides some basic level of meaning particularly,
RDF is designed to represent knowledge in a distributed
world, means RDF is particularly concerned with
meaning.The second key aspect of RDF is that it works well
for distributed information by establishing some
relationships between documents that allow RDF
applications files to put together .It does this in two ways,
first by linking documents together by the common
vocabularies they use, and second by allowing any
document to use any vocabulary
(http://www .rdfabout.com/intro/). Insider structure, RDF has
XML syntax, consist of triples or sentences it consists of a
resources, a property, and a value. In other sequence Object
-> Attribute-> Value triples. Every resource has a URI
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which can be a URL (a web address) or a some other kind of
identifier; the Properties which are special kind of
resources; used to describe relations between resources; and
lastly Statements that is an object-attribute-value triple
[9].Back to our developed simulated web search engine,
according to (fig. 6) we convert part of XML file into RDF
with the same given information.

Fig.6. Graphical presentation of RDF file

Notable, we can easy reach to a particular and fully
information depending on target word. for example if we
looking to word search “APPLE RESTAURANT” then the
result appear will contain only all the information describe
"APPLE RESTAURANT "

V.  CONCLUSIONS

XML is mostly concerned with syntax that does not make
sense without semantics and can specify the structure of
documents, not the meaning of the document contents
.While Resource Description Framework (RDF) provides a
standard for describing resources on the Web which gets us
into metadata (data about data) and that is where things start
getting particularly Semantic and exponentially more
exciting.

VI REFERENCES

1) Stefan Decker, Frank van Harmelen, Jeen
Broekstra,Michael Erdmann, Dieter Fensel, Ian
Horrocks , Michel Klein & Sergey Melnik. (2001).
The Semantic Web - on the respective roles of
XML and RDF, 13, 44, 53231.

2) Stefan Decker, Sergey Melnik, Frank Van
Harmelen, Dieter Fensel, Michel Klein, Jeen
Broekstra, Michael Erdmann & Ian Horrocks.
(2000, Sep./Oct.). The Semantic Web: The Roles of
XML and RDF, IEEE Internet Computing, vol.
4(5), pp. 63-74.

3) Martha M. Yee, (2009, June). Can Bibliographic
Data be Put Directly onto the Semantic Web?
Information Technology and Libraries, University
of California.

4) Enrique Chavarriaga & José A. Maciac. (2009). A
model-driven approach to building modern
Semantic Web-Based User Interfaces, Elsevier Ltd.

5)

6)

7)

8)

9)

Nazaraf Shah, Chen-Fang Tsail, Milko Marinov2,
Joshua Cooper3, Pavel Vitliemov4 & Kuo-Ming
Chao.( 2009) Ontological On-line Analytical
Processing for Integrating Energy Sensor Data”,
IETE Technical Review, Vol 26(5).

Jorge Martinez-Gil, Enrique Alba & Jos e F.
Aldana-Montes. Optimizing Ontology Alignments
by Using Genetic Algorithms , Boulevard Louis
Pasteur s/n 29071 M_alaga (Spain) .

Payam .M. Barnaghi. (2007, April) Automatic
Hypermedia Presentation Generation System,
University of Malaya.

Payam Barnaghi. (2008). Introduction to the
Semantic Web the University of Nottingham,
Malaysia Campus.

W3C  Semantic = Web.
http://www.w3.0rg/2001/sw/
http://'www.w3.org/TR/rdf-concepts/

Retrieved from:



Global Journal of Computer Science and Technology ‘ Vol. 10 Issue 15 (Ver. 1.0) December 2010 P age | 27

Metrics and Heuristics in Software Engineering

Rakesh Kumar', Deepali Gupta®

Abstract- Heuristics plays an important role in software
development and are widely used to provide a link between
design principles and software measurement. They offer
insightful information based upon experience that is known to
work in practice. Heuristics are not meant to be exact; in fact,
they derive their benefits from this imprecision by providing
an informal guide to good and bad practices. They provide a
means by which knowledge and experience can be delivered
from the expert to the novice. The paper is set out to bring
techniques for building maintainable object oriented software
closer to the developer in the form of design heuristics.
Heuristics document common design problems that developers
encounter during software development. Some heuristics in
software engineering can be expressed in high-level abstract
terms while others are more specific. The heuristic catalogue
provides a comprehensive reference point for both novice and
expert developers to apply well-documented techniques for
building maintainable software.

Keywords- Heuristics, OO Design, Metrics,
Engineering and software metrics.

Software

L INTRODUCTION

oftware engineering is the systematic collection of

decades of programming experience together with the
innovations made by researchers towards developing high
quality software in a cost effective manner. In other words,
software engineering is a systematic & cost effective
approach to develop software. The basic objective of
software engineering is to develop methods for developing
software that can scale up & can be used to consistently
develop high quality software at low cost. The
improvements to software engineering over the last four
decades have indeed been remarkable. Notable changes
have occurred in software from error correction to error
prevention. Now there are several development activities
apart from coding like design, testing & maintenance. A lot
of effort is now paid to requirements specification. Periodic
reviews, testing, documentation, software project
management are carried out during all stages of software
development process. Software engineering has traditionally
been an expensive and time-intensive process. Object-
oriented analysis and design is the principal industry-proven
methodology that answers the call for a more cost-effective,
faster way to develop software and systems [6]. The basic
design behind OOD is fundamentally different from the
paradigm of function oriented design. In Object Oriented
Design, data and operations are considered
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together, where as in case of function oriented approach the
two are kept separate.Hence, OO design is one where the
final system is represented in terms of object classes,
relationships between objects and relationships between
classes. An object is an instance of a class & has state,
behaviour and identity. Key features of OOD are
inheritance, information hiding, encapsulation,
polymorphism, low coupling, high cohesion and
modularity. A key element in software process is
measurement. Software engineering, by is nature, is a
quantitative discipline. Within the software engineering
context a measure provides a quantitative indication of the
extent, amount, dimension, capacity or size of some attribute
of a product or process. Measurement is the act of
determining a measure. The IEEE standard glossary [2]
defines metric as “a quantitative measure of the degree to
which a system, component, or process processes a given
attribute”. Software metrics provide a quantitative way to
assess the quality of internal product attributes, there by
enabling a software engineer to assess quality before the
product is built. Metrics provide the insight necessary to
create effective analysis and design models, solid code, and
thorough tests.

There are set of attributes [1] defined that should be
encompassed by effective software metrics. These are: -

1. Simple and computable: - It should be relatively
easy to learn how to derive the metric and its
computation should not demand inordinate effort
and time.

2. Empirically and intuitively persuasive: - The
metric should satisfy engineer’s intuitive notions
about the product attribute under consideration.

3. Consistent and objective: - The metric should
always yield results that are unambiguous.

4. Consistent in the use of units and dimensions: -
The mathematical computation used should be
consistent in the use of units and dimensions.

5. Programming language independent: - Metric
should be based on analysis model, design model,
or the structure of the program itself.

6. An effective mechanism for high quality
feedback: - Metric should lead to higher quality
end product.

II. OBJECTIVES

The aim of Object Oriented (OO) Metrics is to predict the
quality of the object oriented software products. Various
attributes, which determine the quality of the software,
include maintainability, defect density, fault proneness,
normalized rework, understandability, reusability etc.Object
Oriented (OO) Metrics are required because in OO code,
complexity lies in interaction between objects, a large
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portion of code is declarative, OO models real life objects:
classes, objects, inheritance, encapsulation, message
passing.  Software metrics helps to improve software
process and its product. The use of object oriented software
development techniques introduces new elements to
software complexity both in software development process
and in the final product [8].Our research investigates ways
to help designers with the task of understanding, evaluating
and improving their software products. While we view the
art of design and the judgments of how to apply heuristics as
beyond the reach of current technology, we argue that tools
can provide valuable information to assist the designer with
these judgments. OOD heuristics encapsulate software
problems and their solutions in supporting an informal
approach to design evaluation. Software design and
development involves a range of practices with varying
levels of formality: examples include formal methods,
coding styles, design patterns and test-driven development.
The common goal is the production of high quality
software.However, quality is a concept that can not be
measured directly. In order to measure and understand
quality, it is necessary to relate it to measurable quantities.
The field of software metrics deals with the identification of
meaningful quantitative measures of specific properties of
software.Heuristics enable a softer model to be constructed
in order to obtain a more holistic and subjective, view of
quality. This potentially places a greater burden on the
developers who must interpret this view since it consists of
potentially conflicting indicators with varying degrees of
precision and relevance. Heuristics may occur as individual
pieces of developers’ or may be presented as a suite
covering multiple aspects of software development.

111 HEURISTICS IN SOFTWARE ENGINEERING

Everyday in our life, we do make the use of heuristic to
solve the problem and software engineering is not an
exception. In the past also we are seeing the use of some
metric based heuristics in design and development of the
software. For example, if the number of parameters in a
function is more than five gives impression that module may
not be having function cohesion. The heuristics are not
written as hard and fast rules; they are meant to serve as
warning mechanisms which allow the flexibility of ignoring
the heuristic as necessary. Use of heuristics in modern OO
software engineering has also been observed. Design is a
difficult task because it involves finding compromises
between conflicting pressures, cost and reliability. Designers
must find ways to provide specific capabilities required by
stakeholders, while attaining sufficient quality in emergent
properties such as usability, efficiency, and flexibility.
Software designers aim to satisfy the expectations of
stakeholders by meeting functional and non-functional
requirements.But in order to make this possible, they must
first address the needs of the software developers
themselves. Keeping the complexity of the design in check
is foremost among these. Object-orientation (OO) allows
software to be structured in a way that helps to manage
complexity and change. However, as software reuse

practitioners have discovered, realizing the benefits of OO is
not straightforward. Competence with the mechanisms of
classes and objects, attributes and methods, inheritance and
polymorphism is far from sufficient to ensure successful
designs.Metric-based heuristic framework is used to detect
and locate object-oriented design flaws from the source code
[7]. It is accomplished by evaluating design quality of an
object-oriented system through quantifying deviations from
good design heuristics and principles.Classes and Objects
are the Building Blocks of the Object-Oriented Paradigm.
Some of the heuristics proposed by Riel [3] are listed in
Table 1 as follows:

Sno. | Heuristics

1 All data should be hidden within its class.

2 Users of a class must be dependent on its
public interface, but a class should not be
dependent on its users.

3 Minimize the number of messages in the
protocol of a class.

4 Implement a minimal public interface that all
classes understand.

5 Do not put implementation details such as

common-code private functions into the public
interface of a class.

6 Do not clutter the public interface of a class
with things that users of that class are not able
to use or are not interested in using.

7 A class should only use operations in the public
interface of another class or has nothing to do
with that class.

8 A class should capture one and only one key
abstraction.

9 Keep related data and behavior in one place.

10 Spin off non related information into another
class (i.e., non communicating behavior).

11 Be sure the abstractions that you model are
classes and not simply the roles objects play.

Table 1. List of heuristics proposed by Riel.

Riel [3] documents 61 "golden rules" for OO design, while
Fowler and Beck describe 22 code smells [4]. Smells evokes
a subjective, subtle process of perceiving something about a
design. Beck and Fowler noted that code smells do not lend
themselves to automatic quantification [4]. The designer
must form an impression of the net product of many factors
at work in the design. This requires judgment and insight
beyond the capabilities of simple automata. A notable
characteristic of design patterns is that they often break
rules. For example, the Composite pattern advocates the use
of methods that are overridden to do nothing, contrary to a
common maxim, expressed by Riel’s heuristic as “It should
be illegal for a derived class to override a base class method
with a NOP method, i.e. a method which does nothing.”
However, the Gang of Four chose to break this rule
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deliberately, in their words preferring transparency over
safety. Many similar examples of conflicting forces can be
found. Some conflicts are so pervasive that they apply to
nearly all design situations. Separation of concerns, for
example, encourages decoupling portions of a design, while
another heuristics, “Keep related data and behavior in one
place” often suggests the opposite. Even within an organized
set of heuristics, conflicts occur. One heuristic says
“Theoretically, inheritance hierarchies should be deep, i.e.
the deeper the better”, while another adds the qualification
that “In practice, inheritance hierarchies should be no deeper
than an average person can keep in his or her short-term
memory. A popular value for this depth is six”. Heuristics
are a valuable tool for identifying design forces (whether
conflicting or not) and evaluating design quality, but their
application is not straightforward for many reasons [5], such
as:

Lack of consensus on which heuristics should be
adopted: Some conflicting heuristics usefully illuminate
matters of concern to the designer. Other conflicts, however,
reflect differing design philosophies, and a particular
designer is likely to be interested only in one side of the
debate. Many of the tenets arising from software reuse
culture, for example, are in opposition to more recent
refactoring and agile methods approaches. The open/closed
principle, for example, encourages anticipation of future
needs by making the design open for extension (reusable),
but without requiring modification of existing code;
refactoring culture discourages anticipation of future needs
and prefers modifying existing code when necessary. This
cultural difference might show up in unexpected ways, such
as a stronger preference for small methods in the reuse
culture, so that methods constitute small overridable units.
Nebulous definitions: One heuristic, for example, says “A
class should capture one and only one key abstraction”, but
rigorously specifying the meaning of “key abstraction” is
problematic. Similarly, heuristic “Model the real world
whenever possible”, is only as firm as our grip on reality.
Subjectivity and calibration: Code smells require the
designer to judge when some intangible threshold has been
crossed. The “large class smell”, “lazy class smell” and
“long method smell” are obvious examples where different
standards might apply. The relative importance of
conflicting heuristics is also dependent on the value system
of the designer. If breaking up a large class produces a lazy
class, is the result better?

Interpretation in different contexts: Many heuristics are
expressed abstractly, in order to apply to any OO design. It
may be necessary, however, to adapt a heuristic to local
conditions. For example, when deciding if an inheritance
hierarchy is too deep, should the root class be counted in
programming languages that enforces a single root? Or, in
an organisation that has adopted a refactoring approach to
software development, how much emphasis should be
placed on a heuristic motivated by software reuse, such as
heuristic “All base classes should be abstract classes”?
Diverse levels of abstraction. Some heuristics can be
interpreted at different levels. For example, “All data should

be hidden within its class”, might be viewed as a syntactic
restriction make attributes private or as a semantic one,
which might also discourage the use of getters. A “long
method smell” could be detected at a lexical level by
counting lines of code, at a syntactic level by counting
statements and expressions, at a language semantic level by
counting method invocations, collaborators, etc, or at a
problem-domain semantic level by gauging the conceptual
size of the method.

Information overload: Heuristics are intended to help
software engineers manage the complexity of software, but
injudicious application of heuristics could compound the
problem.

Acquiring relevant data and relating it to heuristics:
Many heuristics require substantial data gathering. Heuristic
“Minimize fan-out in a class” and another “Most of the
methods defined on a class should be using most of the data
members most of the time” are examples. Additionally, the
correspondence between available information and
heuristics is not always clear.These issues, and the inherent
fuzziness of heuristics, make automated support of
heuristics difficult. In consequence, designers usually must
gauge the quality of their products without assistance from
tools. The designer builds a mental model of the software,
and evaluates, according to a subjective, and perhaps even
subconscious, process that is likely to be informed by
heuristics, but may explicitly apply few.

Iv. CONCLUSION

One of the mature engineering disciplines is the ability of its
practitioners to quantify the quality of a product that is the
ability to establish metrics. The use of metrics can be a
valuable aid in understanding the effect of actions that are
implemented for improving the software development
process. The metrics provide visibility and control for the
complex software development process, and therefore they
are valuable for providing guidance on improving the
software  development process, and for meeting
organizational goals to improve software quality and
productivity. This causes new requirements for software
metrics. While some of the traditional metrics can be used,
new metrics must be introduced. The introduction of object-
oriented (OO) methods to software development has
changed the process of building and managing software in a
profound way.Quality of software is increasingly important
and testing related issues are becoming crucial for software.
Although there is diversity in the definition of software
quality, it is widely accepted that a project with many
defects lacks quality. Methodologies and techniques for
predicting the testing effort, monitoring process costs, and
measuring results can help in increasing efficiency of
software testing. Prediction of fault-prone modules supports
software quality engineering through improved scheduling
and project control. It is a key step towards steering the
software testing and improving the effectiveness of the
whole process In order to measure and understand quality, it
is necessary to relate it to measurable quantities. Heuristics
provide a link between sets of abstract design principles and
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quantitative software metrics. They are an important part of
software design and are becoming more widely used.
Effective visualization of heuristics includes quantitative,
qualitative and ambient aspects. Visualisation of heuristics
provides many challenges. Heuristics are likely to be studied
both individually and in comparison with others.The
researchers are not primarily concerned with the relevance
or validity of individual heuristics: the main focus is on their
evaluation and interpretation. Our work is intended to
provide the basis for an exploratory framework in which
heuristics may be postulated, explored and managed.
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Abstract- In this paper, a new transformation is generated from
a three variable Boolean function 3, which is used to produce a
self-similar fractal pattern of dimension 1.58. This very fractal
pattern is used to reconstruct the whole structural position of
resources in wireless CDMA network. This reconstruction
minimizes the number of resources in the network and so
naturally network consumption costs are getting reduced. Now
-a -days resource controlling and cost minimization are still a
severe problem in wireless CDMA network. To overcome this
problem fractal pattern produced in our research provides a
complete solution of structural position of resources in this
Wireless CDMA Network.

Keywords- Boolean functions, Level of Boolean function,
Fractal Pattern, Wireless CDMA Networks, BTS, Wireless
Network Port.

L. INTRODUCTION

three variable Boolean function is used to generate the

fractal pattern for the implementation of Wireless
CDMA Network. More precisely, one transformation is
generated from the three variable Boolean function named
as 3 (named according to the Wolfram naming conventions
[2]) which can produce the self-similar fractal pattern in a
significant manner of increasing the level of Boolean
function. In papers [1], [2] we have explored an application
in the formation of self- similar and chaotic fractal
formations, using one transformation named as ,,Cary Value
Transformation’ (CVT). In this paper, we have explored the
algebraic beauties of the newly generated function and their
application towards wireless communication problem
basically on Wireless Code-Division-Multiple-Access
(CDMA) network. It is to be noted that we have generated
the fractals using a computational program written in C
language and the compiler version is Borland C -3.0 by the
newly defined transformation from the Boolean function 3.
At first, we have generated one square matrix using the
defined transformation as obtained in [1], and then we got
the fractal using the matrix entities. The Wireless CDMA
Network is designed based on the above generated fractal
pattern. The recourses of the wireless CDMA Network if
placed in the fractal pattern then the efficiency and
effectiveness would be enhanced on the basis of design and
maintenance cost. Interestingly, the services into this
designed network are uniformly distributed.
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II. REVIEW OF EARLIER WORKS AND FUNDAMENTAL
CONCEPTS

In paper [3], resource allocation for the purpose of energy
efficiency has been explored, but in this paper with the help
of fractal geometry we implement the designing of the
positional structure of resources in wireless CDMA
network. Let us first warm up ourselves with some
fundamentals, which are related to the current paper.

1) Boolean Function

A Boolean function f (X1,X2,,X3,X4......... Xy)variables is
defined as a mapping from {0,1} " into {0,1} . It is also
interpreted as the output column of its truth table f which is
a binary string of length 2" . For n -variables the number of
Boolean functions is 2" and each Boolean function is
denoted as fi" known as the function number R (also
interpreted as rule number R), of n -variable. Here R is the
decimal equivalent of the binary sequence (starting from
bottom to top, with top is the LSB) of the function in the
Truth Table, and numbering scheme is proposed by
Wolfram and popularly known as Wolframs naming
convention.

2) Fractal Pattern

The pattern, which reserves a fractional real number, as its
fractal dimension is known as Fractal pattern. Here we use
the similarity dimension as a fractal dimension. The
similarity dimension is defined as follows
For a self-similar pattern, there is a relation between the
scaling factor ,,S’ and the number of pieces ‘N’ into which
the pattern can be divided and that relation is
N = 1/SP this relation can be equivalently written

D =log N/log (1/S).
This ,D’ is called fractional dimension or fractal dimension
(self-similarity dimension).

3) BITS (Base Transceiver Station)

A base transceiver station or cell site (BTS) is a piece of
equipment that facilitates wireless communication between
user equipment (UE) and a network. UEs are devices like
mobile phones (handsets), WLL phones, computers with
wireless internet connectivity, WiFi and WiMAX gadgets
etc. The network can be that of any of the wireless
communication technologies like GSM, CDMA, WLL,
WAN, WiFi, WIMAX etc. BTS is also referred to as the
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radio base station (RBS), node B (in 3G Networks) or,
simply, the base station (BS).

4) Wireless Network Port

Wireless Network ports are the points that contains the
device to emit web to provide users uninterrupted network,
it may be compared with the BTS(Base Transceiver Station
) of the mobile communication

5) Why. Wireless CDMA Network

There are several wireless networks like TDMA(Time
Division Multiple Access), FDMA(Frequency Division
Multiple  Access),CDMA(Code  Division = Multiple
Access).In FDMA the available bandwidth is divided into
frequency bands, that means each station is allocated to
send its data. In TDMA each station share the bandwidth of
the channel in time , each station is allocated a time slot
during which it can send data. In both (FDMA & TDMA)
case a switching technique is required to provide the
network service to the station. CDMA(Code Division
multiple Access) Network is a third-generation (3QG)
wireless communications and it is a form of multiplexing,
which allows numerous signals to occupy a single
transmission channel, optimizing the use of available
bandwidth. The technology is used in ultra-high-frequency
(UHF) cellular telephone systems in the range from 800-
MHz to 1.9-GHz. In CDMA one channel carries all
transmissions simultaneously where channel means a
common path between sender and receiver [4]. CDMA
simply means communications with different codes. Let us
assume we have three stations namely station-1, station-2
and station-3 are connected with the same channel The data
from station-1 is dl, from station-2 is d2 and so on are
allocated for each station. Each station have to be assigned
also a particular code e.g. cl,c2 and so on. The data carried
out by the channel is the sum of the
terms(dl.c1,d2.c2,d3.c3...), that means the data in the
channel at any instant time is the sum of the values of
dl.cl,d2.¢2,d3.c3 and so. Any station wants to receive the
data that is sent from the other station ,have to multiply the
data on the channel by the code of the sender. That means
here is no time delay for transmission of data like any others
wireless communication. In case of CDMA there is no such
switching technique is required to provide the network
service. So the implementation of CDMA wireless network
by the model of fractal pattern is possible in practically to
provide the network services among the stations.

6) Carry Value transformation (CVT)

In [1] we have defined a new transformation named as CVT
and shown its use in the formation of fractals.If and are two
n-bit strings then is an (n+1) bit string, belonging to the set
of non-negative integers, and can be computed bit wise by
logical AND operation followed by a 0.Conceptually, CVT
in binary number system is same as performing the bit wise
XOR operation of the operands (ignoring the carry-in of
each stage from the previous stage) and simultaneously the
bit wise ANDing of the operands to get a string of carry-

bits, the latter string is padded with a ‘0’ on the right to
signify that there is no carry-in to the LSB (the overflow bit
of this ANDing being always ,,0” is simply ignored).
Example:Consider the CVT of the numbers (13)10 =
(1101)2 and (14)10 = (1110)2. Both are 4-bit numbers. The
carry value is computed as follows:

Carry:11000

Augend: 1101

Addend: 1110

XOR: 0011

Carry genereted in ith column saved in (i-1)th column

In the above example, bit wise XOR gives (0011)2 = (3)10
and bit wise ANDing followed by zero-padding gives
(11000)2 = (24)10. Thus and equivalently in decimal
notation one can write . In the next section, a new notion of
CVT named as Level Sensitive Carry Value Transformation
is discussed.

I11. LEVEL SENSITIVE CARRY VALUE
TRANSFORMATION

The Level Sensitive Carry Value Transformation is defined

on the domain (ZxZxN) and it maps to Z. e. In other words,

LSCVT is a mapping from ZxZxN->Z where Z is set of

non-negative integers and N is the set of all natural number .

Here we have considered Boolean function 3 and firstly the

the decimal number ,,3’ is converted to it’s binary form then

the corresponding binary values are assigned according to
the functional values of the truth table of a three variable

Boolean function. For Boolean function 3 the functional

values of the truth table are assigned to the corresponding

binary values of 3.

Function
1(0,0,0)
(0,0,1)
£(0,1,0)
(0,1,1)
£(1,0,0)
(1,0,1)
(1,1,0)
f(1,1,1)

Now the binary values of the corresponding any number in a

matrix are

7zl - the binary form of Z1
72 - the binary form of Z2
N the binary form of N

The corresponding functional value from the above truth
table.
Example:-
Z1=4,72=5,N=4
Then the corresponding binary values are

R 100
L p— 101
4 100

010
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So the decimal value of the corresponding binary value is 2.
Thus LSCVT(100,101,100) = 010 and equivalently in
decimal notation it can be written LSCVT(4,5,4) = 2.

V. (GENERATION OF SELF-SIMILAR FRACTAL PATTERN
USING LSCVT

A matrix is constructed that contains only the carry values
(or even terms) defined above between all possible integers
a’s, b’s and c¢’s are arranged in an ascending order of x, y
and z-axis respectively. We observe some interesting
patterns in the matrix. We would like to make it clear how
the matrix is constructed

Step 1: Arrange all integers 0,1,2,3,4 ...(as long as we want)
in ascending order and place it in three axis(x,y,z) in the
matrix.

Step 2: Compute LSCVT (ab,c) for ¢ =1,2,3...using
Boolean function 3 of three variable and store it in decimal
form at (a,b,c) position.

Step 3: Then we notice on the pattern of value ,0’ and we
have made it a specific color (green) and the other values
except ,0’ also made a specific color (red) in the matrix. The
pattern made by ‘0’ in the matrix shown as a fractal
(describe in figure -1below).

F=4ta7
0123 4 5 6 7T X
o7 & 5 4 3 2 1 0
16 6 4 4 2 2 0 0
25 4 5 4 1 0 1 0
34 4044 0 0 0 0
43 2 10 3 2 1 0
sk 200 2 2 0 0
61 0010 1 0 1 0
700 00 0 0 0 0
L J

Figure-1Fractal formation in a matrix
Here Y represents the row of the matrix, X represents the
Column and Z represents the level of the matrix. For an
example, the positional decimal value of the matrix in the
position (6,4 ,4) is 1. For Boolean function 3 the functional
values of the truth table are assigned to the corresponding
binary values of 3.

Function = -------------- Value
f0,0,00 - 1.
f(0,0,1) - 1.
£(0,1,0)0 - 0.
f(0,1,1) - 0.
£(1,0,00 - 0.
f(1,0,1) - 0.
f(1,1,0) - 0.
f(1,1,1) - 0.

Now the binary values of the corresponding positional
number in the matrix are

[ — 110
Y/ — 100
Y/ — 100

So the decimal value of 001 is 1. In this way the total
posional values are calculated in the matrix

1) Observation

We have observed the matrix and also found some
interesting fractal pattern in  specific level wise(level
0,1,2...,). We also consider the level of the Boolean
function upto 255 from 0.and consider the level in a
signifant of manner ,e.g. from level 0 to 1, from level 2 to
3,from level 4 to 7,from level 8 to 15, from level 16 to 31,
from level 32 to 63, from level 64 to 127, from level 128 to
255.1. From level (Z) 0 to 1 :- In this two level if we
consider a 2x2 square matrix the following result is
obtained:-At level 0 a square matrix is found which is
formed by only 0 entities and at level 1 a square matrix is
also found formed by 0 and 1 entities.The basic structure
of the pattern of the square matrix at level 0 is below:-

Z=0
v\\ID 1 =X
(o o
1{0 O
v

Figure-2 Formation of Euclidean geometry by
the element 0
In this square matrix all combination is formed by 0 The
basic structure of the pattern of the square matrix in level
(Z) 1 as bellow-

Z=1
0 1 X
01 ]
1[0 0
v

Figure-3 Formation of Fractal by the element 0

This is also a square matrix formed by 1 and 0. The pattern
which is formed by 0 is symmetric to a right angle triangle
In this level(z=1) if we calculate a 4x4 matrix ,then we can
not get fractal pattern formed by matrix entities .of 0. The
pattern is given below in the matrix:-

Z =203
gn 1 2 3

= &
iz 2 0 0
1t 0 1 0
30 0 0 0

TY

Figure- 4 Formation of Fractal by the element 0
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In this level if we also calculate 8x8 matrix, then we can not
get the fractal pattern formed by 0 of the matrix . The
pattern is given below:-

7=2t03
01 23 4 5 6 7 X
o3 2t 0 3 2 1 o
2 2000 2 2 0 0
1001t 001 0 10
3o 000 0 0 0 0
43 2 10 3 2 1 0
si2 200 2 2 0 0
g1 0 1 0 1 0 1 0
o 0o 0 0 0 0 O 0
¥

"L?

Figure-5 Formation of Euclidean geometry by the element 0
3. From level 4 to 7 :- In this four levels if we consider
a 8x8 square matrix ,then at all levels (e.g. 4,5,6,7 )the same
basic fractal pattern formed by the 0 entities of the square
matrix of level 2 to 3 is repeated and also regenerated ,The
pattern is given below:-

F=4ta T

=l

5

-

-Jmu-l-amer:-/'
=]

(=T O R WS R S TR

(== S R S G SN . .- [
(=Tl — T E N E 1) [
(=T — T — N — [ S S e [FE]
(=T S R W — BTy G R PR F SN
[=JE =T N SR O] [
(= — Nl = = e =]

(==l = = = = = [ = =]

i
Figure -6 Formation of Fractal by the element 0
4.From level 8 to 15 :- In this levels if we consider 16x16
square matrix, at all levels ( e.g. 8,9,..15 levels) the same
basic pattern formed by O entities of the square matrix of
level 4 to 7 is repeated and regenerated upto level 15

I=8to 15
012343536780101112131415
Ol15141312111098 76 54 3 2 1 0
1141412121010 886 6 4 4 2 20 0
213121312 8 83 4534 1 010
JjI212121288 g g4 444 0000
41109 811109 83210 3 210
0108 81010 8 82200 2 200
6@ 8 %863 9 810101 010
718 88 8888 2000O0CO0COCOO0
3763432 1 07634 3 210
oK 64422 006644 2 200
Wi 434101 054541010
ITdg 44400004442 0000
REp 210321032103 210
LBeg200220022002 200
Mdpotrtoro0o1r 010101010
Lpo0OOoOOCOODOO0QCO0OQO0OO0OO0ODTOODDOD
Yy

Figure-7 Formation of Fractal by the element 0

5 From level 16 to 31 :- In this levels if we consider 32x32
square matrix, at all levels (e.g. 16,17,18....... 31 levels) the
same basic pattern formed by O entities of the square matrix
of level 8 to 15 is repeated and also regenerated upto level
31.

The same case is repeated and regenerated in also from
level 32 to 63 if we consider 64x64 square matrix, and from
64 to 127 consider 128x128 square matrix ,and from 128 to
255 level consider 255x255 square matrix .

2) Dimension of the pattern

There are some level(Z) where we have got an Euclidean
geometric figure(Figure-1,Figure-3,Figure-5),s0 we can
not calculate the dimension of that particular pattern.

From level 1 to 255 if we calculate a particular square
matrix, then the dimension of the pattern formed only by
the entities 0 is fixed and itis D= log3/log2,

That is 1.5849 which is a Fractal.

3) Analysis of the matrix

We have analyzed the matrix and constructed a rule to get
the corresponding level in which the fractal pattern belongs

e From level 1 if we consider 2x2 matrix then we get
the expected pattern of Fractals.

e From level 2 to 3 if we consider 4x4 matrix then
we get the expected pattern of Fractals.

e Level 4 to 7 if we consider 8x8 matrix then also get
the expected pattern of Fractals.

e Level 8 to 15 and 16 to 31 and so on upto level
255 we get the expected pattern of fractals if we
consider the order of matrix nXn,

Where n= the highest no. of level +1.
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[lustratati

Level 1

if we consider the 1+1 =2 order matrix ,that is 2x2 matrix
then we get the expected self symmetric pattern of Fractals.
Level 2to3

If we consider the 2+2=4 order matrix ,that is 4x4 matrix
then we get the same result.

In the same iteration process all levels satisfy the condition
as below:-

Level 2°to Y - 1) -—-calculate 2°VX2%D order
matrix.
Level 2'to 2"V - 1) - calculate 2("VX2M*D order
matrix.
Level 2%to %™ - 1) - calculate 2%*"X2™D order
matrix
Level 2° to 2°™ - 1) - calculate 2¢"VX2%"D order
matrix.
Level 2* to 2“™M-1) - calculate 2#"VX2*"Y order
matrix.

By method of Induction We can get

Level (Z variable in the square matrix) 2" to 2™V — 1) -
---calculate 2""VX2™Y order matrix to get the expected
original pattern of fractals.

All levels L € (2"to (2™ ~1).

Where n € Z+ ( set of all positive integer.)

V.  APPLICATION

The application of these fractal patterns at different matrix
dimension is towards the efficient as well as cost effective
design of Wireless CDMA Networks. Our aim of the
implementation is to share small resources among the vast
wireless CDMA network. Let us take a small example; our
basic pattern comes like :-

Z=1

0 1 X
0 0
110 0

Y

Figure-8 Basic Fractal pattern by the element 0 in 2x2
square matrix.
Suppose in this 2 x 2 matrix 4 blocks represent 4 resources
and they access the wireless network. Now to provide the
web service we need to have 4 active wireless web ports,
now in our technique 4 ports are needed but we have to
make active only 3 ports at an instant time and there is a

certain switching devices which virtually rotates the
apparent position of active wireless port of a certain clock
speed in a specific direction. So, according to these concepts
the signal that is sent to each user is same in respect of
signal measurement and the clock speed is so high that it is
seemed that the signal is continuous to the users. Now the
quantities measure in respect of resource saving comes out
in a very significant way. This process is like that whether
we need to active 4 ports all times in a normal network
structure, here just we need to active only 3 ports at all
times and one port should stand by in its position. By some
mathematical calculation we can say that our plan is
{(1/4)*100} % = 25% efficient to save the resource for this
basic pattern of Fractal. A typical diagram shows below to
represent the Fractals in Wireless CDMA Network :-

Figure -9
If we consider our general formula that is Level 2" to
(A | pp— calculate 2"™VX 20V order matrix to get

the expected original pattern of fractals.

Z=T1to3
1 2

3
03 2 1 0 R
12 2 ] 0

(5]
[y
=
—_
=

309 0O 0 0
v
Figure-10 Formation of Fractal by the entities 0 in 4x4
Square matrix.

As the rule if we consider 4x4 matrix for level 3 the same
pattern of the fractals is repeated and regenerated.

In this case we also apply the previous concept, if the total
pattern rotates in a certain clock speed x in a certain
direction;

then the elementary pattern that is depicted below
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v

Figure -11 Elementary Fractal pattern by the element 0 in
2x2 Square matrix.

have to rotate in 4x speed at the same direction. Here the
prefix 4 is to be added because after changing the initial
position again returning to the initial position one pattern
has to change position 4 times.By the help of simple
arithmetic as the previous one we are able to calculate the %
of efficient shave of the recourse;

{(7/16)*100}%=43.75%

It seems that our efficiency has grown up.Then if we
calculate as our proposed formula 8x8 matrix at level 7
then the pattern is repeated as well as regenerated .

z%n?

1 2 3 4 5 6 7 X
of 6 5 4 3 2 1 0
1 & 4 4 2 2 0 0
2 4 3 4 1 0 1 0
ig 44 4 0 0 00
4 210 3 2 1 0
5 200 2 2 0 0
gf 0 1 0 1 0 1 0
7 o 00 0 0 0 0
¥
Figure-12 Fractal pattern by the element 0 in 8x8 Square
matrix

Apply and approach same as the previous one. Now in this
case if the total pattern rotates in certain clock speed x in
certain direction then the corresponding elementary pattern
level 1

Z=2to3
o 1 2 3

o ER A N e
1z 2 0o 0
210 1 0

i 0 0 0

¥

'E?
Figure-13  Fractal pattern by the element 0

have to switch in 4x speed in same direction and the
corresponding elementary pattern level 2

'&?
Figure- 14 Elementary Fractal pattern by the element 0

have to rotate in 4°x speed. Same simple clock logic as the
previous one. From the calculation as the previous one we
are able to calculate the % of efficiency to optimizes the
resources.

{(37/64)*100}% = 57.8125%

It shows that our efficiency has grown up gradually. Then
the same occurrence repeated of the matrix arrangement at
level 7 as the pattern is generated in case of 16 x 16 matrix
and also the

% of efficiency for saving the resources increases;
{(172/256)*100}%=67.18%

Same pattern is regenerated for consideration of 32 x 32
matrix at level 16, the % of efficiency here is also save of
the recourse and becomes;

{(781/1024)*100}%=76.26%

As the process goes on we can see that the efficiency of our
implementation increases; So we can say that our proposed
concept is more efficient for the large coverage area of a
wireless CDMA network. In all above case we have to
increase the speed elementary pattern level value ,( the level
value may vary from 1 ,2,3,4,,5, ,n; where n is any natural
positive number.) at the order of 4 level value . So according
to this if the total pattern rotates at certain clock speed x ;
then the speed of the then the elementary pattern at different
level rotates according to the multiple of their corresponding
level value . So, from the above discussion we can conclude
that the speed of the particular elementary pattern at the
particular level depends on the level value and that can be
expressed as [ 4 'Vl * x ],

VI. COMPARISON OF OUR CDMA SYSTEM WITH
EXISTING CDMA SYSTEM

1) Advantages

There are mainly three advantages of our proposed CDMA
system over the existing CDMA system. First of all number
of resources are getting reduced at any instant time without
affecting the network service to the station . Secondly as the
number of resources getting reduced, so the cost of network
service is also getting reduced. Lastly at any instant time the
number of resources will remain standby in our CDMA
system, so the energy will also save.

2) Limitations

There is a limitation to construct this CDMA network on
the basis of fractal pattern, To get the fractal pattern the
number of resources should be in our proposed manner, that
means if we imagine the resources of the network as in the
position of a matrix entities, then all the resources will be
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reconstructed according to the position of the entities of a
square matrix. If the above conditions will satisfy then, it is
possible to construct such network model on the basis of
fractal pattern.

VII. CONCLUSION AND FURTHER RESEARCH

In this paper we have used three variable Boolean function 3
in formation of fractal pattern and also completing the
analysis we can say at level 2" to 2™V 1) of a level of a
square matrix if we consider the 2™ "x2™*) square matrix
the fractal pattern of the dimension same as the dimension
of sierpinski triangle that means the dimension will be
1.5849 is produced. From this pattern model we can
designing a new area of Wireless CDMA Network that
can be used for a efficient and effective resources saving
Wireless CDMA Communication .In further case if we try
to implement the a new Wireless LAN technology ,it is
possible to construct from our research .
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Multicategory Classification Using Support Vector
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Abstract-This paper deals with the advanced and developed
methodology know for cancer multi classification using
Support Vector Machine (SVM) for microarray gene
expression cancer diagnosis, this is used for directing
multicategory classification problems in the cancer diagnosis
area. SVMs are an appropriate new technique for binary
classification tasks, which is related to and contain elements of
non-parametric applied statistics, neural networks and
machine learning. SVMs can generate accurate and robust
classification results on a sound theoretical basis, even when
input data are non-monotone and non-linearly separable. The
performance of SVM is evaluated for the multicategory
classification on benchmark microarray data sets for cancer
diagnosis, namely, the SRBCT Data set. The results indicate
that SVM produces comparable or better -classification
accuracies when the data given as input are preprocessed.
SVM delivers high performance with reduced training time
and implementation complexity is less when compared to
artificial neural networks methods like conventional back-
propagation ANN and Linder’s SANN.

Keyword- SVM, ANOVA, Dataset,Cancer Classification
and Gene Expression

L. INTRODUCTION

Cancer is one of the atrocious diseases found in most of
the living organism, which is one of the challenging
studies for scientist towards 20th century. There were lot of
proposal from various pioneers and detailed picture study
was still going on. Basically Cancer is characterized by an
abnormal, uncontrolled growth that may destroy and invade
adjacent healthy body tissues or elsewhere in the body.
Living organisms such as animals and plants are made of
cells. The simplest organisms consist of just a single cell.
The human body compromises of billions of cells; most of
the cells have a limited life-span and need to be replaced in
cyclic manner. Each cell is capable of duplicating
themselves. Millions of cell divisions and replications take
place daily in the body and it is astounding that the process
occurs so perfectly most of the time every cell division
requires replication of the 40 volumes of genetic coding. On
rare circumstances there is some defect in a division and a

About'- Reader, PG and Research department of Computer Science,
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rogue, potentially malignant cell arises. The immune system
seems to recognize such occurrences and is generally
capable of removing the abnormal cells before they have an

opportunity to proliferate. Rarely, there is a failure of the
mechanism and a potentially malignant cell survives,
replicates and cancer is the result.High-density DNA
microarray computes the activities of several thousand genes
simultaneously and the gene expression profiles have been
used for the cancer classification recently. This new
approach promises to give improved therapeutic
measurements to cancer patients by diagnosing cancer types
with improved accuracy. SVM is successfully applied to the
cancer identification problems. However, it is most
favorable extension to more than two classes was not
obvious, which might impose limitations in its application to
multiple tumor types. The binary SVM is applied to
multiclass cancer diagnosis problems. SVM is a learning
machine used as a tool for data classification, function
approximation, etc, due to its generalization ability and has
found success in many applications. Feature of SVM is that
it minimizes the upper bound of generalization error through
maximizing the margin between separating hyper plane and
dataset. SVM has an added advantage of automatic model
selection in the sense that both the optimal number and
locations of the basis functions are automatically obtained
during training. The performance of SVM largely depends
on the kernel [23], [24].This paper presents a new technique
for Multicategory Classification for Microarray Gene
Expression Cancer Diagnosis Using Support Vector
Machine for predicting cancer cells in living organism by
the technique of ANOVA (Analysis Of Variance). This
proposed system put fourth an accuracy of 100% by second
level combinational technique. The multi-category cancer
classification performance of SVM is evaluated on SRBCT
Dataset. The evaluation results indicate that SVM produces
better classification accuracy with reduced training time and
implementation ~ complexity = compared to  earlier
implemented models. The remainder section of this paper is
organized as follows. Section 2 discusses cancer
classification systems with various classifying approach that
were earlier proposed in literature. Section 3 explains the
proposed work of developing a cancer classification system
using a Support Vector Machine. Section 4 illustrates the
results for experiments conducted on sample dataset in
evaluating the performance of the proposed system. Section
5 concludes the paper with fewer discussions.
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1. RELATED WORK

Sridhar ramaswamy et al. [16] describes about multiclass
cancer diagnosis using tumor gene expression signatures,
which deliberately says about, the complex combination of
clinical and histopathological data for optimal treatment of
patients with cancer depends on establishing accurate
diagnoses; it seems to be difficult because of atypical
clinical presentation or histopathology. To determine
whether the identification of multiple common adult
malignancies could be achieved purely by molecular
classification, for example the author, subjected 218 tumor
samples, spanning 14 common btumor types, and 90 normal
tissue samples to oligonucleotide microarray gene
expression analysis. Here by using SVM the accuracy of
multi class is predicted by expressing 16,063 genes and
sequence tags. So this had an output of 95%, much greater
than the accuracy of random classification that is about 9%.
In recent times, [6] [7] DNA microarray-based tumor gene
expression profiles have been used for cancer diagnosis.
Anyhow, studies have been limited to few cancer types and
have spanned multiple technology platforms complicating
comparison among different datasets. The possibility of
cancer diagnosis across all of the common malignancies
based on a single reference database has not been explored.
For a sample 314 tumors and 98 normal tissues were
considered, in that 218 tumor and 90 normal tissue samples
passed quality control criteria and were used for subsequent
data analysis. The remaining 104 samples of the data will
either fail the quality control measures or the quality of
RNA, as assessed by spectrophotometric measurement of
OD and agarose gel electrophoresis, or yielded poor-quality
scans. Scans are discarded if the mean chip intensity
exceeded 2 SDs from the average mean intensity for the
whole scan set, if the proportion of present calls was less
than 10%, or if microarray artifacts were visible. The
problem of biological and measurement noise,
contaminating nonmalignant tumor components, and
inclusion of genetically heterogeneous samples within
clinically defined tumor classes may all effectively decrease
predictive power in the multiclass setting. Increased gene
number likely allows for accurate prediction despite these
factors. A greater variety and large number of tumors with
detailed clinic pathological characterization will be required
to fully explore the true limitations of gene expression-based
multiclass classification. Lipo wang et al proposed the
accurate cancer classification using expression of very few
genes, the author aim at finding the smallest set of genes
that can ensure highly accurate classification of cancers
from microarray data by using supervised machine learning
algorithms. The importance of finding the minimum gene
subsets is three-fold: 1) It greatly reduces the computational
burden and “noise” arising from irrelevant genes. From the
examples stated in this paper, finding the minimum gene
subsets even allows for extraction of simple diagnostic rules
which lead to accurate diagnosis without the need for any
classifiers. 2) The gene expression tests are simplified to
include only a very small number of genes rather than

thousands of genes, which can bring down the cost for
cancer testing significantly.3) It calls for additional
investigation into the possible biological relationship
between these small numbers of genes and cancer
development and treatment. Our simple yet very effective
method involves two steps. In the first step, the author
chooses some important genes using a feature importance
ranking scheme. In the second step, the author tests the
classification capability of all simple combinations of those
important genes by using a good classifier. For three
“simple” and “small” data sets with two, three, and four
cancer (sub) types, our approach obtained very high
accuracy with only two or three genes. For a “large” and
“complex” data set with 14 cancer types, the author divided
the whole problem into a group of binary classification
problems and applied the 2-step approach to each of these
binary classification problems. Through this “divide-and-
conquer” approach, the author obtained accuracy
comparable to previously reported results but with only 28
genes rather than 16,063 genes. In general, this method can
significantly reduce the number of genes required for highly
reliable diagnosis by the technique of SVM-T test analysis.
The author analyzed finally and gave the accuracy rate of
100% by three combinational iteration techniques. Ahmad
M. Sarhan suggests ,The cancer classification based on

microarray gene expression data using DCT and ANN’. The
author mainly deals about, a stomach cancer detection
system based on Artificial Neural Network (ANN), and the
Discrete Cosine Transform (DCT), is developed. The
developed system extracts classification features from
stomach microarrays using the DCT. The extracted features
from the DCT coefficients are then applied to an ANN for
classification (tumor or non tumor). The microarray images
used in this study were obtained from the Stanford Medical
Database (SMD). Simulation results showed that the
developed system produces a very high success rate. DNA
Microarrays are glass microscope slides onto which genes
are attached at fixed and ordered locations. Each gene
sequence is identified by a location of a spot in the array.
Using a Microarray printer, the DNA is spotted directly onto
the slide. With microarrays, it is possible to examine a gene
expression within a single sample or to compare gene
expressions within two tissue samples, such as in tumor and
non tumor tissues. In this paper, a robust system for stomach
cancer detection using microarrays is presented. The system
consists of a feature extraction stage followed by an ANN
classification stage. The feature extraction stage uses the 2
D DCT to compress the input microarray. Low frequency
components of the DCT array constitute most of the
energy/information of the input microarray. These
components were, thus, used as distinctive features and were
extracted using a windowing technique. The paper also
investigates through simulations, optimal parameters such as
the optimal number of DCT coefficients/features and the
optimal ANN structure for the recognition of stomach
cancer. The proposed method produces a success rate of
99.7%. The sensitivity, specificity, and accuracy of the
system were found to be equal to 99.2%, 100%, and 99.66%
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respectively. Experimental tests on the SMD Database achieved
99.7% of recognition accuracy using only100 DCT coefficients,
with a simple 2-layer ANN structure and low computational
cost. Runxuan Zhang en al. in [6] proposed a fast and efficient
classification method called ELM algorithm. In ELM one may
choose at random and fix all the hidden node parameters and
then analytically determine the output weights. Studies have
shown [2] that ELM has good generalization performance
and can be implemented easily. Many nonlinear activation
functions are used in ELM, like sigmoid, sine, hard limit [5],
radial basis functions [3] [4], and complex activation
functions [1]. In order to evaluate the performance of ELM
algorithm for micro category cancer diagnosis, three bench-
mark micro array data sets, namely, the GCM, the lung and
the lymphoma data sets are used. For gene selection recurs-
ive feature elimination method is used. ELM can perform
multicategory classification directly with out any modific-
ation. This algorithm achieves higher classification accuracy
than the other algorithms such as ANN, SANN and SVM
with less training time and a smaller network structure.

111 METHODOLOGY

This proposed system mainly deals with cancer prediction
by using SVM classification technique. SVM technique uses
ANOVA test for grouping up the sample amount of sequen-
tial data. SVM technique overcomes the previous classifica-
tion methodology by means of time consumption and by giv-
ing best accuracy rate. This projected method is comprised
of two steps. In Step 1, all genes in the training data set are
ranked using a scoring scheme. Then, the genes with high
scores are retained. In Step 2, the classification capability of
all simple combinations is tested among the genes selected
in Step 1 using a good classifier. This paper proposes a new
method of ranking with ANOVA and classifying with SVM.
The mechanisms for Step 1 and Step 2 are described as follows.
Step 1: Gene Importance Ranking

In Step 1, the importance ranking of each gene is computed
using a feature ranking measure, two of which are described
below.

Only the most important genes are retained for Step 2.

1) ANOVA (ANalysis Of VAriance)

ANOVA is a technique, which is often used in analysis of
data, and to draw interesting information based on P-values.
The ANOVA is known to be robust and assumes that all the
sample populations are normally distributed with equal
variance and all observations (samples) are mutually
independent. The approach chosen in this paper is the one-
way ANOVA which performs an analysis on comparing two
or more groups (samples) which in turn returns a single p-
value that is significant for groups that are different from
others. The most significant varying information has the
smallest p-values. Within groups estimate of
_ S’ _ sswe _ M5,y (1)

ol = =
Y Xjnj-1) afwe

Between —group estimate of

N
2 _ 2n(vi=¥i)" _ SSpe _ s (2)
vy _ - = BG
(K-1) dfBG
Between Group estimate of 0'32, (3)

F (dfge, dfwe) =b =

Within Groupestimate of o3
MSwg
MSgg

Of all the information existing in the ANOVA table, if the p
value for the F- ratio is less than the critical value (o), then
the effect is said to be significant. In this paper the o value is
set at 0.05, any value less than this will result in important
effects, while any value greater than this value will result in
non-significant effects. The very small p-value indicates that
differences between the column means (group means) are
highly significant. The probability of the F-value arising
from two similar distributions gives us a measure of the
significance of the between-sample variation as compared to
the within-sample variation. Small p-values indicate a low
probability of the between-group variation being due to
sampling of the within-group distribution and small p-values
indicate interesting features. This study uses the p-values to
rank the important features with small values and the sorted
numbers of features are used for further processing.
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Fig.1: Proposed Feature Selection Method

Initially, all the features are ranked using a feature ranking
measure and the most important features alone are retained
for next the step. After selecting some top features from the
importance ranking list, the data set is attempted to classify
with only one feature. In this paper, the Support Vector
Machine (SVM) classifier is used to test n-feature
combinations.

a) Class Separability

Another frequently used method for gene importance
ranking is the class separability (CS) [8]. The CS of gene I is
defined as

CS; = SB;/SW; 4)
SBi= Yie1(Xix — X;)? 5
(6)

K
SW; = Z (xij — Xipe)?

k=1 jecy,
For gene i, SB; (the distances between samples of different
classes) is the sum of squares of the interclass distances.
SW; (the distances of samples within the same class) is the
sum of squares of the intraclass distances. A larger CS
denotes a greater ratio of the interclass distance to the
intraclass distance and, therefore, can be used to measure the
capability of genes to separate different classes. In fact, the
CS used here is similar to the F-statistic that is also widely
used for ranking genes in literature (see, e.g., [12], [13]).
The difference between the CS and the F-statistic F is:

CS=F.(K = 1)/(Ek=1me-D) (7

Because the term
F.(K —1)/ (k=111 ®)

CS equation is a constant for a specific dataset; the CS can
be regarded as a simplification of F-statistic. The two
methods will guide to the same ranking results for the same
data set.
Step 2: Finding the Minimum Gene Subset
After selecting some top genes from the importance ranking
list, the data set is attempted to classify with only one gene.
Each selected feature is given as input into our classifier. If
no good accuracy is obtained, continued classifying the data
set with all the possible 2-feature combinations within the
selected feature. If still no good accuracy is obtained, this
procedure with 2-features combination is repeated and so
on, until a good accuracy is obtained.

2) Support Vector Machine (SVM)

SVM is usually used for classification tasks introduced by
Cortes [25]. For binary classification SVM is used to find an
optimal separating hyper plane (OSH) which generates a
maximum margin between two categories of data. To
construct an OSH, SVM maps data into a higher
dimensional feature space. SVM performs this nonlinear
mapping by using a kernel function. Then, SVM constructs
a linear OSH between two categories of data in the higher
feature space. Data vectors which are nearest to the OSH in
the higher feature space are called support vectors (SVs) and
contain all information required for classification. In brief,
the theory of SVM is as follows [27].

Consider training set D = {(x;, y;)}=; with each input n i x
€ R" and an associated output y;e { -1, +1}. Each input x is
firstly mapped into a higher dimension feature space F, by
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7z=¢ (x) via a nonlinear mapping ¢: R" —F. When data are
linearly non-separable in F, there exists a vector w € F and a
scalar b which define the separating hyper plane as:

yviw'.z; +b) =1 —§&,Vi )

where ( 20) are called slack variable. The hyper plane that
optimally separates the data in F'is one that
(10)

minimisez. w'.w+ C.

subject toy;(w'.z; + b) =21 —-§,& = 0,Vi

where C is called regularization parameter that determines
the tradeoff between maximum margin and minimum
classification error. By constructing a Lagrangian, the
optimal hyper plane according to previous equation, may be
shown as the solution of

L L 11
maximize W(a) = z a; — %z z aianiyjK(xi'xj) (ah

i=1 i=1j=1
subjectto Yr_,y;a; = 0,0 < a; < C,Vi

where oy,.....,0p are the nonnegative Lagrangian
multipliers. The data points 7 x that correspond to o;>0 are
SVs. The weight vector w is then given by

(12)

W = Yiesvs XiYiZi

For any test vector x € Rn , the classification output is then
given by

y =sign(w.z+b) = sign(z a;y;K(x;,x) + b) (13)

ieSVs

To build an SVM classifier, a kernel function and its
parameters need to be chosen. So far, no analytical or
empirical studies have established the superiority of one
kernel over another conclusively. In this study, the
following three kernel functions have been applied to build
SVM classifiers:

1) Linear kernel function, K(x,z) =( x,z) ;

2) Polynomial kernel function K( x, z) =( (x, z )+1) * is the
degree of polynomial;

2
3) Radial basis function K (x,z) = exp {— %},a is the
width of the function.SVM kernel functions The

classification ability of feature combinations in cancer
applications is obtained with first attempt work of SVM
kernel function. The three main kernel functions are used for
our study here. Partial kernel function, influence to data near
test points. The above mentioned kernel functions are briefly
explained in this chapter. The most used kernel function for
SVM is Radial Basis Function (RBF). Radial Basis Function
Kernel: The B-Spline kernel is defined on the interval [—1,
1]. It is given by the recursive formula:

k(x,y) = Bopr1(x —¥) (14)
where peN with B;,, = B;®B,
In the work by Bart Hamers it is given by:
k(x' }’) = ngl BZn+1(xp _yp) (15)

Alternatively, B, can be computed using the explicit
expression (Fomel, 2000):

n+1 (16)
B ==y ("HY) e T -

k=0

Where x+ is defined as the truncated power function:

d_ {xd, if x>0 (17)
+ 0, otherwise
1. Linear Kernel: The Linear kernel is the simplest

kernel function. It is given by the inner product <x,y> in
addition with an optional constantc. Kernel algorithms
using a linear kernel are often equivalent to their non-kernel
counterparts.
k(x,y) =xTy +c¢ (18)
2. Polynomial Kernel: The Polynomial kernel is a
non-stationary kernel. Polynomial kernels are apt for
problems where all the training data is normalized.

k(x,y) = (xx"y +c)? (19)
Modifiable parameters are the slope alpha, the constant
term ¢ and the polynomial degree d.

V. EXPERIMENTAL RESULTS

In order to evaluate the performance of the SVM algorithm
for multicategory cancer diagnosis SRBCT Dataset used in
this paper. The SRBCT data set [28] contains the expression
data of 2,308 genes. There are a total of 63 training samples
and 25 testing samples already provided in [2]; five of the
testing samples are not SRBCTs. The 63 training samples
hold 23 Ewing family of tumors (EWS), 20
rhabdomyosarcoma (RMS), 12 neuroblastoma (NB), and
eight Burkitt lymphomas (BL). And, the 20 SRBCT testing
samples hold six EWS, five RMS, six NB, and three BL. As
introduced in [6], for a microarray data with n genes, each
ANOVA classifier produces a hyperplane w, which is a
vector of n elements, each corresponding to the expression
of a particular gene. The absolute magnitude of each
element in w can be considered as a measure of the
importance of each corresponding gene. Each ANOVA-
SVM classifier is first trained with all of the genes, then the
gene corresponding to the bottom 10 percent, wj;, are
removed. Each classifier is then again trained after the
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removal of genes. This process is repeated with iterations
and a rank of all of the genes based on the statistical
significance of each class can be obtained. In the first step,
the entire set of 2,308 genes is ranked according to their TSs
in the training data set. Then, 50 genes with the highest TSs
are picked out as showninTablel
(http://www.ntu.edu.sg’/home5/pg02317674). SVM is used
as the classifier for the SRBCT microarray data set. The
expression data of the gene ranked 1 in referenceTablel
(http://www.ntu.edu.sg’/home5/pg02317674) is used to train
and then test the SVM. This process is repeated with the top
two genes in Table 1  (http:/www.ntu.edu.sg/
home5/pg02317674), then the top three genes, and so on.
The testing error reduced to 0 when the top 16 genes were

input into the SVM. To further decrease the number of
genes required for accurate classification of the four cancer
subtypes, all possible combinations of one gene and two
genes within the 50 selected genes are tested. None of them
can lead to 100 % CV accuracy for training data.Then, all
possible combinations of three genes within the 50 selected
genes were tested. Among all 19,600 such 3-gene
combinations, the 5-fold CV accuracy for the training data
found to be reached 100 percent with the combination of
Gene 5, Gene 12, and Gene 30. The testing accuracy of this
combination is 95 % (one error for the 20 testing samples).
Because this combination contains only three genes, it is
still possible for us to visualize it. Two different views of
the 3D plot of this 3-gene combination is shown in fig.2.

[0 BL O EWS

levels of 3-gene combination (5, 12, 30) that separates the
four SRBCT subtypes, i.e., BL, EWS,RMS, NB: (a) A view
in which RMS and NB can be seen to be separated from
other subtypes. (b) A view in which BL can be seen to be
separated from EWS. From the two views, the four subtypes
are clearly separable. Here, all of the genes are labeled
according to their TS ranks. ANOVA found only one such
3-gene combination that achieved 100 percent 5-fold CV
accuracy.In the view of Fig. 2a, RMS and NB are well
separated from other types. In the view of Fig. 2b, BL and
EWS are well separated with a clear boundary. It is obvious
that the four SRBCT subtypes are separated from one
another, when observed from these two views. Except for
(5, 12, and 30), no other gene combinations obtained 100 %
CV accuracy for the training data. Even some combinations
achieved 100% testing accuracy.

Table 1: Comparison of Accuracy of SVM with PCA and T-

Test
Algorithm Accuracy (%)
SVM with R
WL Raw 95.51
data
M with
SVM wit 97.28
preprocessed data

V NB

Fig.2: Three-dimensional views of gene expression

* RMS

100
2 o5 B Raw Data
<
=
=
3 Preprocessed
<« 90 Data

85
Input Data for SVM

Fig. 3: Comparison of accuracy for the Raw and
preprocessed dataset on SVM

Fig.3 displays the comparison of achieved by SVM for two
input datasets which are preprocessed and raw dataset. The
preprocessed dataset input delivers high accuracy.

V.  CONCLUSION

In this paper, a fast and efficient classification method called
the SVM algorithm for a multicategory cancer diagnosis
problem based on microarray data is presented. Its
performance has been compared for the raw data and
ANOVA preprocessed data. It is found that SVM performs
better with high accuracy when the data is preprocessed and
given as input. The previous methods inevitably involve
more classifiers, greater system complexities and
computational burden, and a longer training time. SVM can
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carry out the multicategory classification directly, without
any modification. Study results are consistent with our
hypothesis that, even when the number of categories for the
classification task is large, the SVM algorithm achieves a
higher classification accuracy than the other algorithms with
less training time and a smaller network structure. It can also
be seen that SVM achieves more balanced and better
classification for individual categories as well. Theoretical
investigation on these is currently under way.
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Novel Search and Retrieval Based on Domain
Ontology

Hasnain Ali Salman, Xu De Zhi

Abstract- This paper proposes a framework of domain
Ontology - based scientific and information retrieval (IR), and
makes in - depth study on information organization and
semantic retrieval. A prototype information retrieval
information system is also implemented via a series of retrieval
effects tests. The domain Ontology - based retrieval
information system and the retrieval process of the information
systematic prototypes are also depicted. In the end, the model
is validated through a platform of trial information system.
The result shows that when contrasted with traditional
retrieval information system; this information system has a
strong function in extending the connotation and denotation of
the search words. So, it has the superiority in enhancing
greatly the precision and recall.

Keywords- Information retrieval (IR); Domain Ontology;
Information organization; Semantic annotation; Semantic
retrieval

1. INTRODUCTION

With the development of information technology,
network-based  environment of  professional
information resources increasing, and gradually evolved into
a distributed, loosely network information environment.
Information on the diversity of complex and heterogeneous
information systems and so the resources of the professional
literature, information organization and retrieval and use of
proposed New challenges. Traditional information retrieval
(IR) with the information system is mainly the professional
literature to string matching and meta-data as a basis, but
that expression match the same string Issues, rather than the
meaning word form matching, vocabulary, and other
isolated defects [l - 4]; meta-data program is also the
applicability of their capabilities and the evolution of
different  knowledge  information  systems  and
"Granularity"[2] of the resources there exist certain
limitations described in, which have led to the current
professional literature on information retrieval (IR)
information system is less desirable[3]. As a new concept
and method of information organization, ontology for the
semantic retrieval theory provides an important way to solve
the ideas and implementation. Since the ontology is cited in
to the field of information retrieval since researchers in
ontology construction [6], semantic annotation, retrieval,
matching, similarity algorithms and search results in such
areas as research, proposed Some distinctive ontology (IR)
models and information systems [5 -7]. These studies
indicate that contribute to the semantic level through
ontology information retrieval, and to a certain extent,

About- This paper is supported by the national natural science foundation
of china (60970096)

GJCST Classification
H.3.3

improve search results. However, current ontology-based
information retrieval research focuses on enterprise
information systems integration, Web Page retrieval and
knowledge in the field, research priorities, but focused on
search technology, reasoning logic and algorithm level, on
the body of information retrieval in the professional
literature Role, the information system architecture and
implementation of less involved. As an important part of,
(IR) professional literature has its own characteristics and
research value [8]. Professional literature is not the same as
unstructured text, thematic data Library contains a large
number of staff by the use of indexing knowledge
organization tools in understanding the original Based on
the literature began to extract the contents of the semantic
metadata[9-10-11]. In the information group Organization
and information retrieval should take full advantage of the
semantics of these meta-data value. And literature from the
areas of information organization and heterogeneous
concept, the concept query expansion and Semantic retrieval
in various aspects of the implementation of the overall
study. The paper is organized as follows: section 2
introduces related work on experimentation, while in section
3 we briefly introduce and the methods. The main
contribution of this work is presented in section 4, which
describes the experiments performed and the

result analysis, and in section 5 that draws conclusions and
outlines future work.

IL. INFORMATION RETRIEVAL (IR) MODEL
BASED OF ONTOLOGY

To solve the above problem, this paper specifically based on
domain ontology Industry Information Retrieval model, its
basic ideas are:-

1) With the current more mature information
organizing tool to reflect Concepts and knowledge
areas of the domain ontology.

2) In accordance with the domain ontology on the
concept of the professional literature in the areas of
progress Line automated semantic annotation, build
the concept of the document vector.

3) When users search using the domain ontology of
the query request extraction and semantic concept
expansion of the concept of building a query
vector.

4) Calculate the query concept vector and documents
related to the concept of vector degree retrieve the
relevant documents to meet client requirements.
The model framework Figure 1
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Figure 1 Search model of professional literature based on domain ontology

Compared with existing research, retrieval model proposed
in this paper mainly the following characteristics:-

1) In reference classification, topic and other
traditional information organization method And
meta-data methods based on the concept of
ontology by constructing field, coding
information System ontology and the formal
description of the professional literature to the field
of ontology concepts and heterogeneous
integration and organization of the professional
literature information.

2) The use of thesauri and classification to achieve the
concept of ontology from the field Based on the
dynamic transformation of semantic distance
between concepts, semantic coincidence degree,
Degree of relationship between the concepts of
correlation is calculated to achieve a quantitative
check Expansion.

3) The proposed relevance weights with semantic
annotation method automatic processing without
manual indexing of the professional literature, and
expertise that have been indexing Industry
documents, you can use its semantic metadata,
semantic annotation to enhance effectiveness.

4) In the search stage, the proposed algorithm has
certain adaptability, can be avoided because of
incomplete ontology domain concepts influencing
the cable results.

The following are the purposes of this organization in (IR)
model, query processing, check Implementation in such
areas as cable further elaboration.

1) Professional Literature Information
Organizations

To achieve the professional literature of information
organization, we takes the field was constructed
concept ontology, ontology coding information system
and the professional literature three inter-related body,

domain and ontology. Among them, the concept of
ontology to relevant areas of professional leader domain
concepts and their hierarchical relationships, the use of
natural words, etc For formal description coding information
system ontology description of the professional literature
Some external features of the above property values of the
standardized, centralized management and maintenance of
protection-related code, to ensure the encoding flexibility,
scalability and reusability. Ontology  defines  the
professional literature, professional literature class and is
Resistance to the class instance to represent the professional
literature and an example of real property are the
external features of the literature, semantic information, and

examples of inter-related documents formal
description.
a) Ontology

The concept of ontology construction field is the basis of
the whole information system and key High-quality
domain ontology can bring better search results, but also
means relatively high costs of ontology construction [1].
From the applicability, development is difficult degree of
maturity and technical aspects, this article wuses a
thesaurus and classification to achieve the automatic
transformation of ontology domain concepts [12-13-14],
and also on the semantic distance between concepts,
semantic coincidence degree, the concept of relevance, etc.
Quantitative ~ terms, the concept of similarity were
constructed and the correlation matrix, a numerical Act sees
Ontology coding information system is relatively simple,
relevant  standards and  regulations [15] on the
professional literature of the "type", "format", "Language",
"time and space Range "and other attributes of the code are
more clearly defined, by coding body Department of
ontology on the definition of the formal description.
Ontology construction in the professional literature, first
established “Professional literature" Class as a top-level
class, then according to relevant standards and norms [16-
17] for the top layer type set up "Name", "Creator"
"Association" And "Semantic Annotation" and other 16
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properties, a number of attributes and then set the child
property. For example, “Semantic Annotation”. These
attributes have "field concept" and "relevance weights".
Two  sub-attributes, "Professional Literature" was
established under the top level category "Books" ,"Journal"
,"Conference paper", "Standard" , sub-class of 11 to
represent a variety of documents types, these sub-classes
inherit  "Professional Literature” Class of all properties.
Taking into account the special nature of various types of
literature, but also the addition of these sub-categories
Special attributes, such as "Conference paper" ,Class set”,
"Conference" Is a knowledge organization and
knowledge management of, and contains The meeting
name “TECHNOLOGY" ,"Meeting Date" ,,"Meeting
place" and "Conference Name" and other sub-attributes;
"Standard", Class from ,"Professional Literature" class
inheritance to the "Other responsible person" Attributes
increased "Approved body" Sub-attributes Ontology in the
professional literature, each one corresponding to the
professional literature, literature class model with an
instance of the attribute value is the corresponding
recording in the literature and Indexing items.

"Language", "type", "format" and need to be standardized
body from the coding information system of values to
obtain, and the "field concept" property value is obtained
from the field of ontology concepts. Use of "associated"
attribute can also be real are examples of connections
between different documents, such as a "journal paper”
Real Cases can be "part" of a "journal" example; different
versions of the book also can be "inherited version of"
attribute to associate. Professional literature ontology can In
order to better achieve different types of professional
literature of information integration, and is very easy to
expand the type and attributes.

b) Semantic annotation of the professional
literature

Ontology building is completed; one must also mark out the
field of ontology concepts each instance in the areas of
literature and the relevance of the concept of weight, and
save to the professional literature examples of "semantic
annotation" property in the process shown in Figure 2 as
follows:

Figure 2 Semantic annotation process professional

Correlation weights in the calculation, considering the
concept involved Words appear in the literature of different
positions, in which documents and fields of long degree of

several aspects to the concept of computational units, on
the TF x IDF Operators Method [7, 18, 19] is improved,
the concept of d c of the documents related to the right
degree Value of w is defined as:
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w =TF (c in d) - IDF (c) - field Boost (c. field in d) length Norm (C. field in d) (1)

Equation (1) the meaning of the various parts of the formula
as shown in table i.

2) Query processing

Express the information needs of users, that search query is
usually the form of the word. To realize the concept of
matching based on semantic retrieval, on must deal with the
conceptualization of the query request. Meanwhile, to
increase the recall rate, also need to implement query
expansion [20]. As the domain ontology contains a large
number of concepts and their relations information, we use
ontology to enter line a synonym expansion, semantic
implication, the associated extension and semantic extension
like [21]. In order to implement query expansion, first of all
need to establish that the concept of inter- quantitative

EQ (2) the right of the left part of the calculation of the
equal sign is the language X and Y Justice degree, elements
for the X and Y the number of concepts shared by the host,
the denominator for the X or Y of the upper maximum
number of concepts. Where, P(X) that takes study the
concept of node X and all upper set, P(X) N P(Y) table said
the concept of the concept of X and Y by the concept of

indicators of the degree associated the concept of similarity
and relevance Matrix.

a) The concept of similarity and the correlation
matrix

The concept of the concept of similarity that can replace
compliance process level and semantic degree reflects the
concept of their mutual aggregation characteristics.
Conceptual similarity Is a very strong  concept of
subjectivity [22], from the perspective of  different
applications and start, the researchers made a variety of
similarity calculation method [21], the considering the
concept of culture between the structural level network
diagram of a variety of factors, will The concept of ontology
in the field of any two concepts X and Y define the
similarity To:

shared set of upper, Size (A) a number of elements within
that set. Eq (2) the right of the right half of the equal sign
calculate the semantic similarity of distance, where Dist (X,
Y) for the X and Y of the semantic distance; o as
regulatory factors, can approximate geographic Solution
does not consider semantics in the case of coincidence
degree, when the similarity is (0. 5) the semantic distance.
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The correlation refers to the concept of linkages between the
concepts together appears extent; reflect the characteristics
of the combination between concepts. Taking into account
the concept of and documentation related to the concept of

Eq (3) WX,di said the concept of X in the document
the correlation di Weight, WY, di, said the concept of Y in
the document di correlation in weight. D(X) that all include
the concept of X's document collection, D (XNY) that
contains both X and Y are two concepts of the document
collection, Eq(3) the concept of the molecular part of the
said X and Y and all contain both of these two concepts the
weight of the document and, to part denominator X and Y
and for all with X or Y value of the document and the right.
Definition of similarity between two concepts and the
relevance algorithm, you can on the concept of ontology in
the field of all the concepts two by two Calculate the
similarity and phase Related degrees, and thus construct the
concept of relevance and similarity matrix.

b) Conversion and expansion of the semantic query

Semantic query transformation and expansion of the query
to retrieve the word form the concept of the request into the
form of semantic information, and in accordance with the
rules expand the concept. The process shown in Figure 3,
the following steps, Method using word queries cut into
several phrases, and with leading Extraction of domain
ontology concepts related to the characteristics of the field
of vocabulary.

According to the concept of ontology in the field of natural
words the concept of identity, will feature words Meeting of
the concept extracted, similarity threshold were set Rs
(Rs=[0, 1]) and correlation threshold Re ( Re £[0, 1]), the
control concept of similarity / correlation matrix, the domain
concepts Ontology query request with the concept of
similarity or correlation is greater than Rs greater than the
concept of Re extract, added to the original query, in order
to achieve the requested query language Meaning extension.
The query request cannot be converted into the concept of

Query
l Characteristic

words
extract

degree of weight and is now in the literature of total
frequency, almost Read X and Y can be defined as the
correlation.

characteristic words are still words retain the form of
exchange, to participate in subsequent retrieval.

II1. SEARCH IMPLEMENTATION

The implementation query request and quantification of the
document collection and calculation. For the document to be
retrieved set D in any text file dj =D, it can be expressed as
s + t Dimensional vector of the form

4

Document vector by the concepts and vocabulary of two
parts, Eq (4), s the number of concepts for the information
system, t in the information system without a counterpart
in the number of index terms. Wij for the concept ci of the
document dj's relevance weights in on the text Offer
examples for calculating the semantic annotation wij 'is the
i-word ti on the document dj's relevance weights, using
conventional TF x IDF method Obtained. For the expansion
and transformation of the query request, it could be further
form Show for the query vector.

5

Where s the number of concepts for the information system,
t in the information system without the corresponding,
the index number of the concept of the word. Vector
component wiq i-a concept that ci In the query q In weight,
and there wiq > 0. wiq 'said the first i- Glossary ti in the
query q in weight, and there wiq ™ 0 Queries in the
document and that the basis to quantify, document and
The degree of similarity between the query can be
transformed into two-dimensional to s + t Amount of

similarity, and according to cosine law [19] to calculate the
specifi Value.

Figure 3 Semantic query transformation and growth process
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IV. EVALUATING IR SYSTEMS

The methods are needed so as to be able to compare their
abilities. In this paper you have two very different aspects
of an IR system can be measured: efficiency, and
effectiveness. Efficiency can be measured in terms of the
resources required by the system, including the storage
space required to store the document collection, and the
computing resources needed to perform operations on the
collection, such as the addition and removal of
documents, and performing queries. Effectiveness attempts
to measure, as the name implies, the effectiveness of an IR
system at satisfying a set of queries. Given a sufficiently
general document and query collection, the effectiveness
should provide a domain neutral measure of the ability of
the system. The measure of effectiveness is further
complicated by the fact that it is dependent on the type of
task being evaluated. Interactive systems must be evaluated
in a different way to systems in which user feedback plays
no role, Some of the issues have been discussed in the first
international workshop on adaptive information retrieval
(Joho et al.,2008) organized by the guest editors. They are
Many IR researchers [Rijsbergen 2006] believe that a
satisfactory approach to the evaluation of an information
retrieval system is yet to be found. Since this is still a rich
and ongoing area of research, we will only examine the
most common evaluation methods. Furthermore, it is

This paper is you assume that this query has 20 relevant
documents, of which nine were retrieved as above. At a
recall level of 6% (i.e.l1 out of the 20 relevant documents
have been seen), precision is 50%, since one out of the
three seen documents are relevant. At the 60% recall level,
precision increases to 50%. At 60% and 80% recall,
precision values are 50% and 40%. Finally, at 90% recall,
precision drops to 0%, as all relevant documents were not
retrieved Precision-recall curves are normally drawn by
computing precision at20 standard recall values, namely,

assumed that the system under evaluation operates with
minimal user interaction. The most widespread method of
evaluating an IR system involves providing precision-
recall values for a set of queries posed on a specific
document collection. Usually, a precision-recall diagram
is plotted so that comparisons between IR systems can be
made visually Use the document collection and a query,
define R the number of relevant documents in the set for
this query, and A be the number of documents retrieved by
the IR system. Finally, let I be the number relevant
documents within the documents retrieved by the IR
system. Recall and precision can then be defined as

The basic precision and recall measures assume that the IR
system returns an unsorted list of results, which is then
evaluated in full. If this is not the case, recall and precision
values change as more documents within the result list are
examined (the assumption is made that the list is ordered
from the highest to least believed relevance). This is done
by computing precision over the seen documents whenever
a relevant document is found in the retrieved document list.
For example, assume the following documents are retrieved
in response to a query, with the documents marked by an
asterisk indicating relevant documents:-

0%, 5%, 10%... and 25%. If, as in the above example,
insufficient relevant documents exist to compute recall at
all these points, the values at the standard points are set as
the maximum known precision at any known recall
points between the current and next standard points. The
example presented above would therefore yield the
precision recall curve illustrated in Figure 4. Usually,
precision-recall curves are computed by averaging the
precisions obtained at the standard recall values over all
queries posed to the system.
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When averaged over a number of queries, precision-
recall curves tend to follow an exponential decay curve.
Intuitively this result from the fact that an algorithm would
generally rank at least a few relevant documents quite
highly, therefore yielding high precision for low recall
values. As the number of relevant documents returned by
the system increases however, more and more irrelevant
documents are returned within the results. Obviously, a
perfect algorithm would have a float precision-recall curve
at the 100% level.

V. CONCLUSION

This paper analyzes the traditional information retrieval
methods inadequate for achieving the semantic
information system are described in four key modules,
given A new ontology construction method based on this
proposed ontology-based information system framework
for information  retrieval information systems, and
describes the information system prototype Design and
retrieval processes, effective solution to the traditional
information retrieval recall and precision for low rate of
problems; In addition, the paper also set up a A 100 or so
computers in the field HTML format paper documents as a
basis of knowledge of their search, by comparing the
experimental results show that Ontology-based
information retrieval compared to traditional
information retrieval, it expanded the connotation and
extension of search terms, making retrieval recall rate
significantly ~Strengthened. Of course, the proposed
ontology-based information  retrieval information
system prototype box leave many shortcomings, such as
ontology and knowledge library of data increase, making
information retrieval response time when the start search
will be some effect, how to reduce the response time will be
my they next step is to focus on the object of study.
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Abstract-The risk management is an integrated approach, it is
essential for every project i.e. from small size to large size
projects. In this paper, we present a new approach for
managing the risk in easy and effective manner. This approach
is for minimizing the confusion and loss associated with a
project. It is performed continually over the life of a program
and it can be achieved in several phases which include Risk
Identification, Risk Priority, Risk Management Plan, Risk
Monitoring and Internal Audit. The risk management plan
includes product size, business impact, customer, process,
technology, development environment, staffing (size and
experience), schedule, and cost.

L INTRODUCTION

oftware Risk Management is an integrated approach for

minimizing the uncertainty and potential loss associated
with a project by providing insights to support informed
decision making. It is performed continually over the life of
a program, from initiation to retirement. Some categories of
risk include product size, business impact, customer-related,
process, technology, development environment, staffing
(size and experience), schedule, and cost. A risk is an event
or condition that, if it occurs, has a positive or negative
effect on a project’s objectives. The three common
characteristics of risk are (1) it represents a future event, (2)
it has a probability of occurring of greater than 0%, but less
than 100%, and (3) the consequence of the risk must be
unexpected or unplanned for. Future events can be
categorized as positive risk if their consequences are
favorable or as negative risk if their consequences are
unfavorable. Risk Management concentrates on performing
bottom-up, detailed, continuous assessment of risk and
opportunity. It focuses on addressing the day-to-day
operational risks that a program faces. Risk Management
follows a two-stage, repeatable process of assessment i.e.,
the identification, estimation and evaluation of the risks
confronting a program and management i.e., the planning
for, monitoring of, and controlling of the means to eliminate
or reduce the likelihood or consequences of the risks
discovered. It is performed continually over the life of a
program.There are a variety of risks that confront the global
software industry.
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The characteristics of the legal, social, economic and
competitive  environments impose constraints and
opportunities that help to define the nature of the risks for
suppliers, buyers, and other stakeholders in the software
acquisition and development process. Enterprise Risk
Management (Corporate boards, CEOs, CFOs and other
members) and Operational risk management (Focus on
integrated governance, risk and compliance, regulatory
measures) are the existing systems,

in which there are many problems are occurred.
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II. THE MOST COMMON & SERIOUS
SOFTWARE RISKS

There are various reasons as to why earlier risk management
is difficult to implement effectively. We observed that few
projects have more than 20 active risk factors at any one
time. Another reason for the relatively low implementation
of earlier risk management methods in practice that the fact
that risk is a fuzzy concept for which users lack the
necessary tools to more accurately define risk for a deeper
analysis. Users may not have the ability to provide accurate
estimates for probability and loss projections required for a
reliable risk analysis. Existing risk management methods
may not provide support for dealing with these differences.
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Risks may also affect a project in more than one way and
most risk management approaches focus on cost, schedule
or quality risks, but there may be combinations of risks or
other characteristics such as future required maintenance,
company reputation, or potential liability that should be
considered important in decision-making process. Finally,
many current risk management techniques may be perceived
as too costly or too complex to use. Simple, straightforward
risk management techniques that require an acceptable
amount of time to produce results might be the answer.A
key software risk area, and one that has an immediate and
potentially catastrophic impact on software projects, is
related to the development of software. Software security
policies do not fully address the risk of using foreign
suppliers to develop weapon system software. Current
guidance allows program managers discretion in managing
foreign involvement in software development, without
requiring them to identify such risks.

I1I. RISK MANAGEMENT PROCESS

An endless list of all possible risks that need to be
considered in a software development process. There are
any numbers of internal/external scenarios that may
influence the possible risks that our software on is
susceptible. The key to successful risk management lies in
the ability to incorporate a new risk management process
that addresses the complementary needs of the business and
its customers.Risks can be identified at the very earliest
stages of the software life-cycle. The ability to identify risks
earlier translates into earlier risk removal, at less cost, which
promotes higher project success probability.Software project
risk defines the operational, organizational and contractual
software development parameters. Software process risk
includes both management and technical work procedures.
In management procedures, process risk may be found in
activities such as planning, staffing, tracking, quality
assurance and configuration management. In technical
processes, it may be found in activities such as requirements
analysis, design, code and test. Planning is the management
process risk that is most often reported. Software product
risk contains intermediate and final work product
characteristics. Primarily a technical responsibility, product
risk may be found in requirements stability, design
performance, code complexity and test specifications.
Product risk is difficult to manage because software
requirements are often perceived as flexible. Requirements
are the most significant product risks in risk assessments. A
software risk can be classified in the following figure. In
general, a risk management process should consist of the
following activities, acquisition, supply, development,
operation and maintenance of software products and
services
e  Early planning for risk management

e Implement the Risk Management
e  Managing the project risk profile
e  Advanced risk analysis technique
e Risk monitoring

e Risk treatment
e Effective Evaluation

Software

Risk

&

Figure2 : Software Risk classifications
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IV.  RISK MANAGEMENT TOOLS
1) Risk Identification

The Universal Risk Project identifies two basic types of risk
statements that can be used to identify whether a set of
circumstances represents a risk to the project:“IF technology
is not available, Then we will not meet the requirement” and
“IF we cannot hire sufficient qualified software engineers,
Then We cannot meet the planned development scheduleA
tool that can be used to aid in the identification of risks on a
software project are strategically defined software
measures. In this we proposes the use of a software
measurement process as a integrated approach for
identifying risks before they become problems.
e  Software Component Status

e  Staff Experience

e Reviews Completed

e  Problem Report Status
e Resource Utilization

2) Risk Analysis

After risks are identified, they should be partitioned into
categories such as technical, cost, schedule, management,
etc. Note that some risks may fall into multiple
categories. Why do risks need to be partitioned? First of all,
some risks are more important than others. Also, different
stakeholders may be concerned about different risks, or
different personnel may bear responsibility for
tracking/monitoring different risks. Finally, different risk
types may require different mitigation strategies.

The initial activity in risk analysis is to identify contributing
factors, then establish a hierarchy of those contributing
factors. It illustrates a hierarchy of how a project might fail,
given the contributing factors of Staffing, Funding,
Performance Failures, and so on. The Staffing factor is
further broken down to show, first, how staffing may
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become a contributing factor to project failure and second,
what the contributing factors might be that result in
insufficient staffing (subsequently leading to project
failure). All contributing factors defined within the
hierarchy would be broken down to a correspondingly
meaningful level of detail.Similarly, for positive risk, a
hierarchy of contributing factors could also be created, this
time highlighting those elements for which risk is being
undertaken in order to leverage a perceived opportunity for
the project, such as “Schedule Completion Will Be
Early”.There are any number of ways that risk can be
partitioned, analyzed and quantified. The approach taken
and method(s) used should always be tailored to meet the
needs of the business, the customer and the project. If you
reference the Tools and Methods section of this document,
you can review several different MS Excel-based tools
developed by the DACS from information available in the
literature, each having its own partitioning scheme and
offering a different approach to quantifying project
risk.Once you have successfully partitioned and quantified
software risk, prioritization of risk becomes the next logical
activity.

3) Risk Priority

Risk priority is a critical characteristic of the formal risk
management process, as it provides the opportunity to apply
what are typically limited project resources to those risks
having the largest potential impact on the project. For many
risk priority approaches, risks are ranked and priority based
on some combination of probability. This can be done
qualitatively in a risk priority matrix using some type of
composite  probability-impact score. Note that the
qualitative matrix has some basis in quantitative values for
frequency and impact, although these can be subjectively
defined and tailored to suit specific sets of circumstances.
The highest priority risks would be those falling in the red
region. The quantitative example of risk priority highlights
the combined probability-impact scores for specific
elements of the project. Of course, these are very high-level
risks to try to deal with effectively. The highest priority risk
is schedule failure, followed by technical failure, cost
failure, etc. The MS Excel-based tools provided in the
Tools and Methods section show how high-level risk areas
can be further broken down to quantify and prioritize very
specific elements of risk.The combined risk exposure
number associated with performing regression testing
indicates that it should be considered a much lower priority
than if regression testing is not going to be performed at all
based on the quantitative probability and loss associated
with each potential undesired outcome.

4) Risk Management Plan

The risk management plan includes product size, business
impact, customer, process, technology, development
environment, staffing (size and experience), schedule, and
cost. Risk management planning provides the basis for the
identification of the monitoring procedures that should be
put in place for each risk, including how to tell if a risk is

going to manifest as a real problem, and how frequently
each identified risk should be monitored. Risk planning also
takes into account risk aversion planning i.e., what actions
will be taken to mitigate risk before it occurs and
contingency planning i.e., how to react if a risk actually
manifests. The document “Risk Management Survey of
Department of the Navy Programs” contains samples of
Risk Management SOW Contract Clauses, a Risk Status
Report format, a product/process combination risk
management process, a technical risk assessment form, a
technical risk status form, a risk management process and
analysis methodology, an event-driven risk mitigation
report, and risk management survey references.

5) Risk Monitoring

There are a number of measurements/metrics and tools that
can be used to monitor and report status of project risks.
Following are the some of the basic measurements and
metrics that can be considered to meet these needs.
e  Number of Identified Risks
e  Number of Active Risks
e Number of Risks Assessed “High”, “Medium” and
“Low”
Expected Value (Probability x Cost)
Overall Project Criticality Index

The number of identified and active risks provides a picture
of how many risks have been mitigated, and how many
remain as open. Prioritized risks can be categorized as the
number considered “high”, “medium” and “low”.
Combining risk probability and impact into a total
composite score is another way to identify, track and
monitor high priority risks. Identifying an “average”
probability impact (PI) score subdivides the risk population
into “greater than” and “less than” average risks, providing a
very general guideline on which risks to address first.
Another way to look at impact is risk probability times cost
impact, rather than consequence or severity impact, in order
to calculate the expected value of each potential risk, A
useful metric for assessing project risk is the percent
likelihood of meeting the target schedule and/or budget.
Any significant negative deviation from this metric would
not well for the success of the project.There are also a
number of risk management audit measurements/metrics
that are appropriate to monitor and track progress on
controlling project risk. These include factors such as (1)
the number and ratio of scheduled and actual risk
management audits, (2) the effort required to support risk
management audits, (3) the total number of risk-related
problem reports (and the number of open and closed reports)
that are measured in each risk management audit, and (4) the
number and ratio of actual and deferred corrections that are
reported in each risk management audit. This number of
corrections can be further broken down into categories of
major and minor corrections and, as with the number of
actual corrections, can be assessed against the amount of
effort required to implement them.One of the better tools to
use in the risk management process is Risk Status Reports.
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They represent a best practice in that they allow the
communication of appropriate risk metrics to all
stakeholders on the project. Risk Status Reports can include
such things as a listing of the top ten risk items, the number
of risks resolved as of the report date, the number of new
risk items introduced since the last report, the total number
of current unresolved risk items, the presence of unresolved
risk items that lie on the project critical path, and assessment
of the probable cost of unresolved risk in comparison to the
amount of risk reserve. A second useful tool for monitoring
risk and reporting risk status is the Event-Driven
Management Report. This tool can be represented by a
generic waterfall chart, where risks are identified and
documented on an Integrated Product Team watch list. One
general caution or observation regarding the Event-Driven
Management Report, Be aware that risks may not always
follow the waterfall, i.e., high- or medium-level risks could
conceivable pop up anywhere in the life cycle, depending on
how effective the overall risk management process is.
Event-driven risks will not necessarily conveniently
decrease in risk level as the life cycle evolves.

Future
Looking

Designs
with low
Risk

Risk
Managem
ent

6) Internal Audit

A software solution that includes an audit component is a
paperless audit management system proven to reduce the
time and cost associated with internal audit processes. It is
better for mid-market and large enterprise organizations to
improve audit efficiency and productivity of the entire audit
process including risk assessment, planning, scheduling,
preparation, review, report generation, global issue tracking
and administration.

e  Analyst Reports

e Events Calendar

e Early Updates

e  Success Stories

e  Surveys
Effective implementation of risk management is based on
the following set of benefits resulting from the process:

e The risks that could impact project success are
identified

e A priority order in which risks should be addressed
is established

e  Mitigation appropriate for each
potential problem are carefully considered based on
project circumstances

alternatives

e Optimized mitigation techniques for all risks above
their thresholds are selected

e Contingency plans in case the risk mitigates are
developed proactively, rather than as a result of
fire-fighting

e Information to improve risk management policies
is captured, analyzed and acted upon

e Risk management processes / procedures are
systematically and periodically reviewed and
improved to further reduce risk

7) Safe Tracking And Implementation

Results of the risk reduction implementation must be
tracked. The tracking step involves gathering data,
compiling that data into information and then reporting and
analyzing that information. This includes measuring known
risks and monitoring triggers as well as measuring the
impacts of risk reduction activities. This includes

e Identify the new risks and add them to existing risk
list.

e Information needed for additional requirements
planning

¢ Implementing the plan

The implementation starts with the requirement
specification and continues till release of software project.
The major objective of this phase is to maximize the
utilization and effectiveness of resources in time and within
project budget in order to carry out the various activities
during development.

V. CONCLUSION

Software risk management is the integrated approach in
which risk factors are systematically identified, assessed,
and implemented. The determination of the risk in a
software either due to external or internal causes in a major
part of software management. The process of risk analysis is
continuous and applies to many different levels, at once
identifying system level, assigning probability impact. For a
software manager it is responsibility to manage the software
risk in effective manner. The risk management plan is
implemented as a part of initial project planning and utilized
throughout all of the phases of the software development
process. Risk management requires fear free environment
where risks can be identified and discussed by conducting
meetings and periodical reviews. We can reduce confusion,
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time, development and management cost by using an
integrated approach.
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Integration of ICT 1n Teacher Education
“Computer Assisted Instruction & E-Learning”

Mr. Vimal Kumar

L INTRODUCTION

ducation is the life long process of acquiring new

knowledge and skill through formal exposure of
information, ideas and experiences. These can be done in the
schools by way of systematic planning of instruction. In turn
it needs proper method or technology to adopt in teaching
the concepts of the subjects in the school. Now a day they
call it as a educational technology which implies a
behavioral science approach to teaching and learning, in
trait, it makes use and pertinent, scientific and technological
sociology, communicating linguistics and their related
fields.Educational technology has grown as a resut of
technological devices in the use of practies with the
explored psychological of teaching, learning and behavioral
modification. There are many means by which effective
instruction can be imparted in the classroom. The use of
Computer Assisted Instruction (CAI) in schools gaining
momentum. Now days, more and more schools are having
computers, so use of technology enhances effectiveness of a
learning experience.

1I. NEED AND SCOPE OF THE STUDY

The investigator was interested in studying the effectiveness
of computer-assisted instruction in teaching General Science
at secondary level. The subjects on science can develop
ability and achievement among the XII students. Hence it
is necessary to study the achievement of the students of the
students in relation to computer-assisted instruction adopted
in classroom teaching.

1) Objectives of the study

e To find out the effectiveness of teaching General
Science for XII through conventional method.
e To find out the effectiveness of teaching General

Science for XII through computer assisted
instruction.

e To find out the effectiveness of teaching General
Science for XII through computer assisted

instruction over conventional method.
e To prepare a computer assisted instructional
package on “universe”.
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2) Hypotheses

e There is no significant difference between mean
gain scores of experimental and control group on
pre — test.

e There is no significant difference between the mean
gain scores of pre and post — test of control group.

e  There is no significant difference between the mean
gain score of pre and post — test of experimental

group.
e There is no significant difference between the mean
gain scores of post — test in general and

experimental group.

I11. SAMPLING

The present experimental study involved a parallel or
equated group experimentation, which is more complete and
accurate than the one group experimentation.The
independent variable in the present study was CAI and the
dependent variable was student achievement in terms of
gain scores

Entire population

I

One selected school

.

XII standard

General Group Experimental group

In this study 32 students studying in XII of D.A.V
Sen.Sec.School, Malout were taken as the sample.
Experimental group consisted of 16 students who were
taught “The Universe” by the CAI. The control group of
another 16 students who were taught the same content by
conventional method.

1) Procedure in framing equated groups

The sample of 32 students was divided into two equated
groups of 16 students each. Two groups were equated as



Global Journal of Computer Science and Technology

Vol. 10 Issue 15 (Ver. 1.0) December 2010 P age | 59

nearly as possible in terms of their achievement scores of
sciences in second semester examination. Students having
similar range of marks in the second semester examination
were allotted equally and randomly for experimental and
general groups. To find out that there was no significance
difference between the two groups, ‘t” test was applied to
the scores of second semester examination.

2) Construction of tools (Ready-made)

Standardized Tool were use in this study prepared by
JAGANATH.K. DANGE and SHAIK ABDUL WAHAB.
(Research scholar), Lecturer in P.G. Studies in Education,
Kuvempu University, Shankarghatta (Karnataka)

3) Development of CAI

The content is divided into different tasks and the tasks are
presented in the form of Slides in Micro-Soft Power Point.
After completion of every task a question will be there to
test students learning. In the presentation needed pictures,
background music and animations are added as special
effects in the CAL

IV.  DATA ANALYSIS

The data collected by the investigator are analyzed and
interpreted as given below.

TABLE 1
Test of significance of the scores obtained by experimental and controls group in pre — test.

Groups N |M S.D ‘t’ value Significant level at 0.05
Experimental group 16 | 13.56 | 528 071 NOT SIGNIFICANT
Control group 16 | 13.31 | 524

According to the above table the obtained ‘t’ value 071 is
statistically no significant, because it is lesser than the
critical value 2.13 for 30 df. At 0.05 level of significant

from this, it can be concluded that there is no significant
difference between two groups and a null hypothesis is
accepted.

TABLE 2
Test of significance of the scores obtained by control group student in their pre and post — test.
Test N M S.D ‘t’ value Significant level at 0.05
Pre-test 16 1331 ] 5.24 1 NOT SIGNIFICANT
Post-test | 16 13.56 | 5.28

The above table shows that the obtained,t’ valued 1
statistically not significant because it is lesser than the
critical value 2.13 for 30 df. at 0.05 level of significant.

From this it can be concluded that there is no significance
difference between the mean gain scores of pre and post —
test of control group.

TABLE 3
Test of significance of the scores obtained by experimental group students in their pre and post — test.

Test N |M S.D ‘t’ value Significant level at 0.05
Pre-test 16 | 13.56 | 5.28 8.47 SIGNIFICANT
Post-test 16 | 1343 | 5.48

According to the above table the obtained ,t” value 8.47 is
statistically significant, because it is greater than the critical
‘t> value 2.13 for 30 df. at 0.05 level of significant. From

this it can be concluded that there is significance difference
between the mean gain scores of pre and post — test of
experimental group.

TABLE 4
Test of significance of the scores obtained by experimental group students in there post — test.

Groups N | M S.D ‘t’ value Significant level at 0.05
Experimental group 16 | 1543 | 548 5.77 SIGNIFICANT
Control group 16 | 13.25 | 5.53

The above table shows that the obtained,t value 5.77 is
statistically significant, because it is greater than the
critical‘t’ value 2.13 for 30 df. At 0.05 level of significant.

From this, it can be concluded that the students taught by
computer assisted instruction method performed well, than
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the students taught by conventional method in learning the
concepts of universe.

Findings

e There is no significant differences between mean
gain scores of experimental and general group of
pre —test.

e There is no significance difference between mean
gain scores of pre test and post — test of general
group.

e There is significance difference between mean gain
scores of pre test and post — test of experimental

group.
e There is significance difference between mean gain
scores of post — test of general group and

experimental group.
V.  EDUCATION IMPLICATIONS

CAI may be introduced in all the standards in the schools, as
the study found favorable result and the students found to be
interested to learn through CAI. Hence all the teachers may
be given orientation about CAI and its effect on the
achievement of among the students. The teacher must be
given sufficient training and encouragement in preparing the
CAI module. Govt. May distribute CAI packages of all
subjects to all the schools that hey can use it in their daily
teaching learning process.
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An Analysis of Different Resampling Methods 1n
Coimbatore, District

Dr.S. Santhosh Baboo', M.Renuka Devi’

Abstract-Image pre-processing of satellite Imagery. In order to
actually geometrically correct the original distorted image, a
procedure called resampling is used to determine the digital
values to place in the new pixel locations of the corrected
output image. The resampling Process calculate the new pixel
values from the original digital pixel values in the uncorrected
image. When remote sensing has been used to create an image,
it needs to undergo some form of validation procedure using
observational and/or sampling techniques. Failure to do so will
reduce the confidence in the final product.This study describes
the three methods applied in Coimbatore district. This study is
used to evaluate the three resampling methods and how they
are vary from their pixel calculation and accuracy.
Keywords:Resampling,Satteliite imagery,pixel location

L INTRODUCTION

hen the first satellite, Sputnik, was launched in 1957

no one could have foreseen how its diverse its use
would become. Today, we have Direct TV, On-Star, XM
Radio and live up-to-the-second television coverage from
every corner of the world. Today, satellite information is
being relayed back to earth every second of every day.
Before Sputnik had completed it first orbit it had relayed the
first data back to earth. And it was not the "oldies" station
on XM Radio. It was environmental data. More than forty
years later, the use of satellite imaging continues as the most
popular provider of environmental monitoring. With recent
demands for new levels of data we are presented with the
problem of how to manipulate our new raw satellite images
so that these images can be integrated with pre-existing
environmental observations and methods.In order to
retrieve, manipulate and process raw satellite images we
make use of commercial computer software, in particular
ERDAS Imagine for Visualizing Images. ERDAS Imagine
is used for data visualization and analysis of satellite
images. With a full understanding the use of key
components of the ERDAS, we are able to customize,
compose and modify algorithms. This allows us to prompt
and direct ERDAS to meet our specific needs and tailor, to
our needs, the processing of the satellite data.Once the raw
remote sensing digital data has been acquired, it is then
processed into usable information. Analog film photographs
are chemically processed in a darkroom whereas digital
images are processed within a computer. Processing digital
data involves changing the data to correct for certain types
of distortions. Whenever data is changed to correct for one
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type of distortion, the possibility of the creating another type
of distortion exists. The changes made to remote sensing
data involve two major operations: preprocessing and
postprocessing.The preprocessing steps of a remotely sensed
image generally are performed before the postprocessing
enhancement, extraction and analysis of information from
the image. Typically, it will be the data provider who will
preprocess the image data before delivery of the data to the
customer or user. Preprocessing of image data often will
include radiometric correction and geometric correction.
IGeometric corrections are made to correct the inaccuracy
between the location coordinates of the picture elements in
the image data, and the actual location coordinates on the
ground. Several types of geometric corrections include

system, precision, and terrain corrections. Geometric
correction contains two methods that is  Parametric and
Non-Parametric.  Non-parametric method establishes

mathematical relationships (mapping polynomials) between
the coordinates of pixels in an image and the corresponding
coordinates of those points on the ground (via a map). Two
steps are involved in non-parametric corrections 1.
Rectification 2. Resampling. Step one used to Calculate
new output pixel locations (X, Y) and Relate image location
to map location wusing a “mapping polynomial”
function.Step two involves in the process of extrapolating
data values to a new grid. Resampling is the step in
rectifying an image that calculates pixel values from the
original data grid. This also involves in determination of DN
values to fill in the output matrix of the rectified or
registered image.There are three methods in resampling:

e Nearest Neighbour

e Bilinear Interpolation

e  Cubic convolution

II. NEAREST NEIGHBOUR

Nearest neighbor is a resampling method used in remote
sensing. This resampling uses the digital value from the
pixel in the original image, which is nearest to the new pixel
location in the corrected image. This is the simplest method
and does not alter the original values, but may result in some
pixel values being duplicated while others are lost. This
method also tends to result in a disjointed or blocky image
appearance.The approach assigns a value to each "corrected"
pixel from the nearest "uncorrected" pixel. The advantages
of nearest neighbor include simplicity and the ability to
preserve original values in the unaltered scene. The
disadvantages include noticeable position errors, especially
along linear features where the realignment of pixels is
obvious.
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Figure 2.Nearest Neighbor pixel Calculation Figure3.Bilenear Interpolation

Figure.2.1 Surface profile of Nearest Neighbor resampling method
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Figure. 2.2 pixel, histogram and spatial profile details of nearest neighbor

IIL BILINEAR INTERPOLATION

Bilinear can refer to bilinear filtering or bilinear
interpolation. Bilinear filtering is a method used to smooth
out when they are displayed larger or smaller than they
actually are. Bilinear filtering uses points to perform bilinear
interpolation. This is done by interpolating between the four
pixels nearest to the point that best represents that pixel
(usually in the middle or upper left of the pixel). Bilinear
interpolation resampling takes a weighted average of 4
pixels in the original image nearest to the new pixel location

The averaging process alters the original pixel values and
creates entirely new digital values in the output image. This
may be undesirable if further processing and analysis, such
as classification based on spectral response is to be done. If
this is the case,resampling may best be done after the
classification process.It is shown figure 2.This resampling
method assigns the average digital number (DN) of the four
pixels closest to the input pixel (in a 2x2 window) to the
corresponding output pixel. The mathematical function is
bilinear.When apply this method in the coimbatore imagery
we can get the following result in the figure 2.

Figure 2.1Surface profile of bilinear resampling method
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Figure 2.2.pixel,histogram and spatial profile details of bilinear resampling

Iv. CUBIC CONVOLUTION

Cubic convolution is a method used to determine the gray
levels in an image. This is determined by the weighted
average of the 16 closest pixels to the input coordinates.
Then that value is assigned to the output coordinates. This
method is slightly better than bilinear interpolation, and it
does not have the disjointed appearance of nearest neighbor
interpolation. Cubic convolution requires about 10 times the
computation time required by the nearest neighbor method.
This resampling calculates a distance weighted average of a
block of sixteen pixel from the original image which
surround the new output pixel location

Figure 4 Cubic Convolution

This resampling method assigns the average DN of the
sixteen pixels closest to the input pixel (in a 4x4 window) to
the corresponding output pixel. The mathematical function
is cubic.

V. RESULT AND DISCUSSION

Every one method has some advantage and disadvantage for
some type of data,when compare result of surface and
spatial profile of nearest neighbor resampling method the
Cubic Convolution is gives the better result in coimbatore
imagery.we can see the difference between these method in
the following figures.Figure 5 shows the result of nearest
neighbor and bilenear interpolation methods.In figure 5.1 we
see the difference between Bilinear Interpolation and Cubic
Convolution. The advantage of Nearest Neighboris
extremes subtletie sare not lost and fast computation is
possible. But the distadvantage of  this method is
"stairstepped".That is resampling to smaller gridsize effect
around diagonallines and curves.This problem is solved by
Bilenear Interplation.Its Result are
smoother,accurate,without “stairstepped” effect. But it has
some disadvantage that is edges are smoothed and some
extremes of the data file valuesare lost. The most accurate
resampling method is cubic convolution. It gives the effect
of cubiccurve weighting can sharpen the image and
smoothout noise. But the disadvantage 1is most
computational is needed and it does n’t provide desired
result.
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Figure 5.Result of nearest neighbor and Bilinear Interplation

Figure 5.1.Result Bilinear Interpolation and Cubic Convolution
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VL CONCLUSION

The three resampling methods; Nearest Neighbor, Bilinear
Interpolation and Cubic Convolution, determine how the
cell values of an output raster are determined after a
geometric operation is done. The method used depends upon
the input data and its use after the operation is performed.
Nearest Neighbor is best used for categorical data like land-
use classification or slope classification. The values that go
into the grid stay exactly the same, a 2 comes out as a 2 and
99 comes out as 99. The value of of the output cell is
determined by the nearest cell center on the input grid.
Nearest Neighbor can be used on Continuous data but the
results can be blocky.Bilinear Interpolation uses a weighted
average of the four nearest cell centers. The closer an input
cell center is to the output cell center, the higher the
influence of its value is on the output cell value. This means
that the output value could be different than the nearest
input, but is always within the same range of values as the
input. Since the values can change, Bilinear is not
recommended for categorical data. Instead, it should be used
for continuous data like elevation and raw slope values.
Cubic Convolution looks at the 16 nearest cell centers to the
output and fits a smooth curve through the points to find the
value. Not only does this change the values of the input but
it could also cause the output value to be outside of the
range of input values (imagine a sink or a peak occurring on
a surface). This method is also not recommended for
categorical data, but does an excellent job of smoothing
continuous data.
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Abstract-In this paper we describe a type of auction mechanism where the auctioneer A wants to auction an item ( among a certain number
of bidders b€ B (i=1,..., n) that submit bids in the auction with the aim of not getting (.Owing to this feature we call this mechanism a negative
auction. The main motivation of this mechanism is that both the bidders and the auctioneer give a negative value to the auctioned
item (and so they see it as a bad rather than a good).The mechanism is presented in its basic simple version and with some possible extensions that
account for the payment of a fee for not attending the auction, the interactions among the bidders and the presence of other supporting actors.

I INTRODUCTION

In this paper we describe a type of auction mechanism' where the auctioneer A wants to auction an item ¢among a certain
number of bidders® b B (i =1, . . ., n) that submit bids in the auction with the aim of not getting (.Owing to this feature
we call this mechanism a negative auction ([4]). The main motivation of this mechanism is twofold ([7] and [8]):

- both the bidders and the auctioneer give a negative value to the auc tioned item (and so they see it as a bad
rather than a good),

~the auctioneer has an imperfect knowledge of the bidders and so cannot contact any of them directly.

The mechanism3 , at least in its basic version, is simple and will be described in detail in section 5 whereas the needed
details will be presented in the sections 3 and 4.

Algorithm 1.1 The basic mechanism is based on the following steps.

- A selects the bidders bj according to some private criteria that depend on the nature of (;

- the b; submit their bids in a sealed bid auction;

- once the bids have been submitted they are revealed so that:

- the bidder who made the lowest bid is the losing bidder and gets4C ;

- the other bidders are termed winning bidders and get the benefit of having avoided the allocation of (;

- the losing bidder” bj] gets ( and, as a compensation, a sum equal to his bid x| ;- each winning bidder b; pays to the
losing bidder a properly defined frac tion of x].

This simple mechanism will be described in some detail in the following sections together with the possible
strategies of the bidders and some possible extensions. The extensions include a pre auction phase, where some of the
bidders pay a fee for not attending the auction, and a post auction phase that can assume three forms and that aims at the
reallocation of ¢ depending on criteria that are different from those that drove the auction phase itself.

I PRE AUCTION AND POST AUCTION PHASES

In the pre auction phase the bidders are allowed to pay to A a fee f (that A fixed and made common knowledge among the
bidders) for not attending the auction. In this case, depending on the amount of the fee, we can have that:

- m bidders prefer to pay the fee in order to not attend the auction,

- k = n — m bidders prefer to attend the auction.

In this case, at the end of the auction phase, A has collected an extra compensation equal to ec = mf that is awarded
to the losing bidder.The value ec (see also section 8) may be either a public knowledge among the bidders that therefore
know m but not necessarily k (since the value n is not necessarily a common knowledge among the bidders) before the

auction phase or it may be a private knowledge of A to be revealed only after the execution of the auction phase.

About-Icioni@di.unipi.it Computer Science Department, University of Pisa largo Pontecorvo 3, 56127, Pisa, Italy tel.: (+39) 050 2212741 fax: (+39) 050
2212726

!In this paper we are going to use the term mechanism in a rather informal sense as a set of rules, strategies and procedures. For a more formal use of the
term we refer, for instance, to [7] and [9].

2In what follows we identify a bidder b; € B also by the indexj € N= {1, ..., n}.

3The proposed mechanism is loosely inspired by the Contract Net Protocol ([6, 14]).

4Possible ties among two or more losing bidders are resolved through a properly designed random device.

SWe assume that after the bids have been revealed we renumber the bidders so that the losing bidder is the bidder b] whereas all the other bidder bj (with
i 6= 1) are the winning bidders.
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As to the last point we note how this feature may be guaranteed or at least enforced through the design of the structure of
the pre auction phase that can be designed so to make the communication among the bidders either too difficult or too
costly. The easiest solution is to have the bidders, at least in this phase, to be unaware one of the others so to make any inter
bidders communication impossible. In the present paper we consider only the private knowledge case so that the value e
has no influence on the behavior of the k attending bidders that do not have such information when they submit their bids
(see section 8).We note indeed how even the m bidders who paid the fee can attend the possible post auction phase. This
requires that in that phase the full set of bidders is revealed and becomes a common knowledge. In the post auction phase
we introduce some mechanisms that try to correct a simplifying assumption that we have made in the basic mechanism.
The basic mechanism is, indeed, based on the assumption that the various bj are independent one from the others (in
the sense that the allocation of ¢ to one of the bidders has effect only on that bidder) and, similarly, do not influence
any other actor” . The mechanisms of the post auction phase aim, indeed, at accounting for the following facts:

(pa;) the bidders b; are interdependent and so they may influence each other so that, for any pair of bidders (b;, b;), we

can define as d;jthe damage caused to b; from the allocation of ¢ to b;;
(pa2) the bidders bi may influence the actors of the set S (see footnote 6) so that, for any actor si € S, we can define
as Dj,j the damage caused to si from the allocation of { to b;.
We may assume in general that di,j ¢ = dj,i so the cross damages between pairs of bidders are not symmetrically distributed.In the
(pal) case we assume that the bidders are interdependent but S = ). In this case the bidders can try to negotiate an allocation to
another bidder that is more preferred by all the bidders depending on the values d;j(for i 6 = j) and not on the values m; = d;;
that drive the auction phase.In the (pa,) case, we assume that the bidders are independent but S 6= (). In this case the members
of S may try to obtain a reallocation depending on the values Dij. Last but not least the two cases (pal) and (pa2) can be
merged in a single case where we have both interdependent bidders and S 6= ().In all the post auction cases the starting point
is the allocation of ( to one of the bidders on the basis of the outcome of the auction phase where each bidder is guided only by
his self damage mi = di,i.At the end of the auction phase we can have two cases:
- the resulting allocation is satisfactory7;
- the resulting allocation is unsatisfactory.
In the former case no reallocation is required whereas in the latter case either the bidders of the set B or the supporters of the
set S may try to renegotiate it, within the proposed mechanisms in order to identify a new bidder as the more preferred allocation.
We underline how such reallocation may require the raising of a further compensation for the new bidder in order to have
him accept the allocation of .

Il THE DEFINING PARAMETERS
Both the auctioneer A and the bidders of the set B are characterized by some parameters that depend heavily on the
nature of the item ( but also on their individual characteristics.
Definition 3.1 For what concerns A we have only one parameter: the value my that A assigns to  as a measure of his
utility since the only benefit that
A receives from the auction is the allocation of (. With m, we denote:

- the damage or the negative utility that A will receive from ( if the auction is void so the allocation fails;
- the benefit or the positive utility that A receives from the allocation of ( to one of the bj € B.

Observation 3.1 [n the former case my has a negative value whereas in the latter it has a positive value.
Definition 3.2 Every b; € B is characterized by the following parameters (see also [7, 8]):

- a value mj that he assigns to (;

- the amount x;j he is willing to bid;

- the random variables Xj that describe the bids of the other bidders, - the interval of the values [0, M;] to which
the mj belong;

- the intervals of the values [0, Mj] to which the Xj belong;

- the differentiable cumulative distributions Fj of the values Xj;

- the corresponding density functions fj = F] of such values.

Observation 3.2 We note that:

(1) the parameter mj has a dual meaning in the sense that:

- it represents the damage that bj receives from the allocation of (;

- it represents the benefit that bj gets from the allocation of ( to some other bidder,

With the term actor we denote a figure that is distinct from both A and the Bs but that wants to attend the auction since he thinks to be damaged
from the allocation of ( to one of the bidders. Such actors are termed supporters and form the set S.

"The concept of satisfaction will be defined for each post auction phase. For the moment we say that an allocation is satisfactory if there are no
incentives for its modification either from the members of B or from the members of S or from both.
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(2) the parameter xj has a dual meaning in the sense that:
- it represents the sum that bj asks as a compensation for the allo cation of (;
- it defines the fraction c;j of the compensation that b; has to pay to the losing bidder.

We can also define the following probabilities:

- the probability pj for bj of losing the auction;

- the dual probability qj = 1 — pj for bj of winning the auction.

We recall that the losing bidder is the bidder who gets  and a compensation from the other bidders, the winning bidders.
IV THE BASIC ASSUMPTIONS

In this section we introduce the basic assumptions that we make on the parameters that characterize both the auctioneer and
the bidders and that will be maintained through the rest of the paper.

Assumptions 4.1 The only assumption we can make on A is that his value ma is a private information of the auctioneer so
that it is not known to the bidders.If we relax this assumption so that mp becomes a common knowledge among the
bidders we may assume that such a knowledge may influence the evaluations of the bidders since they may derive form this
knowledge hints on the real nature of the auctioned item.

Assumptions 4.2 The basic assumptions that involve the characteristic parameters of the bidders may be summarized as
follows®:

-the bidders are assumed to be risk neutral so that their utility is linearly separable ([7]) and can be expressed as the

difference between a benefit and a damage and so as xj —mj if the bidder bj loses the auction or as m;j — cj if he wins it;

-the random variables Xj are assumed to belong to a common interval [0, M] for a suitable M > 0;

-the random variables Xj are assumed to be independent random variables;

-the valuations mj are assumed to be private values of the single bidders;

-the bidders bj are assumed to be symmetric so they are characterized by the same F and by the same corresponding f;

- the random variables Xj are assumed to be uniformly distributed on the interval [0, M] so that we have, for x € [0,
M]:

O]
and, correspondingly:
2

From the foregoing assumptions we derive that the probability pj for each bidder bj of losing the auction is the same for all
the bidders so we can denote it as p and use q = 1—p to denote the dual probability of winning the auction.

Observation 4.1 Possible relaxations of the foregoing assumptions involve:

- the possibility that the bidders are risk adverse® so that his utility is no more linearly separable but it is a convex
function of xj;

-the possibility that the evaluations are either common or interdependent among the bidders;

-the possibility that the bidders are asymmetric so that we can have different intervals [0, Mj] and different functions Fj
and fj for each bidder bj as well as the possibility to have different distributions (such as a Gaussian or a triangular
distribution) also under the symmetry assumption.

Such relaxations can be introduced either one at a time or in combinations. Their treatment, that makes the analysis more
complex, is out of the scope of the present paper and is the subject of further research efforts (see section 8 for further details).

8See [7, 8]

"We recall that, in classical terms, a player is risk neutral ([S]) if he is indifferent between attending a lottery and receiving a sum equal to its expected
monetary value whereas he is risk averse if he prefers the expected value to attending the lottery. We can also say that a player is risk neutral if his utility
function is linearly separable in gain and loss whereas, if he is risk averse, it can be seen as a concave function. In our context we have to consider the
opposite perspective and so we consider the utility function of risk averse bidders as a convex function of its meaningful parameters.
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V THE BASIC MECHANISM AND ITS STRATEGIES

The basic mechanism has only the auction phase among independent bidders with S = ().

Algorithm 5.1 We can describe the basic mechanism with the following algorithm'®.

(ph]) A auctions (;

(ph2) the b; make their bids x;j in a sealed bid one shot auction;

(ph3) the bids are revealed;

(ph4) the lowest bidding bidder'! b gets ( and x] as a compensation for this allocation;
(phs) each of the other bidders b; pays to b] Y a fraction c¢j of x] such that:

C;, = T (3)
i#1
Observation 5.1 For what concerns the values c¢i we assume a proportional repartition among the bidders so we have:
L
G = fL"lX, “4)

where X = Z], ,x;. In this way we account for the fact that the bidders who receive a bigger advantage from the alloc-
ation of ( to b1 pay the higher fractions of the compensation. At this point we state and prove the following proposition.

Proposition 5.1 (Weakly dominant strategy) From the assumptions we made in section 4 we derive that it is a weakly
dominant strategy for each bidder to submit a bid xj equal to his evaluation mj of the auctioned item (.

Proof
From what we have stated in sections 3 and 4 we derive easily that the expected utility from the auction for every
bidder bj when he faces the phase (ph2) can be expressed as:

Xi
E(bi) = pxi —mi) + (1 =p)mi =x,5 (5)
as the sum of the utility if he loses the auction multiplied with the probability of losing it and the utility if he wins it
multiplied with the probability of winning it.Relation (5) can be rewritten as:

by using the following equalities:

that have been derived by using the hypotheses of independence and identical and uniform distribution of the Xj and by
imposing that the xj is lower than any of the Xj for j /4 ¢. Since in relations (5) and (6) we want to impose that in any
case each bidder bj has a non negative utility we get the following constraints'*:

where y1 is the utility for bj if he loses and y? is his utility if he wins. From the former constraint we derive:

For what concerns the latter constraint, from the definition of y, and by performing the derivations with respect to
Xi, we easily derive that:

19Als0 in this section we assume that, when the phase (ph3) is over we can renumber the bidders so that b is the losing bidder whereas the bj (with i 6= 1)
are the winning bidders.
pogsible ties are resolved with the random selectjon of one of the tied bidders.

‘We note how we can write X =xj + X where X accounts for the bids of the bidders distinct from b1 and bj.
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so y2 is concave decreasing with:
-a maximum value equal to y2(0) = mj for xj =0,
-a minimum value equal to:

It is easy to verify that we have yz(mi) > 0 whereas we cannot exclude that y,(M ) may assume negative values
though this is a rather unlikely event. From relations (7) and (8) we can easily see how:

-p has a maximum value of 1 for x; = 0, decreases for x;increasing and attains a null value for x;= M,

- g has dual behavior since it has a minimum value of 0 for x; = 0, increases for x;increasing and attains the maximum value of
1 for x;= M;
At this point we want to find the value x; where we have

so that for x; < T; we have that p dominates ¢ whereas we have the opposite for x; > Z;. From relation (11) and relations
(7) and (8) we get:

1 M
From relation (12), with some gasy algebra, we derive:

We note that T; — 0 as n — oo so that q tends to dominate p for any z;. According to all this we have that b; should

maximize y, so to bid no less than m; and so (given the constraint we have imposed on y;) he should bid a sum equal to m;.
Observation 5.2 We note that we have:

where p’ is the derivative of p as a function of x; whereas:

where ¢’ is the derivative of q as a function of x;.

Observation 5.3 It is obvious that at phase (ph;) each b; knows if he is the loser or one of the winners. In the former
case he has a utility:

whereas in the latter he has a utility:

Observation 5.4 We have in this way verified how the truthful bidding is a weakly dominant strategy for each bidder
in the basic mechanism of the negative auction.

Observation 5.5 The proposed mechanism has a strong analogy with a First Price Sealed Bid auction ([7]). In the auctions of
this type the winning bidder is the highest offering bidder who pays his bid. Under hypotheses similar to the ones we made in
sections 3 and 4 we have that in a First Price Sealed Bid auction the best strategy for each bidder is to bid a little less
than one’s own evaluation or to bid z; = m; — § with § — 0 forn — oo.

If we suppose to use negative prices our mechanism is analogous to a First Price Sealed Bid auction so, in our case, the
best strategy for each bidder is to bid a little more than one’s own evaluation or to bid x; = m; + § with § — 0 forn — oco.

VI THE USE OF THE FEE
In this section we present the pre auction phase where:
- m bidders pay the fee f'in order to not attend the auction,
- k =n — m bidders prefer to attend the auction.
We make the hypothesis that the sum €. = mf is a private information of A so it is unknown to the other k bidders

that neither know n. For the k attending bidders we can repeat what we have said in section 5.In this case the losing
bidder, at the end of the auction phase, gets the following final compensation:
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If the mechanism has a post auction phase then all the initial n bidders can attend to it, as we will show in the

following sections.At this point we define the following profiles:
(nej) all the n bidders pay the fee f,

(ne2) none of the n bidders pays the fee f.

We want to see if such profiles are Nash Equilibria" (NE) or not.

In the case (ne1) we have that if the bidders collude among themselves and decide that they all pay the fee f they collect the sum
ec = nf. In this case, every bidder would have a utility equal to'* m; — f. If only one bidder bj individually violates the
collusive agreement he gets a utility equal to:

since no further compensation from the auction phase is possible. The individual deviation is profitable (so that (neq)
is not a NE) if we have:

or if:

So if the fee f"is such that the constraint (21) is satisfied for at least one bj the collusive agreement is not a NE and the
auction cannot be void since A is able to find a bidder to which to allocate { with a compensation paid by the other bidders.
We note that if A fixes fas:

we have:

and so relation (21) is surely verified.
In the case (ne2) the individual deviation depends on the possible policies of the single bidders since we have that e,
= 0 so from this condition we cannot derive any incentive for the bidders to deviate. In order to understand under
which conditions the case (ne2) can occur we therefore examine a more general case and so under which conditions a
bidder is better off if he pays the fee than if he attends the auction.
A bidder b; has indeed the following possibilities'™:

(1) he pays the fee f and has an utility'® ug?: mg — f;

(2) he does not pay and attend the auction and so:

(2a) he has an utility ui = x; — mm,; if he loses the auction,

J x

(2b) he has an utility u;” = m; — x; ¢
zi+X'
From the case (1) we derive the first constraint since we have that if uf < 0 then b; does not pay the fee and attends

the auction. This requires that:

if he wins the auction.

or:
If condition (25) is violated for every bj so that we have:

for every bi we have that no bidder pays the fee. In this way we have that if /> max{mi} or if f is very high no bidder
pays the fee and so they all attend the auction phase. If f'is assigned a lower value some of the bidders prefer to pay it
whereas others prefer to attend the auction. Lastly, if f gets a very low value we have that all the bidders may prefer to
pay it so that the auction phase is void, without any discordance with what we have seen with regard to (nel).Once we
have established that relation (24) is satisfied we want to make a comparison with the cases (2a) and (2b) so to
understand if a bidder is better o by paying the fee or by attending the auction.

3A Nash Equilibrium is a profile of strategies for the bidders where none of them has a gain from an individual deviation ([1, 2, 9, 10]).
This requires f < mi for every bi. We comment on this assumption shortly.

'SWe use the decorations p, 1 and w as exponents to denote, in the order, a payment, a loss and a win.
"In this case we evaluate the utility under the hypothesis of risk neutrality and so as the di erence between the benefit, as represented by the missed

allocation of , and the payment as represented by the fee f.
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We can make the following comparisons:

and:

If such relations are satisfied then b, is better off by paying the fee and so by not attending the auction. From relation (27) we
derive:

(since we have assumed xi > mi) and so not really a new constraint since it coincides with relation (25). On the other hand
from relation (28) we get:

since, by the definition of x1 and xi, we get X = xi + X' > (n — I)x] and x/ <xi <M for every bi. From relation (30) we
derive that if the fee fis small enough then the bidders have incentive to pay it otherwise they have incentives to attend the
auction. From this we may derive that if A fixes f high enough (for instance /' = M/2) he can be sure to have a non void
auction even if some bidders may prefer to pay the fee f.

VII THE POST AUCTION PHASE
1) Introductory remarks

In the simplest case, when the auction phase is over, the allocation is performed by the bidders on the basis of the values
mi = di,i only. This way of proceeding is based on the assumption that the bidders are independent and so that the alloca-
tion damages only each individual bidder and neither other bidders nor any other of the actors of the set S (the supporters).
n section 7.2 we see how we can account for the interdependence of the bidders and so for the damages among the bidders.
We therefore present an algorithm based on a succession of push operations by which a bidder can pushC towards another
more preferred bidder (according to the valuesattributed to the cross damages di,j).In this case we have no supporters so that
S = (). In section 7.3 we assume that the bidders are independent but § = ().and we examine if the supporters can push

towards another more preferred bidder (according to the values attributed to the cross damages Di,j by the s; € S) Last but
not least in section 7.4 we present an attempt to merge the two approaches since we assume to have both interdependent bidders and

2) The interaction among the bidders

Definition 7.1 (The added parameters) In addition to the parameters we have seen in section 3 and the assumptions we
have made in section 4 we introduce the following parameters for every bidder bi:

-di,j > 0 is the damage that bi receives if is allocated to bj;

-ci,j > 0 is the contribution that bi is willing to pay to bj to have him accept the allocation of .

Observation 7.1 It is obvious that mi = di,i and ci,i = 0.

Before going on we recall that the auction phase ends with the allocation of to bl who receives a compensation equal to
x;. We can define the due payment that bl receives from every bidder p; =£ b, as:

(with X = ijél ) so that we have:

We can also define:

to be used shortly.

Mechanism 7.1 In this case the mechanism has the following structure:

-possible pre auction phase,

-auction phase,

-allocation and compensation phase, -reallocation phase.

From the allocation and compensation phase b, would get, from the members of N , = N \ {1} the commitments of
payment 0,1 that form the compensatory sum Y, whereas the reallocation phase depends on the values di,j.When the

allocation phase is over, bl orders the d;; V/j - 1 with regard to di,; = m:. We can have two cases:

- dyy < dy; Vj # 1 so b is satisfied and no reallocation is required;

- Hjl g N,l such that \V/j S Jl dl,j < dl,l-

In the former case the mechanism ends and b, receives the commitments at payment as effective compensations from the
other bidders. In the latter case b; may negotiate a reallocation with the members of J1 that he orders in increasing order of
the damages d,;. We note that for any b; with j € J; we define as ¢, ;= d;; — d, ;the maximum contribution that b, is willing
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to have him accept ¢ whereas with ¢;; < ¢ ; we denote the current value of this contribution.
Algorithm 7.1 The attempt of reallocation may proceed along the following steps:
(1) b, defines J;;
(2) we have two cases:
(2a) J; =0 so go to (5);
(2b) J; # 0 so go to (3);
(3) by contacts (in the order) a b; with j € J; and offers him a further compensation ¢; ; < ¢;; so that b; would get
Y =XY;+cy;
(4) at this point we have two cases:
(4a) b; accepts and so becomes the new b; with X1 = X j + ¢1;; go to (1);
(4b) b, refuses so we have two cases:
(4b,) there is one more b; that can be contacted so go to (3);
(4b,)there is no b; to contact so the procedure ends with a failure; go to (5);
(5) end;
The operation at step (3) is a push operation through which the current b, tries to allocate ¢ to some other bidder b;having a
benefit equal to d; ; — d; ; — ¢, ;. Such procedure may either succeed or fail. For it to succeed the current b;must accept the
proposal of b;. It is easy to see that b;accepts if the following conditions are verified:
(ac)) X >my

(acy) dj1 > dj

If condition (ac,) is violated b;surely refuses the push proposal whereas if the condition (ac,) is violated b,can accept ¢
, with a risky decision, if he is sure he can push it to some other bidder b, such that d;, < d;; < d; ;. The procedure has
the following termination conditions:

- when no bider accepts a push proposal from the current by;

- when for a bidder b, we have J, = () so the currently losing bidder is satisfied with the allocation;

- when there would be a cycle.

The last case deserves some more comments. If we have, avoiding to rename the successive losing
bidders, the following succession of exchanges:

we have a cycle that could even give rise to a money pump for the initial b,.To prevent this from occurring we impose a
cut on the cycle so that the final accepting bidder must be b,. This fact requires the recording of the various passages so to
detect any cycle and to apply the correcting action.

3) The presence of the supporters
In this case we make the following assumptions:
- the bidders are independent so we have d; ; = 0 Vi # j;

- we have s supporters s; € S so that for each s; we have the damages D, ; that he receives from the allocation of (
to each bidder b;. Mechanism 7.2 Also in
this case (see section 7.2) the mechanism has the following structure:

- possible pre auction phase,

- auction phase,

- allocation and compensation phase,

- reallocation phase.

The reallocation is driven, in this case, by the members of S with their values Di ;- We can consider S as partitioned'”
where:

- A is the set of the s; that agree with the allocation of ¢ to by so that s; € A if and only if D;y < D, ; for every b; # by;

- D is the set of the s; that disagree with the allocation of  to by so that s; € D if and only if'® exists at least a bidder j; /= 1
such that D; j; < D; .

17n a classic way we have S = AU D and AN D = (). We note that every s; € D may have his own j;.
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We can have the following cases:

(1) A= S and D = () so no reallocation is required,

(2) A=0and D = S so every s, has at least a more preferred allocation;
B)A=0and D # 0.

In the case (1) the procedure is obviously over.

In the case (2) for every s; € D we can partition NV as N = L;U {b, } U U, where:

- L;identifies the bidders that cause to s; a lower damage than b; or the more preferred bidders;
- U; identifies the bidders that cause to s; a greater damage than b; or the less preferred bidders.
We can have two cases:

- msi L7/ = ®7

-Ng, Li# D

In the former case no compromise is possible among the members of D so the allocation of ( at the current b; is
unchanged. In the latter case we can have two sub cases. In the former sub case we have N, L; = b; so the members of D
offer to b;both X ;(see section 7.2) and ;= x;, —¥; to be shared proportionally among the members of D as:

We note that a proposal to bj is feasible only if, for each supporter si, the following feasibility condition holds:

If condition (37) is violated for at least one supporter then no proposal can be made so the Ss must consider another of the available
bidders, if they have one, otherwise the procedure ends with a failure. If b;accepts we have a new allocation otherwise the procedure

ends with a failure and the allocation is unchanged. For the conditions of acceptance for b; we refer to section 7.2. In this
case b; accepts if the offered total compensation is enough to cover the damage m; from the allocation of ( since
the bidders are assumed to be independent. In the latter sub case we have L = N,,L; C N so we identify a set of
I = |L| elements. In this case the members of D can use the Borda method"

([12, 13]) on such elements so to define the Borda winner (be it b5) and apply to it what we have seen for the single outcome

sub case. In the case of a tie on the Borda winners one of such winners can be selected at random since they can be seen as
equivalent alternatives. If the new allocation is feasible and the Borda winner accepts the procedure is over otherwise the members of
D discard him and repeat the procedure on the reduced set L \ {b;} until one of the bidders accepts (so the procedure ends
with success) or there is no more Borda winners to be contacted so that the procedure ends with a failure.In the case (3) we have:
-Vsi € A b, is the best choice;

- Vs, € D there are preferred choices to b;.
If, for each si € D, we define the set Li = {j € N | Di,j < Di,1} we can define the set L = Nsq €D Li so that we have three

cases:
(@ |[L|=0,
(b) [L]=1,
(o |L]>1.

In the case (a) no reallocation is possible since there is no possible compromise among the members of D that
are not able to agree on a feasible alternative to b;. In the case (b) we have a b;(with j € N) that is better than b, for
the members of D. The members of D can proceed as follows:

- each s; € D evaluates his individual gain D, ; — D, ;;
- they evaluate the collective gain I'i = ZSiED (Dij1— D j);

- they ask to the member of A how much they (as a whole) want to be paid to switch from by to b;, be it
p1,;-1f the total of p;; and the sum that the D have to pay to b; (that accounts also of the payments of
the other bidders but b1) to have him to accept ¢ is lower thanI' 4 the reallocation is feasible and
the procedure may end with success otherwise it surely ends with a failure. We note that:

- the reallocation actually succeeds if b; accepts so if the proposed total compensation cannot be lower than m;;

1Given n alternatives the method is based on the fact that each voter assigns n — 1 points to the top ranked alternative, n — 2 to the second top ranked
alternative up to 0 point to the lowest ranked alternative. The points are added together and the alternatives ordered in a weakly descending order (ties are
indeed possible) so that the alternative that receives the highest number of points, in absence of ties, is the Borda winner. If we have ties on the top ranked
alternatives we can choose one of them at random as the Borda winner.
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-the sum p, ;is defined by the members of the set A through a negotiation and is

proportionally shared among the members of A so that each can compensate the major damages deriving from the new
allocation.

In the case (¢) we have L C N such that bjis a better choice than b, for any j € L. In this case themembers of D can use the
Borda method to select the best choice from the set Land use it as in the case (b) . If they succeed the procedure is over
otherwise they discard that bidder from the set L, choose another bidder from the reduced L (if there is at least one bidder
available) and repeat the procedure. If all the attempts fail the procedure of reallocation ends with a failure.

4) Interaction and support

In this section we sketch a possible algorithm that can be used in the case where:

- the bidders are interdependent so that we have, in general, d;; > 0 for any i # j € N;

- S # 0 so that we have, in general, D, ; # 0 for any s; € S and j € N.

Mechanism 7.3 Also in this case (see section 7.2) the mechanism has the following structure:
- possible pre auction phase,

- auction phase,

- allocation and compensation phase,

- reallocation phase.

The reallocation depends on both the values d; ;(where ¢ and j identify the bidders) and the values D; ;(where 7 identify the
supporters and j identify the bidders). In the current version of the proposed algorithm we assume that the sets B and .S can
act independently one from the other.

Algorithm 7.2 In this case we can adopt a procedure based on the following steps:

(1) the Bs define the set Jg of suitable bidders as we have seen in section 7.2;

(2) the Ss define the set Js of suitable bidders as we have seen in section 7.3;

(3) they evaluate the set J = Jp N Js;

4) if J=0goto9;

(5) if J # 0 order J;

(6) select the best b; from J, J = J\ {b;};

(7) b; is contacted and he is offered a compensation;

(8) b; can:

(8a) accept so he gets ¢ and the compensation; go to 9;

(8b) refuse so that if J # () go to 6 else go to 9,

(9) end;

Observation 7.2 The steps (1) and (2) are simultaneous moves in the sense of Game Theory ([9, 10, 11]). The steps (4) and
(8b) define the termination conditions with failure. At the step (8b) the contacted bidder has refused so that, if J £ (), the mem
bers of B and .S have another bidder to contact otherwise the procedure must end with a failure. On the other hand, at step (4), if
J = () the procedure neither eff ectively starts since the two sets B and S have no common bidder to whom propose the
allocation.At the step (5) the bidders of the set J are ordered? from the best to the worst by applying the Borda method to

the following preference profiles:

- the one produced by the members of B over the set J that derives from the ordering on the set Jg;

- the one produced by the members of S over the set J that derives from the ordering on the set Js.

The use of the Borda method avoids the carrying out of direct comparisons between the evaluations of the bidders through the
use of scores that account for the position of each bidder in the corresponding ordering. If the resulting profile contains tied
glternatives they can be contacted in any order since they are seen as equivalent from both the members of B and the members of
Observation 7.3 At the step (7) it is necessary to collect a sum equal to X so that the members of B must collect a
sum cgand the members of S must collect a sum cgsuch that:

- the offer ¥ to b; is enough to compensate him for the allocation of ¢ and so together with what the bidders already
committed to pay to by is not lower than xjor ¥ > x;— ¥;;

- the sum is proportionally subdivided between the two sets B and S as, respectively:

21f |J| = 1 the proposed ordering operation proves obviously useless since there is only one bidder to be contacted.
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and:

- the sum cg is to be shared among the members of B proportionally according to ratios:

- the sum ¢S is to be shared among the members of S proportionally according to ratios:

VIII CONCLUDING REMARKS AND FUTURE PLANS

In this paper we presented the structure of a negative auction mechanism under the form of a basic mechanism together with
some possible extensions. The extensions include both a pre auction phase and a post auction phase: the first aims at reinforcing the
requirement of individual rationality?' whereas the latter aims at describing possible interactions among the bidders and the
supporters. The proposed extensions are still under development so that the full formal characterization is under way. One
of the refinement we are planning to introduce, in the case of the interactions among the bidders without supporters (see section 7.2),
is the use of pull operations (in addition to the push operations) through which a set of bidders distinct from the current losing bidder
can try to pull the allocation of ( towards other more preferred bidders by sharing among themselves the cost of this
switching between bidders.A push operation can, indeed, be executed only by the currently losing bidder so that, if he is
satisfied with the allocation, no reallocation is possible though some other bidders may wish to pay him to have the item to
be pulled to another and more preferred bidder.Other future plans include the relaxations we have listed in section 4 so that
we plan to examine what happens if we assume that:

- the bidders are risk adverse so that they prefer either to pay the fee or to pay a fixed amount for not getting ( for sure

than attending the auction with the risk of getting ( though together with a compensatory sum,
- the evaluations are either common or interdependent among the bidders and in any way may vary either after the pre auction

phase (if the associated values are common knowledge) or after the auction phase itself if a post auction phase is present;

- the bidders are asymmetric so we can have diff erent intervals [0, M;] and different functions F;and f;for each bidder b;.
Last but not least we are planning to see what changes we may have in the auction phase if the sum e.s a common
knowledge among the bidders before they attend the auction phase.As a first approximation we can expect that if the k
attending bidders know the value of m (and so the number of the bidders who paid the fee) they may be willing to bid less
than m; since each of them may consider to have a fixed compensation equal to m f, in case of loss, and so he may wish to
increase the probability of losing the auction and such an increase may be obtained by simply bidding less than m;.
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6.5 Offprint and Extra Copies

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org .

Informal Tips for writing a Computer Science Research Paper to increase readability and citation

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper?
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about this field
from your supervisor or guide.

Techniques for writing a good quality Computer Science Research Paper:

1. Choosing the topic- In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can
have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can be done by
asking several questions to yourself, like Will | be able to carry our search in this area? Will | find all necessary recourses to accomplish
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the search? Will | be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper.
They are here to evaluate your paper. So, present your Best.

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and
automatically you will have your answer.

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper
logical. But remember that all points of your outline must be related to the topic you have chosen.

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the
supervisor to help you with the alternative. He might also provide you the list of essential readings.

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious.

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet.

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model
research paper. From the internet library you can download books. If you have all required books make important reading selecting and
analyzing the specified information. Then put together research paper sketch out.

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth.

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier.

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it.
12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and

always give an evaluator, what he wants.

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it
either in your computer or in paper. This will help you to not to lose any of your important.

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those

diagrams, which are made by your own to improve readability and understandability of your paper.

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but
if study is relevant to science then use of quotes is not preferable.
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will
confuse the evaluator. Avoid the sentences that are incomplete.

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be
possible that evaluator has already seen it or maybe it is outdated version.

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that
suits you choose it and proceed further.

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your
target.

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use
language that is simple and straight forward. put together a neat summary.

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with

records.

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute
will degrade your paper and spoil your work.

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot.

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in
trouble.

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also
improve your memory.

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have
several ideas, which will be helpful for your research.

29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits.

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their
descriptions, and page sequence is maintained.

31. Adding unnecessary information: Do not add unnecessary information, like, | have used MS Excel to draw graph. Do not add
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be

© Copyright by Global Journals Inc. (US) | Guidelines Handbook .

XI



sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers.
Amplification is a billion times of inferior quality than sarcasm.

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way
to put onward earth-shaking thoughts. Give a detailed literary review.

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical
remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples.

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

INFORMAL GUIDELINES OF RESEARCH PAPER WRITING

Key points to remember:

e  Submit all work in its final form.
®  Write your paper in the form, which is presented in the guidelines using the template.
e  Please note the criterion for grading the final paper by peer-reviewers.

Final Points:

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections,
submitted in the order listed, each section to start on a new page.

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness
of prior workings.

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation,
and controlled record keeping are the only means to make straightforward the progression.

General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines.

To make a paper clear

- Adhere to recommended page limits

Mistakes to evade

® Insertion a title at the foot of a page with the subsequent text on the next page
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®  Separating a table/chart or figure - impound each figure/table to a single page
e  Submitting a manuscript with pages out of sequence

In every sections of your document
- Use standard writing style including articles ("a", "the," etc.)

- Keep on paying attention on the research topic of the paper

- Use paragraphs to split each significant point (excluding for the abstract)

- Align the primary line of each section

- Present your points in sound order

- Use present tense to report well accepted

- Use past tense to describe specific results

- Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives
- Shun use of extra pictures - include only those figures essential to presenting results

Title Page:

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed
lines. It should include the name(s) and address (es) of all authors.

Abstract:

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--

must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references
at this point.

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.
Write your summary when your paper is completed because how can you write the summary of anything which is not yet written?

Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no
more than one ruling each.

Reason of the study - theory, overall issue, purpose

Fundamental goal

To the point depiction of the research

Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results
of any numerical analysis should be reported

e  Significant conclusions or questions that track from the research(es)

Approach:

Single section, and succinct

As a outline of job done, it is always written in past tense

A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table
Center on shortening results - bound background information to a verdict or two, if completely necessary
What you account in an conceptual must be regular with what you reported in the manuscript

Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics)
are just as significant in an abstract as they are anywhere else

Introduction:

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction,
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the
protocols here. Following approach can create a valuable beginning:

®  Explain the value (significance) of the study
e  Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its
appropriateness from a abstract point of vision as well as point out sensible reasons for using it.

®  Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them.
e  Very for a short time explain the tentative propose and how it skilled the declared objectives.

Approach:

®  Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is
done.

e  Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a
least of four paragraphs.

®  Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the
whole thing you know about a topic.

®  Shape the theory/purpose specifically - do not take a broad view.

® Asalways, give awareness to spelling, simplicity and correctness of sentences and phrases.

Procedures (Methods and Materials):

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section.
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the
whole thing you did, nor is a methods section a set of orders.

Materials:

Explain materials individually only if the study is so complex that it saves liberty this way.
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.

[ ]

[ ]

e Do not take in frequently found.

e  If use of a definite type of tools.

®  Materials may be reported in a part section or else they may be recognized along with your measures.

Methods:

e  Report the method (not particulars of each process that engaged the same methodology)

®  Describe the method entirely

®  To be succinct, present methods under headings dedicated to specific dealings or groups of measures

e  Simplify - details how procedures were completed not how they were exclusively performed on a particular day.
e If well known procedures were used, account the procedure by name, possibly with reference, and that's all.

Approach:

® |t is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use
third person passive voice.

e  Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences.

What to keep away from

®  Resources and methods are not a set of information.
e  Skip all descriptive information and surroundings - save it for the argument.
®  Leave out information that is immaterial to a third party.

Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the
outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not
be submitted at all except requested by the instructor.

Content
®  Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.
® In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate.
®  Present a background, such as by describing the question that was addressed by creation an exacting study.
®  Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if

appropriate.
®  Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form.
What to stay away from
® Do not discuss or infer your outcome, report surroundings information, or try to explain anything.
®  Not at all, take in raw data or intermediate calculations in a research manuscript.
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® Do not present the similar data more than once.
®  Manuscript should complement any figures or tables, not duplicate the identical information.
®  Never confuse figures with tables - there is a difference.
Approach
® Asforever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
®  Put figures and tables, appropriately numbered, in order at the end of the report
e If you desire, you may place your figures and tables properly within the text of your results part.
Figures and tables
e If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix
materials, such as raw facts
®  Despite of position, each figure must be numbered one after the other and complete with subtitle
® In spite of position, each table must be titled, numbered one after the other and complete with heading
e  All figure and table must be adequately complete that it could situate on its own, divide from text
Discussion:

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally  accepted information, if  suitable. The implication of result should be  visibly  described.
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that.

®  Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain."

®  Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work

You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea.

Give details all of your remarks as much as possible, focus on mechanisms.

Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted.
Try to present substitute explanations if sensible alternatives be present.

One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain?

®  Recommendations for detailed papers will offer supplementary suggestions.
Approach:

e When you refer to information, differentiate data generated by your own studies from available information
e  Submit to work done by specific persons (including you) in past tense.

e  Submit to generally acknowledged facts and main beliefs in present tense.

ADMINISTRATION RULES LISTED BEFORE
SUBMITTING YOUR RESEARCH PAPER TO GLOBAL JOURNALS INC. (US)

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.
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XVII

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis.

Do not give permission to anyone else to "PROOFREAD" your manuscript.

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.)

To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files.
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after

CRITERION FOR GRADING A RESEARCH PAPER (COMPILATION)
BY GLOBAL JOURNALS INC. (US)

decision of Paper. This report will be the property of Global Journals Inc. (US).

Abstract

Introduction

Methods
Procedures

Discussion

References

Grades

Clear and concise with
appropriate content, Correct

format. 200 words or below

Containing all background
details with clear goal and
appropriate  details, flow
specification, no grammar
and spelling mistake, well
organized sentence and

paragraph, reference cited

Clear and to the point with
well arranged paragraph,
precision and accuracy of
facts and figures, well
organized subheads

Well organized, Clear and
specific, Correct units with
precision, correct data, well
structuring of paragraph, no
grammar and spelling
mistake

Well organized, meaningful
specification, sound
conclusion, logical and
concise explanation, highly

structured paragraph
reference cited
Complete and correct

format, well organized

Unclear summary and no
specific data, Incorrect form

Above 200 words

Unclear and confusing data,
appropriate format, grammar
and spelling errors with
unorganized matter

Difficult to comprehend with
embarrassed text, too much
explanation but completed

Complete and embarrassed
text, difficult to comprehend

Wordy, unclear conclusion,
spurious

Beside the point, Incomplete

E-F

No specific data with ambiguous
information

Above 250 words

Out of place depth and content,
hazy format

Incorrect  and unorganized

structure with hazy meaning

Irregular format with wrong facts
and figures

Conclusion is not cited,
unorganized, difficult to

comprehend

Wrong format and structuring
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