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Validating Tam With Odour Interface In Atm 
Machines  

 

1Rashed Abdullah ,2Santos Henrique 
 

Abstract- Many studies were and still are carried out to 
discover the user acceptance technology acceptance that mostly 
depends on ease of use and usefulness. Biometrics in general 
has the characteristics needed for acceptance such as easiness 
and usefulness. In this paper we introduce a new biometric 
interface for ATM machines, using human odour biometric for 
authentication. We validate TAM in the Portuguese culture in 
term of new interface acceptance (using odour in ATM 
machine). Results show that perceived easiness has significant 
effect with intention to use. However, perceived usefulness has 
not significant effect with intention to use.  In addition results 
show that security issues should be embedded within TAM. 
Keywords-Biometrics, biometrics technology, 
Authentication, odour, smell sense, Banking, Recognition, 
interface. 

I. INTRODUCTION 
 

uman–computer interaction tools are often used cross-
culturally before being tested for suitability and  

validity. As new tools emerge, they must be cross-culturally 
validated to ensure that they work with all audiences 
(Oshlyansky et al., 2008), not just those in the country in 
which they were developed.  
Day by day, the number of online banking customers is 
continuously growing. This demands more research, 
focusing on security issues relevant to the clients' side of 
online banking systems. Security is vital in banking and 
financial sectors, where users use their identity to transfer 
property and security is controlled by owning a particular 
artifact or tool (Coventry et al., 2003) and (Rashed & 
Santos, 2010b).    
IT tools made the daily life much easier, but not secure 
(Sukhai, 2008). IT tools evolving everyday and the 
information overloading makes it difficult for individuals to 
recall their user names and passwords within all those 
technological artifacts. Moreover, users select easier 
passwords that they can easily remember (Coventry et al., 
2003), which is considered a security tradeoff. Biometric 
techniques can be used as a solution for these problems:  
users can confirm their personal identities without being 
asked for their tokens or PINs and without a requirement to 
remember anything (Coventry et al., 2003). There are three 
types of authentication (Bala, 2008): 1  
 
1Dr. Abdullah A. Rashed is with the Research Centre Algoritmi, University 
of Minho, Portugal, (telephone: 00351917410255 here email: 
rashed@dsi.uminho.pt)  
2Prof. Henrique Santos is with the Research Centre Algoritmi, University of 
Minho, Portugal (telephone: +351 253 510 319 email: 
hsantos@dsi.uminho.pt)  

 
 

 
something that you know, like a PIN; 2) something you 
know, like a PIN; 2) something you have, like a passport, A  
driver‘s license, an ID card, or an ATM card; 3) something 
that you are (Biometrics), like fingerprints, signature, ear 
shape, odour, keystroke, voice, finger geometry, iris, retina, 
DNA, hand geometry (Prashanth et al., 2009) or odour 
(Rashed & Santos, 2010a). 
Dogs use their noses to recognize things via odour 
(Wikipedia, 2009). When they search they can use their 
memory, since smell sense is linked to memory and emotion 
(Brewster et al., 2006). 
Human beings smell is not used with such accuracy. The 
reasons may be summarized in the lacking of research and 
the IT tools to enable these devices to work (Brewster et al., 
2006). Moreover, this field is under development 
(Korotkaya, 2009) and so it is much less well understood 
with comparison with image based or voice recognition 
(Brewster et al., 2006). 
The first mechanical cash issuer was removed after six 
months due to the lack of customer acceptance (MIT, 2003). 
For that reason, Technology Acceptance Model (TAM), 
figure 1, (or any suitable model) should be used to measure 
the acceptance of such machines. We validate TAM in term 
of odour acceptance as user interface in the ATM machines 
OTM).  

 
Fig. 1: Technology Acceptance Model (Rashed & Santos, 

2010b) 
This paper is organised as following: in section 2 we 
demonstrate the literature review. We present the problem 
statement and our approach in sections 3 and 4, respectively. 
In section 5 some conclusions are presented.    

 
II. LITERATURE REVIEW 

 
Some studies discussed the security within the banking 
sector and the technological solutions used. (Mao & Palvia, 
2006) extended a US based research model and applied it to 
Chinese culture, contacting by e-mail 30 organisations. They 
compared their findings with the existing studies and found 
that their findings supported previous US studies. Moreover, 
they confirmed the suitability and applicability of TAM, 
TRA and IDT to study IT acceptance in Chinese culture.  

H 



Global Journal of Computer Science and Technology   Vol. 10  Issue 9 Ver. 1.0  September 2010  3 P a g e |

 

 

(Kllopping& McKiinney, 2004) studied consumer e-
commerce as a technology adoption process and evaluated 
the suitability of Task-Technology Fit (TTF) and TAM. 
They discussed the use of the TAM to predict online 
shopping activity, both the intention to shop online and 
actual purchases. They suggested two alterations to the use 
of TAM—perceived ease of use was not linked to perceived 
usefulness, and perceived usefulness is directly linked to 
actual use.  Moreover, they found that the (TTF) model is a 
valuable addition to TAM for online shopping tasks.  
(Tibenderana & Ogao, 2008) studied the acceptance and use 
of digital library services by the library end-users in 
Ugandan universities. They suggested modifying The 
Unified Theory of Acceptance and Use of Technology 
(UTAUT) by replacing ―effort expectancy‖ and 
―voluntariness‖ with ―relevancy‖, ―awareness‖ and 
―benefits‖ factors. They developed the Service Oriented 
UTAUT (SOUTAUT) model whose dependent constructs 
predict users‘ acceptance and use of e-library services. Their 
study found that relevancy moderated by awareness plays a 
major factor in acceptance and use of e-library services. 
(De Magalhães et al., 2006) focused on user authenticating 
as a complex problem. They discussed the ethical issues for 
many times authentication and thought that they must be 
done without the collaboration of the authenticated user. 
They introduced keystroke dynamics biometrical technology 
as solution and difficult of intrusive issues, when used in 
collaborative mode.  
(AlZomai et al., 2008) discussed the authentication 
problems of security in online banking of using SMS for 
transactions. They stated that online banking security should 
be enhanced focusing on usability more than security 
technical and mechanisms. They suggested the SMS 
authorization scheme. Their experiment aimed to simulate 
the online bank using website to do the transactions. They 
attacked their approach to make sure that it would work 
properly. Their attack succeeded in 21%. They justified that 
as user should have more experience.  
(Singh et al., 2008) presented a shared family accounts 
framework. Their experiment consisted of sixteen families 
that included eight who used individual profiles at home, 
and eight who shared a single profile. They concluded that it 
is necessary to bridge the gap between authentication 
systems and social practice leads to a weakening of overall 
security. In addition, they stated that could lead to a 
lessening of the security of digital banking systems by 
having a security design that takes into account the 
importance of social and cultural practice.    
(Hao et al., 2009) discussed the two problems of online 
banking: first problem online security lacked to the attention 
and research that should focus on the security issues related 
to the client side. The second problem related to the huge 
number of security product that would increase the difficult 
level to test the category and standards of the security. They 
presented a scheme to design a compliance testing system 
for the security of online banking. The presented scheme 
aimed to obtain suggestions from testers that might help to 
design security testing and identify potential vulnerabilities 
in current online banking systems. 

(Heckle et al., 2007) studied the biometrics acceptance.  24 
participants were asked to participate in a role play to 
evaluate the use of fingerprint in online book purchasing. 
Their findings showed that respondents were comfortable 
after perceiving the benefit of using that biometrics. They 
suggested explaining obvious benefits would lead to more 
perception of usability and higher rate in acceptance.  
(Coventry et al., 2003) discussed consumer-driven usability 
and user acceptance of biometrics tools. They focused on 
using iris as ATM interface. The applied qualitative, 
laboratory and field based studies. Their results showed that 
90% were satisfied with iris verification method and they 
would select it over signatures or PINs. 
(Saadé et al., 2007) studied the viability of TAM in 
multimedia. They conducted a comparative study consisting 
of 362 students. Results showed that TAM was a solid 
theoretical model where its validity could extend to the 
multimedia and e-learning context. They concluded that the 
multimedia learning system users is an important step 
towards a better understanding of the user behavior on the 
system and a multimedia acceptance model.(Rashed & 
Santos, 2010a) studied the acceptance of odour in 
authentication systems among youth users in the Arab 
countries. They found that presenting the tool in acceptable 
form would accelerate the acceptance and adoption of this 
tool.Technology continues to evolve and improve, so more 
work is required to address the usability issues which will be 
a key to successful implementation of biometrics within a 
general public application such as banking. Three patents 
related to odour machines are registered (Fukui et al., 1989), 
(Kao et al., 1999) and (Friedli & Gaussmann, 2005). 
Moreover (Korotkaya, 2009) introduced the electronic noses 
(ENoses) model as an odour recognition as shown in figure 
1.   Now the question is would users accept to use odour in 
ATM machines? 

 
Figure 2: E-Nose (Korotkaya, 2009) 

 
 

 
 
 
 
 
 
 

III. DISCUSSION 
 
Aiming to answer our research question, a questionnaire was 
distributed via website to a local university community. We 
selected e-mail as the target technology (postgraduate 
students in the department).  
 The constructs used existing scales from previous studies. 
Questionnaire contained 11 statements and fully anchored 5-
point Likert scales were used with end points being for one 
―extremely disagree‖ and five ―extremely agree‖. The 
instrument was developed in English. We received 48 
responses. The main findings are: 
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i. Age of the respondents was within the interval [20-
30] that represents youth people as shown in figure 
3. 
15-19 20-30 31-39 More than 40 

8 22 17 1 

Figure 3: ages of the respondents 
 

ii. Education level: most of the respondents obtained 
high education as shown in Figure 4. 

 
Fig. 4: Education level of the education 

 
iii. The specialization of the sample is shown in figure 

5 (the context is a technological university 
department). 

 
Fig. 5: specialization of the sample 

 
iv. 19 participants (40%) believe it would be easy to 

use odour as an authentication technique in ATM 
machine, whereas only 8 (25%) think it would not 
be easy (see Figure 6). 

 
 
 
 
 
 
 
 

 
Fig. 6: easiness of odour in ATM machine 

 
v. In contrast of the expected hypothesis, 15 

respondents (31%) found odour for authentication 
in ATM machine would not improve their 
performance and 14 (29%) thought that it would 
improve their performance. 

vi. 21 respondents (44%) intended to use odour as 
ATM authentication system and 15 respondents 
(31%) did not decide. 

vii. The majority, 22 respondents (46%), point that 
using odour in ATM machines would be good idea. 

viii. The majority of the respondents had not used odour 
in ATM machines.  

ix. In comparison with other authentication mediums 
like iris, finger print, retina, and ear shaped, the 
respondents ranked odour as shown in figure 7. 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 7: ranking odour with comparison with other 

biometrics 
 

x. The main comments submitted by the sample were 
the following: 

1) Is it secure? Using odour as an authentication 
method in Bank ATM? Odour is easier to be copied 
and this makes the system absolutely insecure. 

2) Odour seems to be easy to be hijacked; I don't think 
that it is safe. 

3) Odour is an innovative idea, but attention to its 
security. Otherwise it can be used for other less 
sensitive fields. 

The standard deviations were calculated and mostly equal 
for all study parameters that showed it was consistent and 
significant …. 

IV. PROPOSED SOLUTION 
 
Odour automated teller machine (OTM), as discussed here, 
is a computerised telecommunications device that provides 
the customers of a financial institution access to the 
financial transactions in public places without the need for a 
human clerk or bank teller. Customers are identified by their 
odour.We assume that OTM would have its own shape as it 
would allow only one customer to use it at the same time 
and be alone with some special cabinet. The overall OTM 
system can be described by the following: 
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i. A place for only one person.   
ii. Thermal system that help to extract the odour from 

users and for detecting living bodies. 
iii. Odour sensors to detect the smell and the 

associated module for improved authentication. 
iv. Another solution is that users who need to 

authenticate themselves should carry their e-citizen 
cards. 

v. This card should obtain (or provide?) both: 
1) Microprocessor that can compare the extracted 

odour and the biometrics stored information; and 
2) Stored biometrics: encrypted digitized format 

stored in the card. 

 
Figure 8: modified TAM 

 
For the functional and non-functional requirements; Authors 
believe that they will be the same as traditional ATM in 
(Mylopoulos et al., 2007).  
 

V. CONCLUSION AND FUTURE WORK 
 
Most of the respondents were youth and they found it good 
idea and easy to use odour as an interface in authentication 
system and useful. Moreover they reported they would use it 
frequently if it would be available. The majority of the 
respondents thought that it would not improve the 
performance. The biometric technologies create the 
challenge of avoiding attacks before they take place (De 
Magalhães et al., 2006). Results show that perceived the 
usefulness does not have a significant effect on intention to 
use. However, there is significant effect between easiness of 
use and intension to use. Moreover, due to the type of the 
technology and risk that might affect; security is still first 
element for the users (figure 8), so we suggest adding user 
concerns to the model. The reason is that user would prefer 
difficult tool if it is secure.It is concluded that the problem is 
how we could present the odour to usersIt is a challenge to 
apply this approach due to: 

i. Acceptance by the customers due to its simplicity: 
customers have to do nothing whereas people used 
to apply very complicated authentication depending 
on the importance of that issue. 

ii. Many people might be worries (comments of the 
respondents) that this approach might be hijacked 
easily (smell of odour on clothes) and needs to be 
strengthened with another approach that enhances 
it is performance. 
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Abstract- Data warehousing and Data mining find enormous 

applications; RFID technology is one among them. A RFID 
data warehousing system with novel data cleaning, 
transformation and loading technique has been proposed in the 
previous work. The system has been dedicatedly implemented 
in one of the significant RFID applications tracking of goods in 
warehouses. The warehoused RFID data is in specific format 
and so an effective mining system is required to mine the 
needed information from the database. The existing mining 
algorithms are inefficient in extracting the information from 
the warehoused RFID data. In this paper, a novel data mining 
system is proposed, which effectively extracts the information 
regarding the nature of movement of the RFID tags. The 
proposed mining system generates an intermediate dataset 
(Idataset) from the warehoused dataset. From the I-
dataset,sequential patterns are mined with different pattern 
length combinations. From the mined sequential patterns, 
fuzzy rules are generated, which depicts the nature of 
movement of the RFID tags. The implementation results show 
that the proposed mining system performs well by extracting 
the significant RFID tags and its combinations and the nature 
of movement of the tags. 
Keywords- Data mining system, sequential pattern mining, 
RFID data, I-dataset, fuzzy rules, RFID readers, RFID tags. 
 

I. INTRODUCTION 
 

normous data collection has been possible throughout 
the previous decades as a result of the recent 

development of information, and availability of low-priced 
storage. The ultimate intention of this huge data collection is 
for the utilization of this information to realize competitive 
benefits, by analyzing the data i.e., determining formerly 
unidentified patterns in data that can direct the process of 
decision making [1] [17]. Conventional data analysis 
methods are generally based on direct handling of the data 
by a person and are not extendable to large data 
sets.Fundamental tools are available in database technology 
for efficient storage and searching of large data sets. 
But,helping humans to analyze and understand large masses 
of data continues to be a challenging and unresolved issue. 
New methods and intelligent tools offered by the upcoming 
data mining field assure to meet these challenges. The term 
data mining, which is also called Knowledge Discovery in 
Databases (KDD), is defined as ―The non-trivial extraction 
of implicit, previously unknown, and potentially useful 
information from data‖ [2] [15]. 
 
1Barjesh Kochar and 2Rajender Singh Chhillar 

 
Data mining [3] as a multidisciplinary united effort from  
databases, machine learning, and statistics, is winning in 
turning masses of data into small valuable pieces. The 
ultimate objective of a data mining task in a real-world 
application might be e.g. to permit a company either to 
enhance its marketing, sales, and customer support 
operations or to identify a fraudulent customer through 
better understanding of its customers. Data mining methods 
have been effectively applied in various fields including 
marketing [22], manufacturing, process control, fraud 
detection [21], bioinformatics, information retrieval,adaptive 
hypermedia, electronic commerce and network management 
[4]. Broadly, the data mining tasks can be categorized into 
two types: Descriptive mining and Predictive mining [11]. 
The descriptive mining denotes the method in which the 
fundamental characteristics or common properties of the 
data in the database are portrayed. The method of predictive 
mining figures out patterns from the data so that predictions 
can be made. The predictive mining methods include tasks 
like Classification, Regression and Deviation detection. 
Mining of information from a huge database finds many 
latest and emerging applications. Radio Frequency 
Identification (RFID) is one among the fields that 
incorporate the sequential pattern mining in RFID database. 
Radio Frequency Identification (RFID) is a high-speed, 
realtime, precise information gathering and processing 
technology, which distinctively identifies object by 
radiofrequency signal [14]. RFID technology can help a 
broad variety of organizations and individuals, for instance, 
hospitals and patients, retailers and customers, and 
manufacturers and distributors all through the supply chain 
to accomplish considerable productivity gains and 
efficiencies [23]. It is also extensively applied in logistics, 
traffic management, medical treatment, national 
defense,mining, and endlessly infiltrated to new fields [12]. 
The heart of an RFID system is the ―RFID tag‖ which 
encloses an integrated circuit and a transponder for data 
storage and transmission [25]. The tag can be tied to an 
object and be read out with reader hardware either in the 
form of a handreader or a RFID gate [24]. The tags are 
radically different from printed barcodes in their capability 
to hold data, at which range the tags can be read, and the 
nonexistence of line-of-sight constraints [26]. 
The RFID technology and its applications identified as one 
of the most hopeful technologies of the century are in a slow 
maturation period. Warehousing the RFID data and mining 
information from the warehoused RFID data are the major 

E 
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issues that persist in the technology. In the previous work, 
we have proposed a novel data cleaning, transformation and 
loading  technique to warehouse the RFID   data efficiently. 
The warehoused data is in a specific format and so mining 
the required information needs an effective mining 
system.But, the existing mining algorithms are ineffective in 
their way of mining the information from the warehoused 
RFID data. To overcome this issue, in this paper, we have 
proposed an effective data mining system to mine the 
warehoused RFID data. In the proposed system, firstly, an 
intermediate dataset is generated from the warehoused RFID 
dataset. Secondly, a sequential pattern mining technique is 
proposed to mine the reader pattern from the intermediate 
dataset. Finally, fuzzy rules are generated based on the 
mined sequential pattern to make the decisions from the path 
followed by the RFID tags. The rest of the paper is 
organized as follows: Section 2 gives a brief introduction 
about the Sequential Pattern Mining and Section 3 makes A 
short review about the recent literary works. Section 4 
details the proposed RFID data mining system with required 
mathematical formulations and tabulations. Section 5 
discusses about the implementation results and Section 6 
concludes the paper. 
 

II. SEQUENTIAL PATTERN MINING 
 
Mining Frequent Itemsets from transaction databases is A 
basic task for several types of knowledge discovery such as 
association rules, sequential patterns, and classification 
[5].Sequential pattern mining, which finds out frequent 
patterns in a sequence database, is a significant issue among 
the various data mining issues [7]. Discovering sequential 
patterns from a huge database of sequences is a significant 
issue in the field of knowledge discovery and data mining 
[20]. The sequential pattern mining problem was first 
presented by Agrawal and Srikant [19]. Mining Sequential 
Patterns in huge databases has become a significant data 
mining task with wide range of applications [9] [18].The 
aim of sequential pattern mining is to discover all frequent 
sequential patterns with a user-specified minimum support 
[10].The sequential pattern is a prearranged list of frequent 
itemsets in a customer‘s sequence and discloses the 
customer‘s purchasing manners in transactional databases, 
from which the policy-maker may make a knowledgeable 
business decision [16]. It extracts patterns that occur more 
frequently than a user-specified minimum support while 
preserving their item occurrence order [9]. It is helpful in 
various applications for enhancing the quality of analysis, 
including the analysis of web surfing, transactional 
customers‘ behaviors, network alarm patterns, business 
analysis, web mining, security and bio-sequences analysis 
[16]. For instance, supermarkets frequently gather customer 
purchase records in sequence databases in which A 
sequential pattern would signify a customer‘s purchasing 
behavior. In such a database, every purchase would be 
denoted as a set of items purchased, and a customer 
sequence would be a sequence of such itemsets [8]. The 
issue of sequential patterns discovery was motivated by 
retailing industry problems. Nevertheless, the results apply 

to several scientific and business domains, like stocks and 
markets basket analysis, natural disasters (e.g. earthquakes), 
DNA sequence analyses, gene structure analyses, web log 
click stream analyses, and so on [13]. In this task, time is the 
most significant factor, particularly when the results are 
required in a limited period of time [6]. 
 

III. RELATED WORKS 
 

Jigyasa Bisaria et al. [27] have put forward a rough set 
orientation to the problem of constraint driven mining of 
sequential pattern. They have divided the search space of 
sequential patterns utilizing indiscernibility relation from the 
theory of rough sets and they have put forward an algorithm 
that permitted pre-visualization of patterns and imposition of 
diverse types of constraints in the mining task. The 
algorithm C-Rough Set Partitioning was more than ten times 
faster than the naive algorithm SPRINT that was founded on 
different types of regular expression constraints. Shigeaki 
Sakurai et al. [28] have detailed that all frequent sequential 
patterns included in sequential data are efficiently found out 
by the sequential mining methods. Those methods assessed 
the frequency by utilizing the support, which is the previous 
criterion that satisfied the Apriori property.Nevertheless, 
since the patterns were general and the analysts cannot 
acquire new knowledge from the patterns, the discovered 
patterns do not always correspond to the interests of the 
analysts. To find out sequential patterns that are more 
appealing for the analysts, they have put forward A 
criterion, namely, the sequential interestingness. They have 
illustrated how the criterion is related to the support and that 
the criterion fulfilled the Apriori property. 
Moreover,founded on the proposed criterion, they have put 
forward an efficient sequential mining method. Finally, by 
applying the method to two types of sequential data, they 
have demonstrated the effectiveness of the proposed 
method. Themis P. Exarchos et al. [29] have offered a 
methodology with two process for sequence classification 
that utilizes sequential pattern mining and optimization. In 
the first stage, a sequence classification model, founded on a 
set of sequential patterns was defined and two sets of 
weights were set up, one for the patterns and the other for 
classes. In the second stage, the weight values were assessed 
by utilizing an optimization technique to accomplish optimal 
classification accuracy. By changing the number of 
sequences, the number of patterns and the number of 
classes, extensive appraisal was done on the methodology, 
and it has compared with similar sequence classification 
approaches. Chen [30] has found out a data structure, Up 
Down Directed Acyclic Graph (UDDAG), for efficient 
sequential pattern mining. Along both ends of detected 
patterns, UDDAG has permitted bidirectional pattern 
growth. Therefore, in log2(k 1) levels of recursion, a 
length-k pattern can be identified, which has resulted in 
fewer levels of recursion and faster pattern growth. When 
minSup is large such that the average pattern length is close 
to 1, UDDAG and PrefixSpan have similar performance 
because the problem degrades into frequent item counting 
problem. Nevertheless, UDDAG scales up much better. In 
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scalability tests, UDDAG often surpassed PrefixSpan by 
almost one order of magnitude. UDDAG was also 
significantly faster than Spade and LapinSpam. Barring 
extreme cases, UDDAG has utilized memory comparable to 
that of PrefixSpan and less than that of Spade and 
LapinSpam. Moreover, extension of UDDAG towards 
applications that involve searching in large spaces has been 
made possible due to its special feature.Jirachai 
Buddhakulsomsiri and Armen Zakarian [31] have offered a 
sequential pattern mining algorithm which has enabled the 
extraction of hidden knowledge from a huge automotive 
warranty database by product and quality engineers. 
Elementary set concept and database manipulating methods 
were utilized by the algorithm to look for patterns or 
relationships among instances of warranty claims over time. 
IF-THEN sequential rules represent these patterns, where 
the IF part has included one or more instances of warranty 
problems at one time, and the THEN part has included 
warranty problem(s) that happen at a later time. When the 
sequential patterns were generated, the algorithm utilized 
rule strength parameters to filter out insignificant patterns so 
that only significant rules were supported. The Significant 
patterns have provided knowledge of one or more product 
failures that leads to future product fault(s). Warranty data 
mining application from the automotive industry has 
demonstrated the effectiveness of the algorithm. For the 
automotive case, A discussion on the sequential patterns 
created by the algorithm and their interpretation were also 
given.Ya-Han Hu et al. [32] have illustrated multi-time-
interval sequential patterns, a variation of time-interval 
sequential patterns, which can be disclosed the time-
intervals between all pairs of items in a pattern to offer more 
time-related knowledge. As a result, two efficient 
algorithms, called the MI-Apriori and MI-PrefixSpan 
algorithms were developed by them to solve this problem. 
Experimental results have illustrated MI-PrefixSpan 
algorithm was faster than the MIApriori algorithm, however 
in long sequence data, MIApriori algorithm has better 
scalability.Ya-Han Hu et al. [33] have concentrated on 
mining sequential patterns in the business-to-business (B2B) 
environment. Utilizing traditional methods in the B2B 
environment may end up in numerous uninteresting and 
meaningless patterns and extensive computational time due 
to very long sequences of customers, and every customer 
often purchasing majority of the items. They have set up 
three conditions (constraints) to solve those problems, 
namely, compactness, repetition, and recency and consider 
them together with frequency in choosing sequential 
patterns. To find out frequent sequential patterns which have 
fulfilled the conditions, an efficient algorithm has been built 
up. Computational efficiency and effectiveness of their 
proposed method in the B2B environment in extracting 
useful sequential patterns has been confirmed by observed 
results. 
 
 
 
 
 

IV. THE RFID DATA MINING SYSTEM 
 
The RFID data has been warehoused effectively by means 
of a novel data cleaning, transformation and loading 
technique, which was dedicatedly proposed for RFID data. 
The warehoused data has been compressed and loaded in A 
specific format and so extraction of required knowledge 
from them is difficult. The proposed novel RFID data 
mining system effectively mines the required knowledge 
from the warehoused RFID data. The proposed system is 
comprised of three stages, namely, Generation of I-dataset, 
sequential pattern mining and generation of fuzzy rules. In 
the first stage, a dataset is generated from the warehoused 
RFID data. In the second stage, sequential patterns are 
mined using the proposed mining technique and in the third 
stage, fuzzy rules are generated from the mined sequential 
patterns. Prior to detail the proposed mining system, the 
format of the warehoused RFID data is briefed in the 
following sub-section for easy understanding of the  
proposed mining system.Let Ri ; 0 i NR 1be the 
number of RFID readers present and j T ; 0 j NT 1 be 
the RFID tags which are in movement, where, NR is the 
number of readers and NT is the number of Tags present in 
the warehouse. The tags may enter into any reader at any 
time while in process. Each RFID tag has its own Electronic 
Product Code (EPC), which represents the class to which T j 
belongs. The Tag representation with EPC code can be 
given asTkj ;k [EPC1, EPCNc ] , where,Nc is the number 
of product classes available.Generally, the tags are given 
I.D. only by their EPC code.But, here the tags are given 
numerical IDs along with the EPC code. As an example, 
assuming the Tag representation is T10 ,T11 ,T21 ,T32 ,T42 ,T52 
, …., 1 NcNT T , then,T10 represents the tag that belongs to 
the code class EPC1 and code ID ‗0‘ and, T11 represents the 
tag that belongs to the code class EPC1 and code ID ‗1‘ and 
so on. The EPC of a tag defines the product to which the tag 
is attached. For example, EPC1 may be the code for the 
product ‗pen‘;EPC2 may be the code for the product 
‗calculator‘, and so on. The RFID readers may be present in 
any of the chambers of a warehouse and they monitor the 
movement of the RFID tags (i.e. every product present in 
the warehouse).Hence, when the tag moves from one 
location to the other, the Reader present in that location 
makes an entry in the database by its tag ID and the time of 
presence of the tag.Thus obtained RFID data has been 
cleaned, transformed and loaded effectively in the data 
warehouse by our novel data cleaning, transformation and 
loading technique, which was done in the previous work. An 
exemplary view of the warehoused data is given in the Table  
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Table I: An exemplary view of warehoused RFID data with three readers
      
      
      
     
 
 
 
 
The RFID data for only three readers are given in the table. 
In the Table I, the tags that entered into the corresponding  
 
 

 
 
 
 
 
 
 
 
reader‘s range and the tags that left out from the 
corresponding reader‘s range for some five interrogations 
are given. The interrogation period, the frequency of 
occurrence and the availability index are given in the Table

 
Table 2: The warehoused RFID data with interrogation period, frequency of occurrence and availability             

.                        index for three readers    
     
 
 
 
 
 
 
 
 
 
The proposed data mining system extracts the information 
of the flow of path for every tag. It generates rules based on 
the mined data so that the nature of each product (in terms 
of its RFID tag) can be understood well. To accomplish this, 
the transformed data present in the Table I is sufficient for 
the proposed system. 
 

A. GENERATION of I-dataset 
 
In the first process of the proposed data mining system, the 
warehoused data is processed and an I-dataset is 
generated.The I-dataset is generated by querying the 
warehoused dataset. The proposed system intends to mine 
the information in the dataset given in the Table I. Firstly, 
the dataset given in the Table I is mathematically 
represented for further querying process. This can be 
accomplished by representing the set of Tag IDs that are 
entering into the Reader‘s range and the set of Tag IDs that 
are leaving out from the Reader‘s Range from Table I. The 
set representation is given as                and                   
0 1 I l N1  where, I N is the number of interrogations 
performed by the reader, such that,  
Hence, two sets,                                   are generated, where, 
each set is comprised of  N1  subset. But, the cardinality of 
each subset present in                                                need not 
be equal to each other. Also, the cardinality of                      
need not be equal to each other. Each subset is comprised of 
the Tag IDs that entered and left out from the Reader. As  

 
 
 
 
 
 
 
 
 
 
 
 
stated earlier, the set is queried to generate the Idataset 
Querying can be performed either over  the set                       
or over the set                 Here, querying is performed over 
the set,                   The I-dataset is comprised of all the 
RFID tags and the readers that cover the tags in their way. 
This can be obtained as follows 
 

 
In Eq. (1), the condition is checked by varying for all i and  
the Path set {P} is determined. For every Tag, a set  {P} is 
 determined (i.e. Pj for T j ). Generally, some tags may be 
present in a reader‘s range for a long time (i.e. the tags may 
not appear in Tout for many interrogation cycles). In such 
circumstances, the set {P} holds an element of value 1 in 
the corresponding interrogation cycle. The filtered path set 
is obtained in the Eq. (2), where,{1} , in which the 
readers that covered the tags are present and then sorted in 
ascending order based on the Tag IDs. 
Thus, by querying, (mathematically represented in Eq. (1) 
and Eq. (2)) the readers under which each tag has covered 
are collected and so the set {P} is determined and the 
Idataset is generated from the set {P}. For instance, the {P} 
is assumed to be as: P0 = {R1, R3, R5 , R10 ,R13} , 
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P1 = {R2 , R4 , R1, R6} , P2 = {R11, R3, R5 , R1, R3} , 
P3 = {R7 , R9 ,R5 ,R7 ,R12 , R4} and 
P4 = {R1,R9 ,R4} . The exemplary I-dataset determined 
from the aforesaid set {P} is tabulated below.  

Table 3: The exemplary I-dataset for four RFID tags 
 
 
 
 
 
 
 

The field ‗Tag IDs‘ present in the I-dataset, which is given 
in the Table III, is comprised of all the Tag IDs and the field 
‗Readers‘ for a record named T0 is comprised of all the 
Reader IDs that covered the Tag T0 in its course. The 
Idataset is subjected to sequential pattern mining so that the 
required path information is extracted from the I-dataset. 
 

B. Mining Sequential RFID Data Patterns 
 
In the I-dataset and the set P, a generalized Tag ID has been 
used. But, practically, the Tag IDs are represented with EPC 
code. So, from this instant, the Tag IDs are grouped as per 
the product with which the tags are attached. To accomplish 
this, it is assumed that the tags which has first NP number of 
IDs belongs to the EPC code EPC1, the tags which has 
second NP number of IDs belongs to the EPC code EPC2 , 
and  so  on.  Hence,   a new tag ID     representationTab ; 
                               And                         is   given   for  

where, b = j%NP and a1+ ( j / NP ) 
flow extracted from the set {P} is given as  
 
where, hÎ[0, NR −1] and | Tab | is the size of the pattern 
length.. Then, from Tab , a single length ( L = 1) sequential 
pattern is mined. The pseudo code for mining the single 
length sequential pattern is given in Fig. 1. 

 
Fig 1: Pseudo code for mining single length sequential 

patterns from the Idataset 

By mining as per the given pseudo code, the sequential 
pattern with L = 1(i.e. for every individual EPC code) is 
obtained from the pattern set {S}. Each pattern has its own 
support, i.e. frequency of occurrence of the pattern, which is 
obtained in the support set sup . From the obtained Sl (as  L 
1), the sequential patterns with support greater than 
supmin ( sup supmin )are selected for further mining 
operations and the remaining patterns that doesn‘t satisfy 
supmin are neglected. Then, the sequential patterns with L 
1are mined. The pseudo code for mining the sequential 
patterns with L 1 is given in the Fig. 2. The mined 
sequential patterns using the algorithm, which is illustrated 
in the pseudo code, are checked for the minimum 
support.The sequential patterns those have support greater 
than supmin is selected for further process. 

 
Fig 2: Pseudo code for mining sequential patterns with L 

> 1 from the Idataset 
Hence, sequential patterns that are commonly present in the 
path flow are mined with different combination of their 
support. The obtained maximum length sequential patterns 
have strong support as it survives all the lower length 
combinations. 
 

C. Generation of Fuzzy Rules Set 
 

The sequential patterns mined by the mining algorithm with 
different combinations are subjected to generate fuzzy rules. 
The sequential patterns, 
which are obtained from the mining algorithm are 
mathematically detailed as 

    
 
 
 
                                        
 
 
                                                    
 
 
 
 

   
   

 
Hence, Nc kind (length) of pattern sets are obtained from 
the mining algorithm. Each pattern set consists of  
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number of sequential patterns. For every kind of pattern set, 
a set of support values are also obtained, which is comprised 
of the support values for every sequential pattern present in 
the pattern set. To generate fuzzy rules, RTH , termed as rule 
threshold, is set. Probably, the R TH is generated within the 
interval (0,1) . Then, 
Ne elements are taken from the pattern in sliding fashion 
and the rules are generated. Generally, the fuzzy rules are of 
the form,                                                                       out 
. The same format is followed here and the fuzzy rules are 
generated. The step-by-step procedure of the generation of 
fuzzy rules is given below. 
Step 1-Initialize L = Nc 

Step 2-Get the Lth pattern set and initialize z 0 
Step 3-Get the z th sequential pattern from the Lth pattern 
set and initialize p 0 
Step 4- Select a sub-pattern as follows. 
      
      
Step 5-Find all the sub-patterns as IN from      
similar to that of the selected pattern and select the 
following sub-pattern as OUT from the corresponding 
sequential pattern. For example, a sequential pattern of 
length L = 3 with a combination of the pattern set that 
corresponds to EPC code 1, 2 and 4 are given as  
 

         
The support values for every sequential pattern, which is 
present in the above pattern set is given as        

 
From the above pattern set, the selected IN and OUT for 
fuzzy rules are given as 

 
Step 6-Sort the selected patterns based on the support values 
and generate fuzzy rules by considering the IN subpattern 
for ‗if‘ statement, OUT sub-pattern for ‗then‘ statement and 
the corresponding support value is given asfuzzy score. The 
fuzzy rule for the aforesaid example can be generated as 
 
if IN = R1  R2 then OUT = R5  R6 with fuzzy score = 7 
if IN = R1  R2 then OUT = R4 with fuzzy score = 6 
if IN = R1  R2 then OUT = R3 ® R4 with fuzzy score = 5 
Step 7-Increment p and go to Step 4 until p < Ne 
Step 8-Increment z and go to Step 3 until                              
Step 9-Decrement L and go to Step 2 until L > 0 

Step 10-Get all the fuzzy rules separately for every L th 

pattern set. From the fuzzy rules, the nature of every tag 
(based on EPC code) as well as the significant combination 
of different tags can be understood. The significance of the 
combination of the tags is decided by the combination which 
has support greater than supmin . 
 

V. RESULTS AND DISCUSSION 
 

The data mining system, which is proposed in this paper, is 
implemented in the working platform of JAVA (version 
JDK 1.6). The proposed system has been evaluated in the 
RFID application, tracking of goods in warehouses. Here, it 
is assumed that the warehouse holds some six stationery 
goods such as Pencil, Pen, Notebook, Diary, Paper clips, 
Memo holder and so Nc = 6 . The RFID tags are affixed 
with each product and so each product has its EPC code. 
The warehouse is considered to have 200 products/per class 
( NT = 200 ) and eight RFID readers (i.e. NR = 8 ) are  
available. From the warehoused data, the I-dataset is 
generated in the format, as given in the Table III. Then, the 
sequential patterns are generated with a minimum support 
supmin 1. Some of the sequential patterns, which are 
generated from the I-dataset, are given in the Table IV. With 
the aid of the sequential patterns, the fuzzy rules are 
generated and the rules corresponding to the pattern are 
given in the Table V. The number of sequential patterns 
with different lengths and the number of fuzzy rules with 
different pattern combinations are depicted in the Fig. 3 and 
Fig. 4. 
Table 5: Generated Sequential Patterns and its support 

with different possible lengths 
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Table 5: Fuzzy rules with fuzzy score generated from the 
extracted sequential patterns 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
      
      
      
      
      
      
      
       

Fig 3: Number of sequential patterns with different 
pattern length and with the support value 

 
Fig 4: Number of fuzzy rules with different pattern 

combinations along with the support value 
Rules Analysis-The rules define the nature of movement of 
every tag in terms of EPC and different tag 
combinations.For instance, in the given Table V, the tags 
with EPC code, 1, 2 and 5 commonly get into the range of 
R1 and R6 ,when they entered into the range of R5 with a 
fuzzy score of 1. Hence, the nature of significant 
combination of the tags is well understood from the rules 
that are generated from the proposed mining system. 
 

VI. CONCLUSION 
 

In this paper, we have proposed a data mining system for 
mining the information that are relevant to the nature of 
movement of tags, which are affixed in the warehouse 
goods. The implementation results have shown that the 
proposed mining system mines the knowledge from the 
warehoused data by generating I-dataset, mining sequential 
patterns and then by generating fuzzy rules from the 
sequential patterns. The outcome of the system, fuzzy rules, 
has detailed the nature of the tag movement with a fuzzy 
score. Given a part of the tag (indirectly it refers to A 
product) movement, the fuzzy rules hold the remaining path 
of the tag (product). In this manner, different length 
combinations of the tags have been considered and the 
movement has been understood. The movements are not 
considered for all the tags and its combinations, but only for 
some significant tags and combinations. Hence, with the aid 
of the proposed data mining system, the tracking of goods in 
large warehouses can be performed effectively and also the 
extracted information may be helpful for the management of 
warehouse. 
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Abstract- This paper presents and analyzes the performance 

of Principle Component Analysis (PCA) based technique for 
face recognition. We consider recognition of human faces with 
two facial expressions: single and differential. The images that 
are captured previously constitute the training set. From these 
images eigenspaces/eigenfaces are calculated. The image that is 
going to be recognized through our system is mapped to the 
same eigenspaces. Next two classification techniques, namely 
distance based and neural network based classifier are used to 
classify the images as recognized or non-recognized. In this 
research we categorize the face images into six different test 
cases and discuss the performance of each test case with 
various performance metrics. Our experimental results 
demonstrate that the neural network technique outperforms 
the distance based classifier in most of the test cases.   
Keywords- principal component analysis, neural network, 
face recognition, image processing. 
 

I. INTRODUCTION 
 

ace is an essential element of focus of our daily life. We 
convey our identity and emotions through our face and 

different expressions of faces respectively. Though human 
faces are complex in shape, face recognition is not difficult 
for a human brain whereas for a computer this job is not 
easy. The complexity of recognition is prominent and 
several algorithms are reported in literature [1,5,7,8] that 
could achieve the recognition with high degree of accuracy. 
Face recognition system is widely used in different areas 
that include a) criminal record and identification, b) Robot 
vision, c) security system, d) human computer interaction, e) 
image and field processing. Face recognition system is 
divided into two categories, i) appearance based and ii) 
component based. For appearance based, we consider the 
holistic feature or the whole face image as our feature for 
recognition. On the other hand, in component based face 
recognition, we consider geometrical relationship of 
different components of face such as eye, nose, lip etc as the 
features of a recognition system. Principal Component 
Analysis (PCA) [7,12] is a fast and efficient technique that 
is widely used for appearance based face recognition. This 
technique is also used for dimensionality reduction in 
different areas that include image processing, signal 
processing and data mining.  
 
About 1Rahman, R.M.  is with the Department of Electrical Engineering 
and Computer Science, North South University, Dhaka, Bangladesh  
(telephone: 8802-8852000-1507 email: rashedur@northsouth.edu) About-
2Das, A., 3Russel, M, 4Maruf, S. Department of Electrical Engineering and 
Computer Science, North South University, Dhaka, Bangladesh. 
 
 
 
 

 
The eigenfaces approach is chosen for this study considering 
its capability of recognizing real time images where 
orientation, illumination and distortion are continuously 
changing. This work focuses on how the images with real 
time attributes affect the recognition feature of eigenfaces 
technique. Our primary objective for this research is to 
minimize the complexity in calculation for bigger matrices. 
For example, if we have 120 pictures with the size of (180 × 
200), we will have a very big number while calculating the 
one dimensional vector from 2D matrix (by calculating 180 
× 200 × 120) which is a very big number. By using the 
eigenvectors, we could minimize the use of all the images 
and reduce them for example 40 pictures which will also 
bring down our total calculation to (180 × 200 × 40). 
Though, we are using lesser amount of data, we will still get 
the same level of accuracy. Besides, we could even make 
the size even smaller by changing the order of matrix 
multiplication which in turn reduces the principal 
components, and the end we could work only on (40×120) 
matrix with the same level of accuracy Rest of the paper is 
organized as follows. Section 2 describes the methodologies 
used in this research in detail. Section 3 describes about the 
system and execution flows of different components in the 
system. Section 4 presents and analyzes the result. Finally 
Section 5 concludes and gives direction of future research. 
 

II. METHODOLOGIES 
 

Our face recognition system consists of several steps. Each 
of the steps is described in detail in below: 
 

A. Initialization And Finding Principal Components 
 
At first we take images. These images are nothing but the 
matrix which has pixel intensity at different rows and 
columns. This image could be viewed as a vector also. If an 
image has height, h and width, w, then we could formulate 
this image as w vectors, where each vector has h 
dimensions. The rows of the images are placed one after 
another like the Figure1 below: 

 
Fig 1: Formation of the face’s vector from the face’s 

images 
 

F 
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The vector which is w×h represents our image and this 
image has a certain space so this is called image space. If we 
have N images, we have image space dimension as N× w×h. 
In this image space all images are represented by w by h 
pixels. These images under same image space look like each 
other. They all have two eyes, a nose, a mouth etc located at 
the same image space. 
Now we will build the face space from the image space. The 
main task of building a face space is to describe the face 
images. The basis vector of this space is called principal 
component. The dimension of the face space will be M× 
w×h. In the face space all pixel is not relevant and each 
pixel depends on the neighbors. So the dimension of face 
space is less than the dimension of the image space. We 
could find the principle components of the faces by finding 
the eigenvectors of the covariance matrix of the set of face 
images. This eigenvectors are basically a set of features 
which characterize to the maximum variations between face 
images. Each of this images that comes from the image 
space contribute more of less to the eigenfaces. So we can 
display eigenvector as a sort of ghostly faces which we call  
eigenfaces. Actually eigenfaces do not exist in real world. 
We could not say we can build or create eigenface of a 
particular image face which is in the image space. Eigen 
face actually is an imaginary face which is a combination of 
all the images with in a particular image space. Figure 2 
presents eight eigenfaces from a sample image database in 
Figure 5. 
 

 
Fig2: Eigenfaces from the image database. 

 
We present the mathematical formulation of eigenfaces 
below. More details of the formulation could be found 
elsewhere [5,6]. 
 

i. We obtain N training images I1, I2…….IN.  Each 
of these images have dimension w×h. Convert 
these  images into vector space by concatenation. 
After the concatenation a matrix is converted to a 
vector. An  example of concatenation is given in 
the following  page.    

ii. Represent each image Ii with its corresponding 
vector i . 
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iii. Calculate the mean face vector   by the following     

Equation. 

 
iv. Subtract the mean face,   from each face vector, 

i to get a set of vectors, i . The purpose of 
subtracting the mean image from each image vector 
is to keep only the distinguishing features from 
each face by removing the common information. 

v. Find the covariance matrix C by the following 
equation: 

                       AAC T  where,    NA  ,........,, 21  
vi. Find the eigenvalues and eigenvectors for the 

covariance matrix, C. Sort the eigenvectors 
according to the eigenvalues. Take the first M 
eigenvectors that have higher eigenvalues. Now 
each eigenvector will have N×1 dimension. Let us 

name those eigenvectors as i for i=1,2,…M. 
 

B. Projection Of New Face To Eigenfaces 
 
When a new image is encountered, calculate the set of 
weights based on the new or input image and the M 
eigenfaces by projecting the input image onto each of the 
eigenfaces. The mathematical formulation is given below: 

i. Let us consider the new image as newI  

ii. Find out the M eigenface components, l , by 
projecting the new image  

iii.  
   new

T
ll I  for l=1,2,…M 

where, 






N

k
klkl

1

  for l=1,2,..M 

iv. Create a new feature vector, new  for the new 

image by concatenating eigenface components, l  
 

                             Mnew  ..21  
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C. Face Recognition By Classification Algorithms 
 
The last step of the face recognition system is to identify the 
new face to be recognized or not recognized. If the face is 
recognized the system will tell the person‘s name for whom 
the face has been recognized. In the other word, if we have 
N persons in the image database, we say that there are N 
classes where each individual person representing a class. 
There are two algorithms used for classification, one is 
distanced based and the other one is neural network based 
classification. 
The distance based classifier works in the following way: 

i. For each image in the image database, find out the 

feature vector i  for N persons where i=1,2,…N . 
The procedure will be same that is discussed for the 
new image in the earlier section. 

ii. Classification is performed by comparing the 

feature vector of new image, new , with the 
feature vector of the images in the image database. 

iii. Comparison is done by the Euclidian distance 

between two features, new and i , if the distance 
is less than some predefined threshold, t,  we say 
that the image is recognized.  

iv. The class of the new image will be one  that has the 
least Euclidian distance with the new image, 
providing this distance is less than the threshold. 

We also use Neural Network (NN) for classification of the 
new image to the image database. A fully connected, 
layered, feed-forward network is depicted in Figure 3, where 

 represent unit activation levels of input, hidden, 
and output units, respectively. Weights on the connections 

between the input and hidden layers are denoted by , 
while weights on connections between the hidden and 

output layers are denoted by . The neurons marked 
with ―1‖ are threshold neurons and their activation value is 
set to 1. Figure 3‘s network has three layers, although it is 
possible and sometimes useful to have more layers. Each 
unit in one layer is connected in the forward direction to  
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Fig. 3: A Multilayer Feed-Forward Neural Network 

every unit in the next layer. Activations flow from the input 
layer, through the hidden layer, to the output layer. The 

knowledge of the network is encoded in the weights on 
connections between units. A backpropagation network 
typically is initialized with a random set of weights. The 
network adjusts its weights each time it processes an input-
output pair. More details about neural network and its 
training algorithm could be found elsewhere [13,14]. 
Our neural network algorithm for classification work in the   
following way: 

i. Randomize the weights to small arbitrary values 
and initialize the activations neurons. The neurons 
marked as ―1‖ in Figure 3 are activation neurons. 
Their values are set to 1 in this step. 

ii. Select a training pair from the training set. A 
training pair consists of an input and output 
vectors. The input will be the projected feature 

vector i , and the output will be the class label. 

For i input vector class label will be i. In other 
word this projected vector represents person i in the 
image database. 

iii. Apply the input vector to the network input 
neurons. 

iv. Propagate the activations from the input neurons of 
the input layer to the hidden neurons of the hidden 
layer using the activation function. 

v. Propagate the activations from the neurons of the 
hidden layer to the neurons of the output layer. 

vi. Calculate the error, the difference between the 
network output, and the desired output. The desired 
output is the output vector from the training pair 
and the network output is calculated by activation 
of output neurons. These errors are the errors of the 
neurons in the output layer. 

vii. Compute the errors of the neurons in the hidden 
layer 

viii. Adjust the weights of the network between the 
hidden layer and output layer. 

ix. Adjust the weights between the input layer and the 
hidden layer. The error adjustment in steps 8-9 use 
the gradient decent method [13]. 

x. Repeat Steps 2-9 for each pair of input-output 
vectors (we have N images so N vectors) in the 
training set until the error for the entire system is 
acceptably low. 

When the network is trained the weights are adjusted 

accordingly. If we now present the testing image data newI  

through its projected vector new  to the input unit of the 
neural network, at most one of the output neurons, for 
example, i neuron will fire that corresponds to the highest 
match to the input image. We classify the image to be 
recognized as person i . 
 

III. SYSTEM DESCRIPTION 
 
We have developed our system by using MATLAB 2008a ( 
version7.6).because we found that the performance of 
MATLAB 2008a (version 7.6) [4] is better than other 
programming language. Besides, MATLAB is a high-level 

iii ohx ,,

ijw1

ijw2
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language for technical computing development environment 
for managing code, files, and data interactive tools for 
iterative exploration, design, and problem solving. It also 
supports Mathematical functions for linear algebra, 
statistics, Fourier analysis, filtering, optimization, and 
numerical integration 2-D and 3-D graphics functions 
[2,3,9]  for visualizing data. It has also tools for building 
custom graphical user interfaces and neural network toolbox 
that we use for classification. For our system we have used 
certain method and techniques that are offered explicitly by 
MATLAB. These are as follows: 
 

A. Image Reading 
 
MATLAB can easily read an image and convert the image 
in a certain matrix. Later on we can use the image matrix for 
our related work. MATLAB can read an image of 8 bit up to 
32 bit .  
 

B. Image conversion from RGB to GRAYSCALE 
 
MATLAB can convert an image from RGB to 
GRAYSCALE. This computational task can be done by 
MATLAB command. If RGB image is 34 bit it represent 
RED for 8 bit, GREEN for 8 bit, BLUE  for 8 bit. 
 

C. Image Resize 
 
MATLAB command can be used to resize a certain image in 
to any size that MATLAB allow. 
 

D. Convert MATRIX to 1 dimensional VECTOR 
 
We can use certain technique to convert a matrix to 1 
dimensional vector which helps us to compute the desired 
out put. 
 

E. Matrix Transpose 
 
In MATLAB we can easily transpose a certain matrix. 
In our system, at first of the system take the images. These. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 4: Basic flow diagram of the face recognition 
system 

 
images are captured by webcam or other image capturing 
source. We calculate the mean image and eigenfaces Then, 
we take the input image that will be detected later on. We 
process the  Input image and compare the input image with 
training image set if any match below the threshold value 
than we can say it is recognized other wise not. The detail 
flow of execution is given in Figure 5  

 
Figure 5: Detail flow of execution in the system 

 
IV. RESULTS AND ANALYSIS OF RESULTS 

 
In total, six test cases were chosen to test the performance of 
face recognition system. All the images were in same size. 
The training set images were captured such that the person 
faces were frontal with minimal head tilt and had decent 
varied expressions. Tests were taken in well illuminate area 
to recognize, at least, the known images. We have to do 2 
types of testing 

i. Face image with single facial expression. 
ii. Face image with different facial expression 

Figure 5 and Figure 6 presents some sample image for 
single and differential facial expressions respectively. 

 
Fig 5. Sample dataset for single facial expression 
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Fig 6. Sample dataset for differential facial expression 

The system performs relatively well in all test cases. We 
apply our algorithm for six test cases. The test cases are 
described below: 
 
Test Case 1- Test case 1 is measuring the impact of  having 
large number of training images of a small group of persons. 
Altogether 30 images of 3 persons (10 images from each) 
were taken to create the training set. Different facial 
expression of each person is taken for this case.  
Test Case 2- Test case 2 is measuring the impact of having 
large number of training images from a large group of 
persons. Altogether 50 images of 50 persons were taken to 
create the training set. The images are for single facial 
expression. 
Test Case 3- Test case 3 is measuring the impact of having 
small number of persons in the training set. In total, 6 
images from each of the 2 persons were considered to create 
the training set. So the total number of images is 12. 
Test Case 4-Test case 4 is measuring the impact of having 
small number of images in the training set. In total, 20 
images from 20 persons were considered to create the 
training set. 
Test Case 5-Test case 5 is measuring the impact of having 
very small number of images in the training set. Altogether 
3 images of 3 persons (per person image no is 1) were taken 
to create the training set. 
Test Case 6-Test case 6 is measuring the impact of having 
small number of images in the training set. Altogether 3 
images of 10 persons (in total 30 images) were taken to 
create the training set. 
Table 1 summarizes all the test cases and the number of 
images in total used for recognition system. The accuracy 
reported here is the accuracy for distance based classifier. 
 
Table 1: Accuracy of Recognition  

Test 
Case 

Image/ 
person 

Number 
of 
People 

Total 
Images 

Total 
Testing 
Images 

Accurac
y 

Case
1 

3 10 30 50 80% 

Case
2 

1 50 50 70 100% 

Case
3 

6 2 12 24 37.5% 

Case
4 

1 20 20 40 80% 

Case
5 

1 3 3 5 95% 

Case
6 

3 10 30 36 83% 

 

Figure 7 compares the accuracy between neural network 
and distanced based classifier. For most of the test cases, 
neural network outperforms the distance based classifer. 
For the distance based classifier, the Euclidian distance 
between the new image and all the images in image database 
are calculated. Then, this distance has to be within two 
threshold values. The first threshold value is used to screen 
this image to be a valid face image or not. For example, if 
the image is for a flower or house then the Euclidian 
distance will be higher between flower and other facial 
images in the database. 
 

 
Fig 7. Comparison of accuracy between neural network 

and distance based classifier. 
 

The system will let user know that this is not a valid face 
image as the distance is greater than the threshold. The next 
threshold is used to determine whether the image falls under 
the images in the database.  The second threshold is chosen 
by trial and error method. Table 2 presents different 
threshold values and corresponding mismatch rates. If we 
increase the threshold value we could increase the 
probability of recognition as a face image. However, we 
should be careful about not to increase this value to much 
such that misclassification will increase due to non facial 
image classification to  a facial image.  
 
Table 2: Mismatch vs. Threshold 

Mismatch 69% 32% 12% 1% 
Threshold 0.3 0.4 0.5 0.6 

 
We also analyze the impact of number of eigenvectors on 
the accuracy. We select the test case 5 for this purpose. 
Figure 8 depicts this situation. increasing number of 
eigenvectors increases the performance of the classifier but 
up to an extent. If we plot accuracy on accuracy on y axis 
against the number of eigenvectors on x axis, we will get the 
following graph. 
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Fig 8: Accuracy vs. Number of eigenvectors. 

 
V. CONCLUSION 

 
From the tests and analyses performed in this research, we 
conclude with the following remarks. Training set and test 
images need to be taken in good, comfortable illumination 
settings and need to be frontal faces with minimal head tilt. 
Number of images in the training set is a significant factor. 
It impacts on defining the correct threshold value for 
accepting true matches and rejecting false matches. The 
system performs relatively well with larger training sets and 
reflects similar behavior irrespective of the number of 
persons present in those larger training set. However, 
increase in the training set size increase the system 
performance and varies the acceptance or rejection rate 
depending on the person group size. Neural network 
performs better than the distance based classifier in most of 
the test cases studied in this research. 
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Tsunami Early Warning System Using VIPO 
 

Rudi Sunarno  

 
Abstract- Tsunami Early Warning System (TEWS) suddenly 

popular since the tsunami which hit the city of Banda Aceh and 
surrounding provinces of Nanggroe Aceh and Pangandaran in 
West Java and surrounding areas who have swallowed losses of 
property and lives of so many.Tsunami early warning system 
using VIPO, as one distribution channel distribution of 
information, be prepared to assist the government in the 
Climatology Meteorology and Geophysics Agency (BMKG) in 
the event of disseminating information to communities around 
the tsunami disaster areas before the storm arrived. 

VIPO (Virtual Phone) is a tsunami information 
dissemination system laid by the tsunami of information 
obtained from BMKG on the radio transmitter and received by 
a device equipped with an FM radio receiver LCD screen and 
supports the Subsidiary Communications Authorization 
(SCA), so information can be received at the terminal VIPO 
distributed to tsunami-prone communities. 

In experiments performed in Pangandaran Beach and its 
surroundings obtained satisfactory results, where the tsunami 
disaster information can be sent in a short amount of time to 
the receiving device, although using a simple system. Field 
trials have been successfully conducted in Pangandaran Beach 
and its surrounding areas with excellent results despite the use 
devices mini transmitters, the main constraint on the soil 
surface around Pangandaraan hill cause to be obstructed 
signal reception. 

 
I. PRELIMINARY 

 
Tsunami in Aceh and Pangandaran some time ago leaving a 
deep wound for the Indonesian nation, especially to victims 
of disaster. These events not only claimed hundreds to 
hundreds of thousands of lives, but also leaves a deep 
anguish for victims who are still alive because they lost a lot 
of things that not a few even lost entirely from the treasure 
to the family and relatives.This condition triggered the 
government and several research institutes from home and 
abroad to build and develop a system that can detect and 
provide warning information about the possibility of a 
potential earthquake or a tsunami caused by earthquakes or 
other natural events. This is so that people can always be 
vigilant and take immediate measures to be undertaken that 
might be done as soon as possible. One study conducted by 
the Research and Development Center (RDC), PT. Telkom 
(Telkom-RDC) is to develop a tsunami early warning 
system or also called virtual phone (VIPO), which laid the 
information on radio transmitters. This development was 
done in collaboration between TELKOM-RDC with 
Climatology Meteorology and Geophysics Agency 
(BMKG), and the Directorate General of Post and 
Telecommunications (DG Postel), which facilitated 
supported also by the Office of Pangandaran STO  
 
Rudi Sunarno / Pt. Telekomunikasi Indonesia 

 
as the location for placement of radio transmitters and other 
support systems. 
Tsunami warning system is designed with the intention of 
utilizing VIPO as one disaster information dissemination 
system, especially the tsunami disaster, to the public 
directly, where the system is designed for easy to 
implement, cheap in maintenance costs as well as an 
affordable device price by the community. 
 

II. SYSTEM OVERVIEW 
 

A. System Description 
 
Tsunami early warning system utilizing VIPO is a system 
that provides early warning for residents, especially in 
tsunami-prone areas such as coastal areas, where indicated 
the possibility of tsunamis arising. This system is connected 
with the main control system as a detector BMKG tsunami 
and access system for dissemination of information. In the 
system developed, the information will be disseminated to 
the 'ride' the FM radio channel used by the radio 
broadcaster, known as SCA (subsidiary carrier 
authorization). With this method, a person who was 
listening to radio broadcasts, will get information about the 
earthquake and tsunami hazards there is any possibility in 
real time (less than 1.5 minutes), after getting information 
from BMKG system. 
 VIPO is a terminology that is used to represent a device that 
functions as a virtual phone to communicate in one 
direction, whereby the device will be placed in the home and 
brought the user. VIPO device will have a unique identity 
number, so that the transmission of information can be 
directed to a particular identity without acceptable by other 
devices with different identities. Although there are methods 
that enable the transmission of information broadcast to all 
devices simultaneously. Information delivery system will 
utilize the SCA channel is superimposed on an FM radio 
broadcast. In this study, the device is used as the receiving 
device VIPO tsunami early warning.  
 

B. System Configuration 
 
VIPO system connected with the Tsunami disaster 
information resources available in the office of Climatology 
Meteorology and Geophysics Agency (BMKG) Indonesia. 
Tsunami disaster information is then disseminated through 
various media, including this VIPO system. 
Once information is received by the server VIPO the 
information disseminated in a way modulated the 
information signal with an FM radio that reaches the target 
area for dissemination of information carried by the tsunami.  
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Furthermore, through the radio terminal will be equipped 
with modules VIPO will display tsunami information on the 
LCD screen mounted on VIPO receiving terminals, as 
shown in the following figures: 

PSTN

Server IVR

Radio Tower

Modulator FM

Terminal

BMG Indonesia

TCP/IP based network

Thailand National Disaster Warning Center

Pacific Tsunami Warning Centre

National Environment Agency Singapore

Phillipine Institute of Volcanology & Seismology

Terminal

Terminal

Terminal

TSUNAMI ALERT REAL TIME INFO

VIRTUAL PHONE SYSTEM/VIPO

 
                    Figure 1. System Configuration VIPO. 

 
Each terminal has a terminal ID is useful for addressing the 
information to be provided. Information can be directed to 
the terminal, the terminal groups or terminal depending on 
the needs of individuals who will be given an information 
dissemination through VIPO server. 
 

C. Element System 
 
VIPO system consists of two (two) parts, namely the 
transmitter and the receiver.  
Transmitter section consists of: SCA Modulator, SCA 
Generator, and Software Applications. While part of SCA 
Receiver integrated with the broadcast radio. The function 
of each part is as follows: 

i. The data modulator to modulate the function of 
existing data on the server VIPO or from the 
Internet that contains specific information about the 
tsunami early warning. The appliance is connected 
to the SCA Injector for transmission to the receiver 
terminal. 

ii. Subsidiary Communications Authorization (SCA) 
Injector function to generate the carrier frequency 
to carry data from results of the data unit is injected 
into the FM modulator for Mixer prior to 
transmission.  

iii. SCA receiver functions to receive siganal SCA to 
didisplaykan on LED monitors installed in the 
terminal, even this signal as a triger for siren or 
loudspeaker. 

iv. Software Applications VIPO consisting of: data 
grabber to "grab" data from online BMKG, Text 
format converter to convert XML data into binary 
format and a modem connector as a gateway to the 
injector through a connection SCA R232. Modem 
connector serves also set connection and data 
transmission and error correction. 

 
 
 

Figure 2. Transmitter VIPO 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. Prototype Receiver VIPO 

 
III. PROTOTYPE VIPO 

 
A. Terminal 

 
Terminal created as a common radio channel receiver 
combined with a device SCA receivers. The terminal is 
equipped with LCD display for displaying information 
received and lighting / speaker indicator if there is any 
information from the incoming BMKG.  
The terminal also has a specific ID for privacy and powered 
by AC or DC power input so the terminal can easy and 
comfortable to carry anywhere. 
 

 
Figure 4. Recipient VIPO 

B. Display 
 
VIPO terminal equipped with a display to show information 
such as time stamp, magnitude and  event or location of 
earthquake and tsunami potential so that people can be more 
vigilant. 
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Figure 5. Recipient VIPO 

C. Protocol Information  
 
Protocol information is used as a 'communication' between 
the transmitter and receiver so that information can be 
received by the terminal tsunami VIPO as well. Structure of 
VIPO protocol informations are composed in the 'package' 
with the following composition:  
 

 
Figure 6. VIPO Information Protocol 

 
The communication protocol consists of:  

i. Start early flags of the packet of information 
(length 1 byte).  

ii. Data length (including the optional params, body 
message and terminator (FF)). 

iii. Optional parameters namely sending information 
types such as: terminal ID, time stamp, alarm type 
and validity period.  

iv. body of the message is the message content 
according to information released by BMKG. 

v. Terminator i.e. the end of the message packet.  
vi. Checksum as a error correction code for the 

validity of data.  
 
Alarm type parameter can be adjusted in accordance with 
the type of information selected parameter values are:  
no tsunami potential 

i. tsunami potential 
ii. news 

iii. advertising 
 

Examples of message content: 
 07-04-09 20:29 WIB  
5.6 SR 5.6 217km Tenggara 
Mentawai Sumbar 
Tdk Potential TSUNAMI  
 

IV. FIELD TRIAL 
 

A. Location & Time Trial 
 
Research development of tsunami early warning system 
using VIPO was implemented and tested starting in January 
2008 - December 2009, which specifically for the 
development of applications made during the nine months 
from March to November 2009. After going through the 
stages of research, conducted field trials on Pangandaran 
beach - Tasikmalaya and surrounding areas. The test was 
conducted on January, 17-20, 2010. 

 Results of field trials in addition to getting a good 
appreciation of the internal team, also from BMKG, DG 
Postel and Telkom - Pangandaran, where this is proven by 
their direct participation in the measurements carried out.  
 

 
Figure 7. Trial Location VIPO 

 
B. Trial Configurations 

 
The test pilot is to determine the performance and test the 
reliability and coverage of the system to send information to 
a device used by the user. To transmit data, the team uses a 
mini transmitters with high power 300 Watt and 40 meter 
antenna high at 88 MHz frequency. Data is sent every 1 
minute by the server that contains information from BMKG 
about the earthquake and possible tsunami.  
 

C. The Trial Results 
 
With good cooperation among team members and assisted 
by colleagues TELKOM - Pangandaran, piloting a 
satisfactory result. Measurements made to more than 10 
points from around Pangandaran beach, until the air the 
farthest distance is 18.59 km which is the location Batu 
Karas. 

 
Figure 8. Aerial photo location VIPO Trial 

 
Here is information on testing and test results VIPO:  
 

i. Test Date: 17 - January 19, 2009 
ii. Transmitter Frequency: 88.0 Mhz 

iii. Transmitter Location: STO Pangandaran 
iv. Deconvolution Power: 300 Watt  
v. Radius reception: 7 KM (Non-LOS), 43 KM (LOS) 

vi. The point of testing: 
 
Pangandaran Beach:  

Start Flag  Length [OptionalParams]
 Body Message FF   CheckSum



Global Journal of Computer Science and Technology Vol. 10 Issue 9 Ver. 1.0 September 2010 P a g e |25 

 

 

i. Pangandaran highway roundabout mosque 
ii. Prawn Breeding Pole Hall (BPUG) 

iii. Inclined field  
iv. Fish Market 
v. Fish Auction 

Batu karas 
i. Beautiful beaches Batu Karas  

 
D. Analysis Vipo System 

 
From the VIPO trial, was obtained trial data as follows. 
 

 
Table 1. VIPO trial results 

 
i. Altitude test points ranging from 0.5 - 5 m above 

sea level so that all points of testing to receive 
broadcast / alarm information.  

ii. Information disturbed the alarm if the level of 
acceptance in an extreme undulating ground 
surface in addition to the radio emission is low due 
to use temporary transmitters. 

iii. Antenna heights are relatively quite utnuk reach the 
entire area due to antenna type used is the Omni so 
the radio beam evenly.  

 
V. CONCLUSION 

 
i. Tsunami early warning system utilizing VIPO 

dissemination is one of the ideal system, where 
information could be reached directly into the 
community without the need for high maintenance 
operating costs.  

ii. Fore it is possible not only for tsunami early 
warning information that is sent, but can add other 
information such as weather information and other 
disasters. 

iii. And not only that, the news information is also 
expected to be sent to enrich the information for the 
community., Particularly those living in remote 
coastal locations.  

iv. Shipping signal tsunami information dissemination 
through the SCA did not affect the radio signals but 
currently not all radio stations have SCA input 
channel so that not all stations can provide this 
service.  

v. SCA input dedicated to a radio station frequency 
and must remain, this may interfere with the 
terminal owner who wants to move the broadcast. 
. 
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A Qos-Aware Context Construction And Discovery 
For Mobile Context Services In Next Generation 

Networks 
 

1R.Nandhagopal and 2C.Chandrasekar
 

Abstract- The significant factors that contribute to the 
success of the mobile service delivery are the Quality of Service 
(QoS) and the mobile connectivity. The mobile service 
infrastructure must be QoS-aware in addition to context-
aware. In this paper, we propose to develop a QoS-aware 
mobile service infrastructure for context construction and 
discovery.  The choice of connectivity and adaptation of 
application protocol parameters can be intelligently made on 
the basis of the available information about these offered-QoS. 
We implement a QoS-predictions server as a part of the QoS 
and context aware service infrastructure to attain the 
objectives. In addition, we develop a QoS aware Context 
Construction protocol. As per the requirements of a specific 
mobile host mentioned in the context definition, for a set of 
mobile hosts which are parts of the context defined, a cost 
effective routing tree is constructed and maintained 
dynamically. In the given context, only the hosts are employed 
to carry out Context-sensitive operations through a cooperative 
effort. By simulation results, we show that our QoS-aware 
architecture attains ore throughput with low delay in acquiring 
the service. 
 

I. INTRODUCTION 
 

A. Providing Services In Mobile Devices 
 
Networks, the developing field we can also say it as 
blooming field with a boom. As we know the network may 
be a fixed or wireless, both these networks network together 
aiming high speed of wired networks and the wider 
coverage of wireless networks. The development of 
hardware and protocols of wireless networks pushes higher-
level applications and lift the services in integrated networks 
to a hike mainly when wireless LAN (WLAN) technology 
becomes increasingly popular for providing IP connectivity 
and 3G is undergoing deployment stage.With regards to 
computing power, periphery and storage space, mobile 
devices are restricted. Hence, they depend on the external 
sources, just to acquire information or functionality. Static 
connectivity to resources of particular type won‘t sound 
reasonable to the mobile devices which operate in changing 
and dynamic environments. Hence there are possibilities for 
suitable resource connection at runtime, dynamically and 
automatically, which are transparent to the user. This can be  
 
1R.Nandhagopal -Assistant Professor & Head, Department of Computer 
Applications, Annai Mathammal Sheela Engineering College, Namakkal- 
637013, Tamil Nadu, India. (Email - nandhagopal67@gmail.com) 
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done by service oriented computing. This approach provides 
functionalities as stand-alone services. These stand alone 
services are illustrated by a service offer, it is then published 
and are automatically discovered and selected by comparing 
the service request with the existing offers [1].   
IT industry usually switches from making products to 
providing services to provide more flexibility and 
adaptability. The participants of a service are service 
provider and consumer. There will be a request from the 
customer for the service to be provided. If the interface of 
the service is public, an entity can request for a service. A 
single entity can provide service to rest of the entities by 
combining the numerous services. The architecture which 
relies on the services is known as Service Oriented 
Architecture (SOA).  
The following tasks are performed by the service industry, 
presently [2] 
Service description-Description of the service from the 
service developer point of view and from the service 
consumer point of view. 
Service discovery-Discovery of new services, matching the 
user‘s needs. 
Service monitoring-Monitoring service behavior, in order to 
ensure that it matches service specification 
Service composition-composition a new service on the basis 
of several existing services in order to create a new service 
 

B. Mobile Context Services 
 
The context is the information which may be clearly or 
absolutely obtained. It can be used to distinguish certain 
aspects involved in a specific application or network service 
of an entity. A person, a place, a router, a 3G network 
gateway, a physical link, or a virtual object such as IP sec 
tunnel, SNMP agent anything in the list may be called as an 
entity. In order to respond to the highly changing 
computational environments a context-aware service should 
be more flexible and self-directed. 
The traditional services are delivered by the mobile devices 
such as mobile phones or PDAs. When there is a change in 
the mobile user‘s requirements, the mobile services can be 
modified unambiguously. A context-aware mobile service 
adapts the current situation of the user. The main intent of 
the context-aware service is to provide right service at the 
right time to the user. It is an independent service such that 
it does not require too much of interaction with a computing 
device, to help the user. 
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There are various types of devices which may range from a 
wall display to mobile phones. They must be provided with 
mobile and context-aware services. There are also many 
variety in their resources like screen size, memory etc. We 
must also know the services that adapt the host of the 
resources. The services that are provided should know the 
user‘s current context and should adjust themselves when 
the context changes. 
 

C. Challenges Of Mobile Context Services 
 
Suppose a user on his travel needs to send his work through 
GPRS mobile to his workplace. Of course it is impossible 
due to the lack of bandwidth of the mobile network. So the 
user will be in need of a service which can detect a faster 
wireless network and dynamically change the connection to 
that network.  
In heterogeneous networking environment different 
providers provide different wireless ok and wired networks. 
Usually mobile service works in a similar kind of 
environment. Therefore, a part of the ‗end-to-end‘ 
communication path between a mobile user and an 
application server is the responsibility of every network. 
Quality of Service (QoS) and the mobile connectivity are the 
two main significant factors that pay for the success of 
service delivery. The success can be measured by satisfying 
the QoS of the user. The current mobile services, will 
assume that the required-QoS to be static, without bothering 
the changes in user‘s context, during the service delivery 
[3]. 
 

D. Proposed Work 
 
We propose to develop a mobile service infrastructure with 
the following objectives: 

i. The mobile service infrastructure must be QoS-
aware in addition to context-aware. (i.e.) aware of 
the user‘s required-QoS and the QoS offered by the 
various networks in user‘s context (location, time, 
etc).  

ii. The choice of connectivity and adaptation of 
application protocol parameters can be intelligently 
made on the basis of the available information 
about these offered-QoS. 

 
II. EXISTING WORK 

 
Iris Braun, et al,. have proposed an approach for context and 
QoS aware discovery namely ConQo. Their approach is the 
enhancement of semantic service discovery and selection by 
taking quality of service and contextual information into the 
account [4]. 
Shudong Chen, et al,. have presented a context-aware 
resource management middleware namely VICSDA, for 
service oriented applications which aims to handle the 
inherent dynamics of services and the network [5]. 
Pravin Pawar, et al,. have presented a Mobile Service 
platform middleware which enables the resource 
constrained, handheld mobile devices to offer the hosted 

Nomadic Mobile services in the Internet based on the 
principles of service Oriented Architecture [6]. 
Kun Yang and Alex Galis, proposed an all-policy based 
context-aware service method for next generation networks 
(NGN).In their approach a thorough consistency was 
expected to be achieved where policies are well planned to 
cover from context representation through services down to 
the underlying networks [7]. 
Katarzyna Wac, focused on a QoS and context-aware 
service infrastructure for supporting the development of 
mobile applications in a heterogeneous network 
environment. Also they argued that the use of context 
information helps to better capture the user's required QoS 
and also improves the delivered QoS [8]. 
Youngkon Lee [9] has presented the design principle for 
incorporating quality management on Web service registry 
developed in UDDI specification and Web service quality 
management system (WSQMS). They adopted the WSQDL 
(Web Service Quality Description Language), for 
representing Web service quality information which is 
published by WSQM technical committee in OASIS. For 
quality data and to modify the necessary data structure of 
the registry, they have also presented the scheme to 
compose the classification scheme. 
Licia Capra, Stefanos Zachariadis and Cecilia Mascolo [10] 
have presented Q-CAD, a resource discovery framework. In 
order to discover and select the best satisfying resources 
which the user requires, it takes the current execution 
context and quality-of service (QoS} requirements into 
account which enables persistent computing applications. 
Only those suitable to the current execution context of the 
application will be considered and hence the available 
resources are screened initially. Against the QoS needs of 
the application the shortlisted resources are evaluated and a 
binding is established to the best available.  
Jose Antonio Parejo, Pablo Fernandez, Antonio Ruiz Cort´es 
[11] have addressed the optimal QoS-aware selection in 
composite web services. They have proposed metaheuristic 
based algorithms such as hybrid genetic algorithm and tabu 
search. 
Rashid J. Al-Ali¤, Omer F. Rana and David W. Walker [12] 
have extended the service abstraction in the Open Grid 
Services Architecture for Quality of Service (QoS) 
properties. Advance or on-demand reservation of resources 
varies in type and implementation, and independently 
controlled and monitored. Based on the particular QoS 
properties, their focus is on the application layer where a 
given service may indicate the QoS properties it can offer, 
or where a service may search for other services. 
 

III. SYSTEM REQUIREMENTS 
 

A. Requirements On A Qos Aware Mobile  
        Service Infrastructure 

 
In a context-aware service infrastructure, in order to 
implement QoS-awareness, the infrastructure should satisfy 
the following set of requirements 
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i. The context-aware mapping of user‘s QoS 
requirements into the requirements on end-to end 
offered-QoS  

ii. Context-aware service infrastructure should 
support 

a) User‘s QoS requirements specification  
b) The service delivery adaptation to the end-to-end 

offered-QoS, to satisfy the user‘s required-QoS.  
c) QoS monitoring and real-time measurements of 

end-to-end offered-QoS and record those 
measurements to the QoS-predictions server. 

In heterogeneous networking environment, the QoS-
predictions server is responsible for the predictions of the 
end-to-end QoS offered. 
The QoS-predictions server has these functional 
requirements  

i. The server should obtain and combine the results of 
real-time end-to-end offered-QoS measurements 
performed by the mobile users. The quality of the 
obtained information is estimated by the server. 

ii. The obtained data should be transformed into a 
meaningful form by the server for gathering further 
QoS information.  

iii. The QoS-predictions server must provide generic 
predictions of end-to-end offered QoS to mobile 
users. This can be done with the estimation of the 
quality of the prediction 

 
B. Protocol Fundamentals 

 
In QACCD, QPS specifies the operating context. The details 
of the hosts in the context are not necessary to be known 
earlier. Hence, the computation of the context can operate in 
a purely distributed fashion. In which the requests are 
responded by sending the reply in the same path in which it 
came. QACCD is also on-demand process in which, when a 
QPS send a request then only a shortest path tree is built. 
Along with this message, the context specification and the 
information necessary for its computation are embedded. 
The Components of a request 
Request, req 
Req_QPS_id           QoS-predictions server’s id  
Req_seq_num         application sequence number of req 
Req_forwarder        sender of this copy of req 
Req_QPS_dist        distance from the QPS to Req_forwarder         
Req_client_dist      distance from the QPS to the requesting 
host  
Req_bound             cost function bound 
Req_cost                cost function 
Req_data                application level data associated with 
this request 
 

i. Protocol State Information 

 
Client_id                  host’s unique identifier 
Seq_num                  application sequence number 
Dist                          distance from QPS 
Parent                       host’s parent in the tree 
Parent_dist               parent’s distance (or cost) from QPS 

bound                       cost function bound 
Cost                          cost function 
P                               set of connected neighbors 
Ps                              a subset of P containing the connected 
neighbors  
The list of all connected neighbors of a client is included in 
set P. From the client, each neighbor has a link to it and the 
weight of that link is stored in P. It is referred to as Wp for 
some p Є P. If a client receives a request from any nodes in 
p then it would give it a cost distp < bound. Thus it does not 
use as its shortest path and it also remembers p‘s cost in P. 
In finding a new shortest path quickly and to replace a 
invalid path, this information is much useful. 
 

ii. Context Building 

 

In a request, the protocol maintains no global state instead 
all the information which are essential arrives in it for 
computing a context. The context specification and the 
request are bundled in a request from the application and 
forwarded to all its neighbors. The Req_bound and Req_cost 
together define the context. When a request arrives at a 
server, it includes these and also the cost to this server.  
Before sending the request to a node the sending node 
calculates the destination node‘s cost hence it is guaranteed 
to be within the context‘s bound. The messages are sent to 
the neighbors that fall within that bound. Except for the 
request that offer a lower cost path, successive copies of the 
same request are ignored. 
The following algorithm is used by a server to build the 
context tree, when a request is received. 
 

Algorithm 

1. If a request req is received then 
    1.1 if req. Seq_num = Seq_num + 1 then 
      1.1.1 Cost = Req_cost, 
                      bound = Req_bound 
     1.1.2 remove P 
     1.1.3 dist = Req_client_dist,  
                     Parent = Req_forwarder,  
                     Parent_dist = Req_QPS_dist 
            1.1.4 for each p  
                      1.1.4.1 if Cost(dist,wp) < bound then  
   send the request to p 
                                   Req_client_dist = Cost(dist,wp)  
                                  Req_forwarder = Client_id 
                                  update Ps 

  1.1.4.2 End if 
 1.1.5 End for 
           1.1.6. process the data message of the request 
          1.1.7    Seq_num = Req_seq_num 
1.2. else if Req_client_dist < dist     then 
               1.2.1 dist := Req_client_dist,  
          Parent := Req_forwarder,  
         Parent_dist := Req_QPS_dist) 
              1.2.2 repeat from 1.1.4 to 1.1.5 
1.3 end if  
2.dist Req_forwarder:= Req_QPS_dist 
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In QACCD, when a shorter cost path is found, the cost of 
the new path, the new parent, and the new parent‘s cost are 
all stored in QPS. The request is broadcasted to non-parent 
neighbors also. The distance of these non-parent neighbors 
will maintain them inside the context.  
Let the non-parent neighbor be np, QPS applies the cost 
function to its own distance and the weight of the link to np. 
QPS broadcasts the request to np if the cost of np is less than 
the bound. This shorter path may allow additional 
downstream hence a node should broadcast a request with a 
lower cost even if its application has already processed it 
from a previous parent. QPS adds the information about the 
parent to the set P after receiving any request. 
When QPS receives a request which is not seen before, the 
application automatically processes it not considering 
whether or not it arrived on the currently stored shortest 
path.  
It is possible that the path via the parent may not exists 
hence QPS need not wait for more additional copies of a 
request to arrive only from its parent. When QPS receives a 
new request and if the path does still exist and is still the 
shortest path, then the request will ultimately come along 
that path. This may cause the cost to be updated and the 
effects to be passed to the children. The QPS host sends the 
data portion of the request to the application for processing.  
 

a. QoS-Predictions Server (QPS) 
 

Consider there are n nodes in which n1 nodes are clients and 
n2 nodes are servers. Assume that each server contains m 
services of which k of them with same service. The QoS-
predictions server (QPS) maintains the following structures 
which contain the information of all the clients, servers and 
the services which are running currently.  
The client structure includes  

i. client_id 
ii. bw (bandwidth) 

iii. power 
iv. speed 
v. capacity 

The server structure includes  
i. server_Id 

ii. servno (Service number) 
iii. req_bw (Required Bandwidth) 
iv. req_power (Required Power) 
v. req_speed (Required Speed) 

The service structure includes  
i. servno (Service number) 

ii. desc (Description) 
iii. lifetime 

A service request from the client will be of the following 
form 

serv_req (client_id, servno) 
 
Algorithm 

1. Client C1 sends serv_req (client_id, servno) to QPS 
2.  For each server {Si}, (i=1, 2…N2) 
        2.1 If (servno = Si.servno) Then  
                    3.1.1 Add Si into the set M. 

        2.2 End If 
3.  End For 
4.  If M <> NULL Then 
4.1 For each server {Sk}, (k=1,2…M) 
       4.1.1 If (C1.bw >= Sk.req_bw) and  
                  (C1.power >= Sk.req_power) and                                       
                              (C1.speed >= Sk.req_speed) Then 
                      4.1.1.1 return the server Sk as the QOS  
aware server 
              4.1.2 End If 
      4.2 End For 
 5.  End If 
 6.  QPS forward the req (client_id, servno) to Sk 
 7  Sk processes the request and sends reply to C1. 
 
The client sends a service request with its id and service 
number to QPS. Then QPS searches the service number in 
the servers. QPS then add the matching servers in a set M. 
Then QPS find the QOS aware server with matching QOS 
constraints bandwidth, power and speed. Then QPS 
forwards the request to QOS aware server. Finally QOS 
aware server process the service request and sends reply to 
client. 

 
Fig 1.a 

 

 
Fig 1.b 
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Fig 1.c 

In diagram 1.a, the client c1 sends a service request to QPS. 
QPS forwards the request to all the servers (s1, s2, s3). In 
diagram 1.b, the service request will be forwarded to QOS 

aware server s2. In diagram 1.c, the server s2 send reply to 
client c1.  

IV. SIMULATION RESULTS 
 

A. Simulation Model And Parameters 
 

We use NS2 to simulate our proposed protocol. In our 
simulation, the channel capacity of mobile hosts is set to the 
same value: 2 Mbps. We use the distributed coordination 
function (DCF) of IEEE 802.11 for wireless LANs as the 
MAC layer protocol. It has the functionality to notify the 
network layer about link breakage 
 

Fig 2: Network Topology 
 
 
Figure 1 gives the sample network topology used in our 
simulation. In our simulation, 40 mobile nodes move in a 
1000 meter x 1000 meter region for 100 seconds simulation 
time. Among the total 40 nodes, we treat 20 nodes as clients 
and 20 nodes as servers. There are 4 base stations to handle 
the queries of the clients. 
We assume each node moves independently with the same 
average speed. All nodes have the same transmission range 
of 250 meters. In our simulation, the speed is 10 m/s. We 
have taken the Service Location Protocol (SLP) for service 
discovery. A SLP service agent is attached to the servers for 
providing the services and SLP user agent is attached to the 
clients for requesting the service. We have used the network 
abstraction model for the routing process.In our simulation, 
4 clients send service requests to the server through the base 
station. Our simulation settings and parameters are 
summarized in table 1 

Table1: Simulation Parameters 

No. of Clients  20 
No. of Servers 20 
Base stations 4 
Area Size  1000 X 1000 
Mac  802.11 

Radio Range 250m 
Simulation Time  100 sec 
Service Discovery  Protocol SLP 
Server Application SLPsa 
Client Application SLPua 
Speed 10m/s  
clients 1,2,3 and 4 
Routing Protocol NETABS 

B. Performance Metrics 
 

We compare our QoS-aware service infrastructure with a 
non-QoS aware service infrastructure. We evaluate mainly 
the performance according to the following metrics. 
Average Delay: It is measured as the average delay occurred 
for each client while getting the requested service. 
Average Throughput: It is measured as the throughput for 
each client in terms of Mb/sec. 

C. Results 
i. Based On Rate 

 

In our first experiment we vary the requested traffic rate as 
100 to 500 kb and measure the throughput and delay for 
each client. 
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Fig 3: Rate Vs Delay – Client 1 

 
Fig 4: Rate Vs Delay – Client 2 

 
Fig 5: Rate Vs Delay – Client 3 

 
Fig 6: Rate Vs Delay – Client 4 

 

Figures 3 to 6 show the delay occurred for the clients 1 to 4 
using the QoS-Aware and NonQos-Aware schemes 
respectively. As we can see from the figure, the delay is 

significantly less for QoS-Aware, when compared to 
NonQos-Aware. 
 

 
Fig 7: Rate Vs Throughput – Client 1 

 

 
Fig 8: Rate Vs Throughput – Client 2 

 
Fig 9: Rate Vs Throughput – Client 3 

 
Fig 10: Rate Vs Throughput – Client 4 

 

Figures 7 to 10 show the throughput achieved by the clients 
1 to 4 using the QoS-Aware and NonQos-Aware schemes 
respectively. As we can see from the figure, the throughput 
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is significantly high for QoS-Aware, when compared to 
NonQos-Aware. 
 

ii. Packet Size 
 

In our second experiment we vary the requested query size 
as 100 to 500 bytes and measure the throughput and delay 
for each client 

 
Fig 11: Psize Vs Delay – Client 1 

 
Fig 12: Psize Vs Delay – Client 2 

 
Fig 13: Psize Vs Delay – Client 3 

 
Fig 14: Psize Vs Delay – Client 4 

Figures 11 to 14 show the delay occurred for the clients 1 to 
4 using the QoS-Aware and NonQos-Aware schemes 
respectively. As we can see from the figure, the delay is 
significantly less for QoS-Aware, when compared to 
NonQos-Aware. 

 
Fig 15: Psize Vs Throughput – Client 1 

 
Fig 16: Psize Vs Throughput – Client 2 

 
Fig 17: Psize Vs Throughput – Client 3 
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Fig 18: Psize Vs Throughput – Client 4 

 

Figures 15 to 18 show the throughput achieved by the 
clients 1 to 4 using the QoS-Aware and NonQoS-Aware 
schemes respectively. As we can see from the figure, the 
throughput is significantly high for QoS-Aware, when 
compared to NonQos-Aware. 
 

V. CONCLUSION 
 

In this paper, we have proposed a mobile service 
infrastructure which is a QoS-aware in addition to context-
aware.  The choice of connectivity and adaptation of 
application protocol parameters can be intelligently made on 
the basis of the available information about these offered-
QoS. We have implemented QoS-predictions Scheme as a 
part of the QoS and context aware service infrastructure to 
attain the objectives. On the basis of historical end-to-end 
offered-QoS, generic predictions on the offered-QoS are 
provided by this scheme. In addition, we have developed a 
QoS aware Context Construction protocol. As per the 
requirements of a specific mobile host mentioned in the 
context definition, for a set of mobile hosts which are parts 
of the context defined, a cost effective routing tree is 
constructed and maintained dynamically. In the given 
context, only the hosts are employed to carry out Context-
sensitive operations through a cooperative effort. The source 
node only needs to broadcast the message over the nodes in 
the routing tree in order to send a message to only the 
members of the context. By simulation results, we have 
shown that our proposed architecture has less service delay 
and attains more throughput.  
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Evaluating Erp Usage Behavior Of Employees And 
Its Impact On Their Performance: A Case Of 

Telecom Sector 
 

1Saima Kanwal,2Dr Irfan Anjum Manarvi 
 

Abstract- Acceptance and use of an information system 
always remained an important concern for practitioners and 
theorist. This study explores the factor affecting user behavior 
toward use of ERP system in developed as well as developing 
country. Performance expectancy, effort expectancy, social 
influence, facilitating condition, project communication, 
training, top management support and self efficacy were found 
frequently used factors to investigate the ERP usage behavior 
of employees of a telecom, manufacturing, oil and gas, 
engineering and government service sector. industry. This 
study also investigates the impact of behavior toward ERP 
system usage on the employees’ performance. 

A questionnaire based survey was administered personally 
on 300 employees of telecom using ERP in sector In response to 
the survey, 255 valid responses were received. The response 
rate was 85%. Among the respondents, 71% were male while 
29% were female.  

The finding indicates that the proposed model over all 
explains 71% variation in the behavior. While Performance 
Expectancy, Self Efficacy, Training, and Top Management 
Support were significant factor while explaining the user 
behavior toward use of ERP system. Further, the model 
explains that there is difference about opinion of performance 
expectancy and effort expectancy related to ERP usage by male 
and female while effort expectancy related to ERP usage also 
vary among age and experience groups.  Mostly respondents 
agreed that they likey the idea of usinf ERP syste and they 
want to become professional in ERP system. Seventy percent 
respondents say that ERP system has improve their 
performance in work. behavior toward use of ERP system This 
research will help the telecom organization management to 
understand the factors responsible for the employee’s. 
Keywords- ERP, Telecom Industry, ERP usage 
behavior, Technology Acceptance. 
 

I. INTRODUCTION 
 

nformation and Communication Technology (ICT) refers 
to electronic computer based technology where 

information is accessed and used in electronic format using 
computers (Angello & Wema, 2010).  Accurate and timely 
information in electronic form is a precious asset for an 
organization.  
Planning and decision making functions are highly 
dependent on these information.   
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saimakanval@gmail.com 
2Irfan Anjum Manarvi is Associate Professor, Head of the Department, 
Department of Mechanical Engineering, HITEC University, Taxila Cantt., 
Pakistan. irfanmanarvi@yahoo.com 
 

 
With the growth in use of Information Technology by 
organizations, user acceptance of information system has 
becomes an important management issue for better 
management of resources and needs.Business management 
system integrates all business functions. Enterprise resource 
planning (ERP) is one of business management systems 
provide for centralized business processes and functions in a 
company. ERP implementation requires extensive financial 
and personnel resources. In some cases, organization fails to 
attain the benefits from the system. One common reason for 
its failures is the reluctance or unwillingness of users to 
accept ERP system. Therefore, a good understanding of end 
users acceptance of ERP systems is essential to ERP success 
(Sun., Bhattacherjee & Ma, 2009).ERP deployment in an 
organization itself does not bring any change to its 
functions. It is beneficial if the end user use it in their job. 
There are a number of potential factors that could influence 
the usage of an information system.  If users are not using a 
technology or organization fails to achieve target level of 
use then the system is not considered successful. To 
implement ERP system, the goal of managers is to achieve 
the desired level of use of the system Organizations are 
recognizing that user satisfaction with information systems 
is one of the most important determinants of the success of 
those systems ((Gymph, 2007). The theorist and 
practitioners, exploring the acceptance of user toward 
information system have developed many models and 
theories (Ajzen, 1991; Davis, 1989; Venkatesh, Morris, 
Davis & Davis, 2003; Clarke, 1999; Thompson, Higgins, & 
Howell, 1994).Kazmi, (2008) found role of strategic IT 
planning, executive and managerial commitment, IT skills, 
business process skills, ERP training and learning are very 
important in successful ERP implementation. Further he 
stated that the gap between ERP users experience and skills 
is need to bridge by conducting successful training for 
employees.Organizational performance depends on 
individuals' task completion. With the rapid growth in use of 
computing in organizations, practitioners are constrained to 
investigate the impact of information technology acceptance 
on individuals' performance (Huang & Wang, 2009; Law & 
Ngai, 2007;  Nah , Lau, & Kuang 2005;Ramayah &Lo, 
2007;  Vosburg & Kumar, 2001;  and Igbari & Tan, 1997). 
Technology acceptance has become a mature field. Scholars 
and practitioners have investigated ERP usage behavior in 
various sectors like telecommunication, oil and gas, 
manufacturing government sector and finance sector (Al-
Jabri & Al-Hadab, 2008; Govindaraju et al. (2008); Anjum 
& Rehman, 2010; Arunthari & Hasan, 2005; Baray, 
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Hameed, & Badiil, 2006; Bueno & Salmeron, 2008; Calisira 
& Calisir, 2004; (Chang, Cheung, & Cheng, 2008; Chung & 
Snyder, 2000; Davenport, 1998; Govindaraju, Maathuis, 
Bruijn , 2008; Holland, Light, 1999; Gumussoy, Calisir, & 
Bayram, 2007; Gyampah, 2007; Law and Ngai (2007); 
Zhang, Huang, Zhang, Huang, 2005;  Hossain, Patrick, 
Rashid, 2002; and  Shih, 2006); Ramayah & Lo (2007). 
According to Rajapakse, & Seddon (2005) ERP adoption 
rate in developing countries of Asia is very low. The 

positive ERP usage behavior leads to job completion on 
time, which improves the employee‘s performance. 
According to Vankatesh et al (2003), little research has 
addressed the link between user acceptance and individual 
or organization usage outcomes. This study will explore a 
set of variables that have their influence on ERP system 
usage behavior in developed and developing environment. It 
will provide information as to which variable is more 
influential in using ERP system by  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure1. The proposed research model 
II. RESEARCH HYPOTHESES 

 
In order to achieve the research objective, following 
research hypotheses are proposed. 
H1-Performance expectancy has positive impact on 
employee behavior intention to use ERP system 
H2-Effort expectancy has impact on employee behavior 
intention to use ERP system. 
H3-social influence has positive impact on employee 
behavior intention to use ERP system. 
H4-Facilitating Condition has positive impact on employee 
behavior intention to use ERP system. 
H5-Self Efficacy has positive impact on employee behavior 
intention to use ERP system. 
H6-Project Communication has positive impact on 
employee behavior intention to use ERP system. 
the employees of telecom sector in Pakistan. More over the 
impact of behavior intention on employee‘s performance is 
also measure, the name of the telecom organization is kept 
confidential in the study and not mentioned here due to 
organizational polices.This research is expected to 
contribute to the understanding management to know factors 
responsible for an employee‘s behavior toward use of ERP 
system. The second part of the research is also important in 
providing information about impact of behavior intention to 
use system on performance of employees.Based on the 
factors explored from literature. a research model is 

proposed. As shown in figure 1 In this research model, 
performance expectancy, effort expectancy, social influence, 
facilitating condition, top management support, project 
communication, self efficacy and training are the 
independent variables which have their effect on the 
behavior intention to use ERP system (dependant variable). 
While behavior intention to use ERP system has its effect on 
Individual performance  
H7-A relationship exists between top management support 
and employee behavior intention to use ERP system. 
H8-Training has positive impact on behavior intention to 
use ERP system 
H9-Employees performance is positively correlated with 
behavior intention to use ERP system 
 

III. METHODS 
 

A. Respondents 
 

Questionnaire was distributed among 300 employees 
working in telecom organization located in Islamabad-
Pakistan. In response, 270 questionnaires were returned. 
Data of 255 completely filled questionnaires were entered in 
Statistical Package for Social Sciences (SPSS) for analysis.  
Inappropriately filled questionnaires, 15, were excluded 
from the data analysis. Therefore, the response rate was 85 
%.The response shows that the sample represented 

Performance Expectancy 

Behavior 
Intention to use 

Effort Expectancy 

Social Influence 

Facilitating Condition 

Project Communication 

Self Efficacy 

Training 

Top Management Support 

Individual 
Performance 
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executive, team lead, assistant manager and managers. A 
pilot test was conducted to verify the various dimensions of 
the questionnaire such as language used, ease of completing 
the questionnaire and appropriateness of questions with 
relevance to usage behavior. Twenty ERP users working in 
organization were asked to fill in the questionnaire. 
Feedback was obtained about the clarity, wordings, 
interpretation, and appropriateness of the questions. The 
pilot test resulted in several small revisions to the primary 
instrument that included rewording of a few items No scaled 
item was dropped or added as a result of the pilot study. 
 

B. Measure 
 

A five point Likert type scale questionnaire based on items 
adapted from Davis (1989), Taylor & Todd (1995, 
Venkatesh et al. (2003) and Thompson et.al (1991)  
 

IV. RESULTS AND DATA ANALYSIS 
 

A. Reliability Statistics 
 

To confirm the reliability of the questionnaire, Cronbach's 
Alpha reliability statistics analysis was conducted. In 
statistics the corbbach‘s Aplha value greater than .5 is 
considered to be a reliable scale. 
 
Table1. Reliability Statistics 

Cronbach's Alpha N of Items 
.967 28 

Table 1 shows that reliability statistics of the questionnaire. 
The value .967 shows that the scale used in the 
questionnaire is highly reliable. 
 

B. Descriptive Statistics 
 

In order to explore the ERP user responses with respect to 
gender. A frequency statistics was made.  
 

Figure 2. Descriptive data of gender wise response 

 
The figure 2 shows the frequency distribution of the 
respondents. Out of 255 responses, 71% were male and 29% 
were female. 
 

 
 
 
 

Figure 3. Age wise distribution of ERP users 

 
Figure 3 shows the variation in age of the respondents. Out 
of 255 respondents, majority lies in 20-30 age group 
(N=159),  while 60 respondents are in 31-40 age group, 33 
are in 41-50 and only 3 respondents are above 51. 
 

Figure 4. Experience wise distribution of ERP users 

 
Figure 4 shows the respondents distribution according to 
their experience. Mostly respondents (N=74) have 3-4 year 
expereince, 68 respondents have 1-2 year experience, 31 are 
in 9-10 year experience block while 14 have 7-8 and only 10 
have less than one year experience. 
To find out the respondents‘ experience in using ERP 
system. The frequency distribuiton with respoct to their 
experience in ERP use is shown below. 
 

Figure 5 ERP Usage Experience 

 
Figure 5 represent the ERP usage experiences possessed by 
the employees. Mostly respondents (N=96) had more than 2 
year experience, 87 having 1-2 year experience while only 
72 have less than one year experience in use of ERP system. 
 

A. Hypotheses results and analysis 

In table 2 the R2 (.71) value shows that the independent 
variable explains the 71% variation in the behavior intention 
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to use ERP system. Here we can say that our model best fits 
and it explain significant variation in the behavior. 
 

Table2.  Regression Analysis 

Mode
l R R Square 

Adjusted R 
Square 

Std. Error of the 
Estimate 

1 .843(a) .711 .702 .38816 

 

Table 3: Detailed Regression Analysis 
  

Dependant 

variables 

R2 Independent variables Beta t Sig 

Behavior 

Intention 

.71 Performance Expectancy 

Effort Expectancy 

Social Influence 

Facilitating Condition 

Self Efficacy 

Project Communication 

Training 

Top Management Support 

.322 

-.358 

.007 

.063 

.505 

.036 

.172 

.189 

4.602 

-4.655 

.094 

.917 

6.873 

.686 

2.967 

2.967 

.000* 

.000* 

.925 

.360 

.000* 

.494 

.003* 

.003* 

Note. * Significant at .005 level 

 
Table 3 shows the beta and significance value of each 
independent variable in regression model 
The significance value (p=.000) in table 3 shows that 
performance and effort expectancy is significant in 
measuring the behavior intention. The Beta value, B=.322 of 
performance expectancy show that performance expectancy 
contribute to .322 variation the behavior intention.The 
negative beta and t value indicate that this variable is not 
positively associated with the behavior intention.. Here we 
will accept the H1 and H2. 
Table 3 shows the regression analysis, the p value (p>.005) 
shows that Social influence is not a significant variable in 
measuring the behavior intention . Hence, we reject H3. 
The p value (p=.360) in table 3 shows that facilitating 
condition is not a significant variable in measuring the 
behavior intention. Here we reject H4. 
Table 3 shows the regression analysis, the value (B =.505) 
shows that the variable Social influence strongest predictor 
in measuring the behavior intention. The p value (p=.000) 
also shows that Self efficacy is a significant variable in 
measuring the behavior intention. Here we accept H5. 
In table3, project communication is a not significant variable 
in measuring the behavior intention. Here we reject H6. 
The significance value (p=.003) in table 3 depict that top 
management support and training contributes significant value 
while predicting the behavior intention to use ERP system. 
Here we accept H7 and H8.  

To test this hypothesis 9 the regression analysis for model 2 
will be implied. 
 

Table 5.4: Regression Model II 

Model R R Square 
Adjusted R 
Square 

Std. Error of 
the Estimate 

2 .738(
a) .545 .543 .60026 

The table 4 shows that the behavior intention toward use of 
ERP system can bring 54 % variation in the performance of 
the employee. Hence, here we accept the H9. 
In order to analyze the effect of demographic characteristics 
on performance expectancy and effort expectancy of the 
ERP usage behavior as explained in literature review, the 
constructs  of   measuring   the   behavior   intention    were  
analyzed with demographic statistics. 
Table 5 shows the t-test values of performance expectancy 
with respect to gender. The significance value p>005 
(p=.010) show that there is difference among the opinion of 
male and female about the performance expectancy 
associated with the ERP system use. 
 

Table 5: t-test-performance expectancy of ERP system 
with respect to gender 

Statement N Gender Mean t Sig. 
Performance 
Expectancy 

180 Male 4.01 -
3.47 .010* 75 Female 4.41 

Note. * Significant at .005 
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Table 6 shows the ANOVA values of performance 
expectancy with respect to age The significance value 
p<.005 shows that these is no significant difference between 
the responses against behavior intention to use ERP system 
among different age groups.  
 

Table 6: ANOVA Statistics About Performance 
Expectancy of ERP System Usage With Respect to Age 

Statement Mean                        
F 

           
Sig. 

 
Performanc
e 
Expectancy 

20-30 
years 

31-40 
years 

41-50 
years 

51  
and 
above 

  

 
4.02 

 
4.36 

 
4.50 

 
3.91 

            
6.0
6 

        
.001 

Note. * Significant at .005 

 
Table 7 shows the ANOVA analysis of three groups of ERP 
usage experience with respect to the performance 
expectancy of ERP system use. The significance value, 
p=.005, shows that there is no difference among the opinion 
of respondents of different experience group about the 
performance expectancy of ERP system.  
 
Table 7: ANOVA Statistics About Performance 
Expectancy of ERP System Usage With Respect to ERP 
Usage Experience. 

Statement Mean                        
F 

           
Sig. 

Performanc
e 
Expectancy 

< 1year 1-2 
years 

> 2 
years    

 
3.88 

 
4.29 

 
4.
15 

 
 

          
5.32 

        
.005* 

Note. * Significant at .005 

 
The table 8 shows the t-test value of effort expectancy with 
respect to gender significance value in table 5.16 p <.005 
(p=.003) shows that there is no difference between the 
perception of respondents with respect to their gender about 
the effort expectancy of ERP system use.  
 

Table 8: T Test Regarding Effort Expectancy of ERP 
System With Respect to Gender 

Statement N Gender Mean t Sig. 

Effort 
Expectancy 

180 Male 4.00 
 
-3.814 .003 75 Female 4.41 

Note. * Significant at .005 

 
The table 9 shows ANOVA test regarding the perception of 
different age group about the effort expectancy of ERP 
system use. Significance value p>005 (p=.009) in table 5.17 
shows that there is significant difference between the 
responses about effort expectancy of different age group 
against behavior intention to use ERP system  
 

Table 9 ANOVA Test Regarding Effort Expectancy of 
ERP System With Respect to Age 

Statement Mean F    
Sig. 

Effort 
Expectancy 

20-30 
years 

31-40 
years 

41-50 
years 

51  and 
above   

 4.03 4.15  
4.54 4.00 3.958           

.009 
Note. * Significant at .005 

 
Table 10 shows the ANOVA analysis of three groups of 
ERP usage experience with respect to the effort expectancy 
of ERP system use. The significance value, p=.000, shows 
that there is no difference among the opinion of respondents 
of different experience group about the effort expectancy of 
ERP system.  
 

Table 10: ANOVA Statistics About Performance 
Expectancy of ERP System Usage With Respect to ERP 

Usage Experience. 

Statement 
Mean                        

F 
           
Sig. 

 
Performance 
Expectancy 

Less than 
one years 

1-2 
years 

More 
than 2 
years    

 
3.84 

 
4.27 

 
4.30 

 
 

10.120       
.000
* 

Note. * Significant at .005 

 
V. FINDINGS 

 
The results of correlation analysis shows that performance 
expectancy, facilitating condition, self efficacy, training and 
top management support  are strongly correlated with the 
behavior intention to use ERP system. While effort 
expectancy, social influence, project communication have 
medium level correlation with behavior intention to use ERP 
system. 
The R square value (.71) shows that the over all independent 
variable explains 71% variation in the behavior intention to 
use ERP system. Here we can say that the model best fits 
and it explain significant variation in the behavior.  
While exploring all variables individually, the variable 
performance is significant in measuring the behavior 
intention. The Beta value, β=.322, show that performance 
expectancy is stronger predictor of the behavior intention.  
Effort expectancy is significant while explaining behavior 
intention to use ERP system The negative beta and t value 
indicate that this variable is not positively associated with 
the behavior intention. The possible explanation of this 
negative relation can be the employee‘s perception as this is 
the case of mandatory technology (ERP) and even if the 
system if difficult to use employees has to use the system. 
The p value of social influence (p=.925) shows insignificant 
variable in measuring the behavior intention. 
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The p value (p=.360) in the regression analysis of the 
facilitating condition shows that this  is not a significant 
variable in measuring the behavior intention. 
The regression analysis shows that Social influence is a 
strongest predictor in measuring the behavior intention 
while project communication is a not significant variable in 
measuring the behavior intention. 
Top management support and training were also found the 
significant contributor toward measuring behavior intention 
toward use of ERP system. 
The t-test value shows that  

i. There is no difference among the opinion of male 
and female about the performance expectancy 
associated with the ERP system use. 

ii. There is no difference between the perception of 
respondents with respect to their gender about the 
ease of use  of ERP system.  

The ANOVA statistics shows that 
i. There is no significant difference between the 

responses against behavior intention to use ERP 
system among different age groups 

ii. There is significant difference between the 
responses about effort expectancy of different age 
group against behavior intention to use ERP system  

iii. There is significant difference between the 
responses against behavior intention to use ERP 
system about effort expectancy among different 
level of experience groups.  

The regression model 2 shows that behavior intention 
toward use of ERP system can bring 54 % variation in the 
performance of the employee 
 

VI. CONCLUSIONS 
 
This study was centered on the ERP usage behavior. The 
aim of this study was to investigate factors affecting the 
employee behavior toward use of ERP system and its impact 
on their performance. 
The first part of the study explores the literature related to 
implementation and acceptance issues of ERP. Use of 
different models and theories of individual behavior of ERP 
acceptance in different sectors especially in the telecom 
sector of developed and developing countries have also been 
discussed. 
During the exploration of literature, many factors were 
identified for measuring the behavior intention toward use 
of ERP system. Based on the most repeated and influential 
factors a theoretical model was proposed.The population of 
this study was telecom organizations‘ employees who were 
using ERP system in the company. The sample size of 300 
respondents was selected, however, 255 out of 300 selected 
participants responded. A questionnaire based survey was 
administered personally on 300 employees who were using 
ERP system. In response to the survey, 255 valid responses 
were received. The response rate was 85%. Among the 
respondents, 71%  were male while 29% were female. The 
findings of this study indicate that the proposed model over 
all explains 71% variation in the behavior. While 
Performance Expectancy, Self Efficacy, Training and Top 

Management Support were significant factors while 
explaining the user behavior toward use of ERP system. 
Further, the model explains that there is difference about the 
opinion on performance expectancy by male and female. 
Effort expectancy related to ERP usage among different age 
groups and different experience group differ. Majority of the 
respondents agreed that they like to use ERP system. They 
want to become professional in ERP system use and intend 
to use ERP for future professional assignments. Seventy 
percent respondents say that ERP system has improve their 
performance in work. This research will help the 
management to understand the factors responsible for the 
employees behavior toward use of ERP system.  
 

VII. RECOMMENDATIONS 
 
Based on the findings of this study, the following 
recommendations are given to increase behavior intention 
toward use of ERP system. 

i. There is need to ensure the employees that by using 
ERP system they will become a valuable assets to 
the organization. 

ii. The technical support should be provided to 
employees to use ERP system. 

iii. Frequent ERP training program should be launched 
for employees for using ERP. 

iv. The training program for ERP should be easy. 
v. Top management should communicate well in time 

the employees about the implementation of sub 
modules of the ERP system. 

vi. The senior management should encourage ERP 
usage. 

vii. Organization should provided necessary resources 
to use ERP System. 

viii. Employees should be given guideline for using 
builtin help in ERP system. 

 
VIII. FUTURE RESEARCH DIRECTION 

 
Current research explains only 71% variation in the 
behavior of employees. The 29% portion of behavior 
intention is unmeasured. While this research can only 
measure the 54% variation in the performance of employees.  
There is a need of future research which explores the further 
variables to measures the leftover portion of behavior which 
was not measured in this research. 
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Abstract- We introduce a novel and robust active queue 
management (AQM) scheme based on a fuzzy controller, called 
hybrid fuzzy-PID controller. In the TCP network, AQM is 
important to regulate the queue length by passing or dropping 
the packets at the intermediate routers. RED, PI, and PID 
algorithms have been used for AQM. But these algorithms 
show weaknesses in the detection and control of congestion 
under dynamically changing network situations. In this paper 
a novel Fuzzy-based proportional-integral derivative (PID) 
controller, which acts as an active queue manager (AQM) for 
Internet routers, is proposed. These controllers are used to 
reduce packet loss and improve network utilization in TCP/IP 
networks. A new hybrid controller is proposed and compared 
with traditional RED based controller. Simulations are carried 
out to demonstrate the effectiveness of the proposed method 
and show that, the new hybrid fuzzy PID controller provides 
better performance than random early detection (RED) and 
PID controllers. 
Keywords- AQM, Fuzzy controller, Fuzzy PID controllers, 
PID controllers, adaptive hybrid controllers. 
 

I. INTRODUCTION 
 
nternet is the fundamental part for running many new 
applications such as Web, multimedia, etc. However, due 

to unpredictability in interference and number of users who 
may access Internet in a given time congestion may result. 
This brings about long delays in data transmission and 
frequently makes the queue length in the buffer of 
intermediate routers to overflow, and even may lead to total 
network collapse. An active queue management (AQM) 
scheme is one of the efficient tools which detects inceptive 
congestion and gives early notice of current Internet 
situation by dropping (or marking) the incoming packets 
before router queues become full. Recently, many active 
queue management (AQM) schemes have been proposed to 
increase network utilization by regulating queues at the 
bottleneck links in TCP/IP networks, including Random 
early detection (RED) [1], Adaptive RED (A-RED) [2], 
proportional-integral (PI) controller [3], and Random 
exponential marking (REM)[4]. Random early detection 
(RED) algorithm, the earliest well-known AQM scheme, 
was proposed and is now used in the Internet routers for 
reducing the flow synchronization problem and calming the 
traffic load via the measurement of average queue length.. 
____________________________ 
1Hamed Moradi Pour, Electrical Engineering Department, Zanjan  
University , H_moradi25@yahoo.com 
2Hossein Ashtiani,  Electrical Engineering Department , Zanjan University 
, hashtiani79@yahoo.com 
3Mohsen Nikpour, Electrical Engineering DepartmIslamic Azad University-
Babol Branch, Babol, Iran, mhsnnikpour@yahoo.com 
 
 

 
Unfortunately, RED causes oscillations and instability in the 
network due to the parameter variationsTherefore, some 
modified RED schemes have been introduced in the 
literature. Proportional-integral-derivative (PID) feedback 
control is a practical and simple control approach for 
controller design. This approach has been used to design and 
analyze various present AQM schemes in Internet 
congestion control.Based on linearized fluid TCP/AQM 
model, a proportional-integral (PI) controller was developed 
[5] to regulate the queue length, round trip time and packet 
loss. The virtual rate control (VRC) algorithm for AQM in 
TCP networks has been proposed in [6]. Additionally, a 
saturated nonlinearity of the control input usually exists in 
such a control problem due to the property of packet-
dropping probability. Therefore, the effect of a saturated 
actuator should also be considered; otherwise it may cause 
serious degradation and instability of the network especially 
in large-scale, complex ones.In this paper, a PID controller 
for a time-delayed TCP/IP network with input saturation is 
developed to achieve a stable and desired queue length, low 
packet loss and high link utilization. Numerical 
simulations show that the proposed scheme is of good 
stability and is robust with respect to variations in 
number of TCP sessions. 
 

II. AQM MECHANISMS 
 
    AQM mechanisms aim to provide high link utilization 
with low loss rate and queuing delay while reacting to load 
changes quickly. Several schemes have been proposed to 
provide congestion control in TCP/IP networks. RED, which 
was the first proposed AQM algorithm, simply sets some 
minimum and maximum marking thresholds in the router 
queues. In case the average queue size exceeds the 
minimum threshold, RED starts randomly marking packets 
based on a probability which depends on the average queue 
length, whereas if it exceeds the maximum threshold every 
packet will be dropped. The properties of RED have been 
extensively studied in the past few years. Here issues of 
concern are: problems with performance of RED under 
different scenarios of operation and loading conditions [7], 
the correct tuning of RED parameters which implies a 
―global‖ parameterization which  itself  is a very difficult 
job if not impossible, as is shown in [9]. Some researchers 
have advocated against using RED, in part because of its 
tuning difficulty [8]. Linearity of the dropping function has 
also been questioned by some number of researchers. 
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A. Random Early Detection: RED 
 
The RED active queue management algorithm allows  
network operators to simultaneously achieve high 
throughput and low average delay. However, the resulting 
average queue length is quite sensitive to the level of 
congestion and to the RED parameter settings, and is 
therefore not predictable in advance. Delay as a major 
component of the quality of service delivered to customers, 
is used by network operators to give a rough a-priori 
estimate of the congestion in routers. To achieve such 
predictable average delays, RED would require constant 
tuning of the parameters to current traffic conditions. Since 
the RED-based algorithms control the macroscopic behavior 
of the queue length (average), they often cause sluggish 
response and fluctuations in the instantaneous queue length. 
As a result, an important change in end to end delays is 
observed. As a consequence, RED and its variants provoke 
dramatic consequences on sensitive flows. 
 

B. Control-Theoretic to Flow Control 
 
The control theoretic techniques have been lately introduced 
in flow control and congestion avoidance. These recently 
developed mechanisms outperform the existing works by 
presenting formal proofs. Whereas classical approaches are 
rather informal, they give the necessary means to explicitly 
specify multi criterion performance. These alternative 
methods model the AQM algorithm as a feedback control 
system that tunes the router queue length as a plant variable. 

 
Figure 1. Feedback control modeling of congestion 

control with AQM 
 
In the system above, Qref represents the reference value of 
the queue length. The Plant represents a combination of 
subsystems such as TCP sources, TCP receivers, routers ... 
and others. 
Among the contributors to control-theoretic flow control, 
[10],[11] proposed  use of the PID controller  which is 
widely used in automatic control systems. In [12] a feedback 
compensation element was introduced in order to provide a 
more robust controller under time-varying network 
conditions. Beside that, in a variable structure based control 
scheme was used to take into account the model 
uncertainties and the number of active TCP connections. 
These controllers permit better performance in compared 
with REDs. For instance, the PID controller adds to the 
integral control, a proportional control for a faster response, 
and a derivative control for anticipated congestion 
avoidance. 
    The theoretic control in the network management domain 
brings some new alternatives which permit good 
performance in router throughput and better management in 

queue length. Note that the plant model is strongly uncertain 
and nonlinear. This leads to some parameterization 
problems under realistic traffic environment which is 
characterized by its intrinsic bursty nature and time-variable 
structure. Based on  this fact, it is much more suitable to 
deploy an adaptive/auto-tuned control to tackle the changing 
network conditions 
 

III. FUZZY – BASED PID CONTROLLER STRUCTURE 
 
PID is regarded as the standard control structures of the 
classical control theory, and fuzzy controllers have 
positioned themselves as a counterpart of classical PID 
controllers with the same dominant role at the knowledge 
rich spectrum. PID controllers are designed for linear 
systems and provide a preferable cost/benefit ratio. 
However, the presences of nonlinear effects limit their 
performances. On the other hand Fuzzy controllers are 
successfully applied to non-linear systems because of their 
knowledge based nonlinear structural characteristics. 
Hybridization of these two controllers brings to ones mind 
immediately to exploit the advantages of both categories. 
The objective of this study is to design a new hybrid fuzzy 
PID controller for congestion control in TCP/IP networks 

so as a further improvement can be achieved in response 
performance , both the transient and steady states, in 
compared with the system response obtained from each 
individually [13],[14]. 
 

A. Proposed Controller 
 
The proposed hybrid controller which is shown in Figure 2 
consists of two main parts: the classical PID controller and 
fuzzy PID controller. 
 

 
Figure 2.  Block diagram of hybrid type fuzzy PID 

controller 
Transfer function of a PID is generally written as 

)11()( sTsT
KsGpid D

I
  

where K is the proportional gain, KI the integral gain, KD the 
derivative gain, TI the integral time constant and TD the 
derivative time constant[15]. 
The structure of the fuzzy PID controller, which has two 
inputs and one rule base, is shown in Figure 3. 
The inputs are the conventional error ( e ) and the rate of the 
change of error ( e ). 
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Figure 3.  The Fuzzy PID Controller structure 

Triangular membership functions are used for input 
variables and the output as is shown in Figures  4 and 5.  

Figure 4.  The membership functions of e and
.
e . 

 
Figure 5.  The membership functions of u. 

In this paper, the classical PID and fuzzy PID controller are 
combined by a blending mechanism which depends on a 
certain function of actuating error [16]. Moreover, an 
intelligent switching scheme is induced on the blending 
mechanism that makes a decision based on the priority of 
the two controller parts. The Matlab/Simulink simulation 
model of the proposed intelligent hybrid PID controller is 
shown in Figure 6. The parameters of the PID controller are 
denoted by K, TI, and TD. These stand for proportional gain, 
integral and derivative time constants respectively. The 
parameters of the fuzzy controller are defined as Ke, Kd, α, 
and β. 
Figure 6. Due to lack of space, it is shown At the end of the 
paper. 
The fuzzy PID controller rule base is composed of 49 (7x7) 
rules as shown in Table 1. 

Table 1: PID type Fuzzy Controller Rule Base 

PB PB PB Z NS NM NB 
 

E 
CE   

Z NVS NS NM NB NB NB NB 
PVS Z NVS NS NM NB NB NM 
PS PVS Z NVS NS NM NB NS 
PM PS PVS Z NVS NS NM Z 
PB PM PS PVS Z NVS NS PS 
PB PB PM PS PVS Z NVS PM 
PB PB PB PM PS PVS Z PB 

 

IV. PERFORMANCE EVALUATION 
 

A. Simulation Model 
 
In order to evaluate the performance and robustness of our  
proposal, we performed some simulations using the 
topology depicted in figure 7. The bottleneck is located at 
the central router level which implements one of the three 
AQM algorithms: RED, PID or Adaptive Hybrid Fuzzy (our 
proposal). Its capacity is 10 Mbps (2621 packets/s, default 
packet size is 500 bytes), and delay is 20 ms. Each queue 
may contain up to 400 packets.[17] 

However, the most performing queue length is of 80 
packets. 

 

 
Figure 7.  Simulation Network Topology 

 
      Note that the parameters of RED and PID are set as 
recommended respectively in [18] and in [19]. The controller 
parameters of the classical PID controller are set to K=2, TI 

= 0.25, TD = 0.025 in order to have a small rise time. On the 
other hand, the fuzzy PID controller has the following 
parameters: α = 0.05, β = 4.5, Ke = 1, Kd = 0.56. 
In our simulation, the number of TCP connections changes in 
accordance with the curve in Figure 8. 

 
Figure 8. Variations in time of TCP sessions number 

 

B. Experimental Results 
 

Figure 9 presents the queue evolution, which shows that the 
Hybrid Fuzzy controller regulates the queue to the reference 
value very quickly in spite of the work-load variations. 
Contrary to Hybrid Fuzzy ,  the PID controller converges 
slowly and is very disturbed with the variations of the 
number of TCP sessions. The statistics in Table 2 show that, 
in the case of the PID controller, the static error decreases 
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and  the queue length converges to the referenced value 
asymptotically with the stabilization of the work-load. 
Figure 9 shows that RED doesn‘t guarantee the stability of 
the queue; it only permits good performance with respect to 
the throughput (see Table 2). As It can be seen from Figure  
10, all three controllers permit good performance. However, 
Hybrid Fuzzy gives a constant and maximal throughput 
value by stabilizing of the queue size as is shown in Figure  
9.  
Note that the maximal throughput of the router is 10 Mbps, 
which means that any excessive traffic will cause a 
buffering at the router queue, and even higher drop rate 
when the buffer queue length is reached (figure 9). 

 
Figure 9.  Instantaneous queue length 

 
Figure 10.  Throughput 

 
Figure 11.  Queuing delay 

From figure 10 and 11, it can clearly seen that queuing 
delays in Hybrid Fuzzy are constant. RED and PID 
controllers are sensitive to the number of session‘s 
variations. In addition, fluctuations in queuing delay implies 
a deep deterioration of multimedia communications which 
have strict requirements in term of end to end delay. So, in 
order to provide quality of service (QoS) guarantees, the 

elimination of the queuing delay fluctuation is a must. Our 
controller achieves this objective. 
Furthermore, from the statistics tables, it can be seen that 
Hybrid Fuzzy induces a maximum delay of 0.004 s, while 
the RED and PID controllers have 0.0200 s each. 
    By looking at figure 12, it can be observed that the 
dropping probability in Hybrid fuzzy is not regular. 
Moreover, it is clearly seen that the dropping probability 
value in Hybrid Fuzzy is better than PID. 

 
Figure 12.  Dropping probability 

 

The Hybrid Fuzzy algorithm shows much better 
performance than RED and PID controllers. In fact, the 
performances of RED and PID are sensitive to network 
fluctuations. In addition, RED and PID can make a buffer 
overflow in a transient period which itself can result in 
packets loss. All these remarks are summarized in Table 2, 
which briefly describes advantages and disadvantages of 
each of the AQM algorithm considered in this paper. 
 
Table 2.  A classification of AQM algorithms in terms of 

objectives.  

 
V. CONCLUSIONS 

 

We have presented a new AQM scheme using fuzzy logic 
techniques, which we refer to as Hybrid Fuzzy PID 
controller. It can be implemented in TCP/IP networks to 
provide effective congestion control for high utilization, low 
losses and delays which are very important for multimedia 
applications. 
Hybrid Fuzzy controllers behave better than other AQM 
schemes in terms of queue fluctuations and delay, loss and 
link utilization of packets in TCP/IP networks. Obtained 
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results show that Hybrid Fuzzy Control methodology will 
offer significant improvements on controlling congestion in 
TCP/IP networks. It permits a very fast response in 
compared with the classical adaptive controllers, RED and 
PID. 
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N-Square Approach For Lossless Image 
Compression And Decompression 
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Abstract- There are several lossy and lossless coding techniques 
developed all through the last two decades. Although very high 
compression can be achieved with lossy compression 
techniques, they are deficient in obtaining the original image. 
While lossless compression technique recovers the image 
exactly. In applications related to medical imaging lossless 
techniques are required, as the loss of information is 
deplorable. The objective of image compression is to symbolize 
an image with a handful number of bits as possible while 
preserving the quality required for the given application. In 
this paper we are introducing a new lossless encoding and 
decoding technique which even better reduces the entropy 
there by reducing the average number of bits with the utility of 
Non Binary Huffman coding through the use of N-Square 
approach and fasten the process of searching for a codeword in 
a N-Square tree, we exploit the property of the encoded image 
pixels, and propose a memory efficient data structure to 
represent a decoding N-Square tree. Our extensive 
experimental results demonstrate that the proposed scheme is 
very competitive and this addresses the limitations of D value 
in the existing system by proposing a pattern called N-Square 
approach for it. The newly proposed algorithm provides a good 
means for lossless image compression and decompression. 
Keywords- Minimum Redundancy Code, Image 
compression, Non Binary Huffman, Redundancy, N^2, 
Interval generation, N2 Tree. 
  

I. INTRODUCTION 
 

n many military and security applications, there is a need 
to compress image data to reduce the bandwidth 

requirements of wireless and networked-based systems. By 
reducing the amount of data associated with these images, 
the amount of storage space required can also be minimized, 
allowing long image sequences to be stored on a single disk. 
With the advanced development in Internet, 
teleconferencing, multimedia and high  definition television 
technologies, the amount of information that is handled by 
computers has grown exponentially over the past decades. 
Hence, storage and transmission of the digital image 
component of multimedia systems is a major problem. The 
amount of data required to present images at an acceptable 
level of quality is extremely large. High quality image data 
requires large amounts of storage space and transmission 
band width [1]. One of the possible solutions is to compress 
the information so that the storage space and transmission 
time can be reduced.   Image   compression   address  the   
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problem  of reducing the amount of data required to 
represent a digital image with no significant loss of 
information. The goal of image compression is to represent 
an image with a few number of bits as possible while 
preserving the quality required for the given application [2]. 
In this paper, as per the conventions of Huffman, the 
sequence of symbols associated with a given message will 
be called the ―message code‖. The entire number of 
messages to be transmitted will be called the ―message 
ensemble‖. The amiability between the sender and receiver 
about the meaning of the code for each message of the 
ensemble will be called the ―ensemble code‖. In the way to 
formulate the requirements of an ensemble code, the coding 
symbols will be represented by numbers. Therefore, if there 
are D different types of symbols to be used in coding, they 
will be represented by the digits 0, 1, 2... D-1  [4].  
The number of messages in the ensemble is denoted by N. 
Let P(i) be the probability of the its message. Then  
 
                       ∑ P(i) = 1                                    (3) 
 
The length of message, L(i) is the number of coding digits 
assigned to it. Thus the average length is 
 

L.avg=∑ P(i) L(i)                        (4) 
 
This paper presents a new array data structure to represent 
the N-Square tree. The memory required in the proposed 
data structure is nd =O(n), which is less than the previous 
ones. We then address an efficient N-Square decoding 
algorithm based on the proposed data structure; given a N-
Square code, the search time for finding the source symbol 
is O(logn )[5].In section 2 of the paper, we present the 
overview of proposed data structure. In section 3, we 
propose a N-Square approach for compression. In section 4, 
we present the decoding technique and elucidate how the 
proposed approach is better than the existing one. In section 
5, we conclude our paper and summarize our 
recommendation. 
 

II. THE PROPOSED DATA STRUCTURE 
 
The occurrences of probability of pixels p = {p0, p1,….., 
pn−1} with frequencies f = {f0, f1, . . . , fn−1} for f0 ≥ f1 ≥ . . . ≥ 
fn−1, where fi is the frequency of  probability pi [5]. Using 
the N-Square algorithm to erect the N-Square tree T, to 
obtain the codeword ci, 0 ≤ i ≤ n − 1, for probability pi 
determined by traversing the path from root to the leaf node 
allied with probability pi,  where the left branch is 
corresponding to ‗0‘ and the right one is corresponding to 
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‗1‘, ‗2‘, etc. Let the level of the root be zero and the level of 
the other node is equal to summing up its parent‘s level and 
one. Codeword length li for pi can be known as the level of 
pi. Then the weighted external path length ∑        

    is 
minimum. For example, the N-Square tree corresponding to 
the pixels {p0, p1, . . , p22} with the probabilities {0.3, 0.2, 
0.1, 0.1,0.065, 0.05,0.04, 0.02, 0.02, 0.02, 0.01, 0.01, 
0.01,0.01, 0.009, 0.008, 0.007, 0.006, 0.005, 0.004, 0.003, 
0.002, 0.001} is shown in Fig. 1. The codeword set C {c0, 
c2, . . . , c22} is derived as  
{0,2,3,4,11,12,14,101,102,103,104,130,131,132,133,134,10
00,1001,1002,1003,1004,10000,10011}, where the length 
set L{l0, l1,…..l22} is {1, 1, 1,1, 2, 2, 2,3, 3, 3, 3, 3, 3, 3, 3, 3, 
4,4,4,4,4,5,5}. In addition, the codeword set composes of a 
space with 2d addresses, where d = 5 is the depth of the N-
Square tree [5]. 

 
III. N-SQUARE ENCODING 

 
The erraticism of Non binary Huffman coding stems from 
the fact that there is no definite pattern for the value of D. 
For the same number of samples the method shows different 
results for different D values. There are no limitations 
expressed on the value of D to be taken. Therefore one can 
take the maximum value of D for which the message can be 
sent in a one step auxiliary ensemble which is quite 
disgusting as the burden of adding large number of 
messages is an overhead to the encoder. So in our approach 
we follow a pattern or structure for fixing the value of D and 
eradicating the erraticism of the existing approach. The 
number of initial messages to be added has also been used 
differently which ultimately reduces the average no of bits 
per message. 
 

A. N-Square Approach For D Value 
 
Here the number of samples N plays a major role i.e. the 
value of D will be fixed depending on the number of 
samples. 
Step 1-Find the range of N-Square in which our N lies 
where N takes values from 1 through n. 
Step2-Assign D to the upper boundary of N of the range. 
Let us examine an example, for suppose our N=20. Then N 
lies between 42 and 52. So the range is [4 5]. The upper 
boundary of the range is 5. Therefore the value of D=5. 

Table 2: shows N values. 

 
 

Thus in this way we are following a pattern instead of taking 
arbitrary values for D. As we got all the required elements 
i.e. N, D lets start our ensemble coding. And as usual the 

first step will be finding the initial no of messages to be 
added in the original ensemble (say k) and is given by the 
following formula. 
J=2 + [(N-2) mod (D-1)]      K=J+D-1                         (7) 
Here K indicates the least number of messages above D to 
be added in the initial step in order to make the penultimate 
ensemble to contain D messages. And from the later steps 
we keep on adding D least probable messages to form a 
composite message. It will be noted that the terminating 
auxiliary ensemble always has one unity probability 
message. Each preceding ensemble is increased in number 
by D-1 until the fist auxiliary ensemble is reached. 
Therefore if N1 is the number of messages in the first 
auxiliary ensemble, then (N1-1) / (D-1) must be an integer. 
However N1=N-K+1.Therefore K must be of such a value 
that (N-K) / (D-1) is an integer. We are calculating K and all 
these just to ensure that in the penultimate ensemble the 
number of messages should be equal to D. If in our problem 
when J=D then no need to calculate K. We continue by 
adding D bits in each pass. The decoding is done by 
assigning bits 0 to D-1 in order, to each of the brackets. But 
since the initial number of messages to be added i.e. K is 
more than D we repeat the cycle 0 to D-1 again for the 
remaining extra K-D messages. The whole method would 
get cleared with the following illustration of an example. 

Table 1. An Example of N-Square Encoding 
Gray 
level 
value 

Probability 
Pi 

Code 
word 
Ci 

G4 0.3 0 
G7 0.2 2 
G1 0.1 3 
G17 0.1 4 
G6 0.065 11 
G2 0.05 12 
G8 0.04 14 
G14 0.02 101 
G20 0.02 102 
G11 0.02 103 
G22 0.01 104 
G13 0.01 130 
G9 0.01 131 
G15 0.01 132 
G16 0.009 133 
G5 0.008 134 
G18 0.007 1000 
G25 0.006 1001 
G10 0.005 1002 
G21 0.004 1003 
G12 0.003 1004 
G3 0.002 10000 
G19 0.001 10011 

The codeword‘s generated from the N-Square tree could be 
treated as suffixes, which obey the suffix property, i.e., no 
codeword is the suffix, or start of the code for another 
codeword.  For example, c0 could be treated as an interval 
from address 00000 to 11110, and c20 starts from 00102 to 
11102. Since there is no empty branch in the N-Square tree, 



Global Journal of Computer Science and Technology Vol. 10 Issue 9 Ver. 1.0 September 2010 P a g e |49 

 

 

each address is occupied by exactly one interval of the 
suffix [5]. 

IV. DECODING ALGORITHM 
 

We can achieve the decoding procedure by N-square tree. 
The detailed algorithm is listed below. The time complexity 
for decoding is O(log n)[5]. 
Step 1-Interval Generation Algorithm: 

Table 3   :  Neighboring Interval Representation of 
symbols in Table 1 [5]  

Interval Gray 
level 
value 

Starting 
Address 

into G4 00000 
Int1 G7 00002 
Int2 G1 00003 
Int3 G17 00004 
Int4 G6 00011 
Int5 G2 00012 
Int6 G8 00014 
Int7 G14 00101 
Int8 G20 00102 
Int9 G11 00103 
Int10 G22 00104 
Int11 G13 00130 

Int12 G9 00131 
Int13 G15 00132 
Int14 G16 00133 
Int15 G5 00134 
Int16 G18 01000 
Int17 G25 01001 
Int18 G10 01002 
Int19 G21 01003 
Int20 G12 01004 
Int21 G3 010000 
Int22 G19 010011 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: An Example of the N-Square   tree
 

Input-Construct d level N-Square tree 
Output-sort N intervals. 
Step 2- Generate a tree equivalent to the encoding tree. 
Step 3-Scan the input characters or string from left to right 
and go left on a 0 and go to right sub-tree on reading 1, 2, 
and 3 until a leaf is reached. 
Step 4-Output the probability of pixels encoded in the leaf 
node and return to root. 
Step 5-Continue with step2 until the input is empty. 
 

V. CONCLUSION 
 
In this paper we introduced a method for lossless 
compression of images as an efficient one. We saw that the 
proposed approach eliminates the erraticism of non binary 
Huffman coding regarding the value of D. It introduced a 
pattern for finding the D value as per the value of N through 
N-Square approach. We also saw that the proposed method 
outperformed the existing one in terms of entropy as well. 
The implication of the N-Square is due to its acknowledged 
use in image and data compression. The main rationale of 
this paper is to simplify the representation of the N-Square 
tree and the decoding procedure by the property obscure in 
the N-Square tree. 
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An Algorithm To Reduce The Size Of Cipher Text 
 

1Mani Arora , Dr. Derick Angles2 

 

Abstract- Globalization has increased  the degree of      
connectivity of   communication  networks.  Organizations   are   
spending a huge amount for securing  their data and    
information.   The rising competition in the global market   has 
increased the threats to access the sensitive data.  Whether 
data is at rest or mobile data, it is the need of the hour to 
secure it from unauthorized access.  Over the time a number of 
techniques and algorithms have been proposed for its security. 
A technique, which is good for one type of application, may not 
be effective and efficient for other applications.  However, all 
the existing techniques suffer from one common drawback that 
is the size of the Cipher text, which is always same or more 
than the size of the Plain text. We in this research paper, 
qualitatively, emphasize the need of securing the data but 
keeping the size of Cipher text under check. We propose a new 
technique and algorithm to encrypt the Plaintext into a 
reduced size Cipher text. 
Keywords- Algorithm, reduce, cipher, size, text, security. 
 

I. INTRODUCTION 
 

lobalization has increased the degree of    connectivity 
of   communication    networks.  Organizations   are   

spending a huge amount for securing     their     data    and    
information.   The rising competition in the global market   
has increased the threats   to access the sensitive   data. 
Unauthorisedly. People are busy in developing [1] new and 
advance Cryptographic techniques to secure their data. The 
Cryptography has a history over 4000 years. A single 
security technique cannot be the best for all the applications. 
So far in the   history of Cryptography only one point is kept 
in mind while developing a Cryptographic protocol   that is 
― to provide   adequate security ―. The purpose of our paper 
is to point out the need of modern time Cryptography.     
This paper emphasizes the requirement of new techniques of 
Cryptography, which with the basic goal of providing 
adequate security must also be efficient in reducing the size 
of   Encrypted Text referred as Cipher Text. We have   used   
the   term  ―reduced size cipher text  ― to highlight the main 
aim of this proposed technique.In order to develop such a 
technique one must take care   of the fact   that   
Cryptography is an effective and the only   practical way to 
ensure secure communication over open communication 
networks.  While   keeping in check the size of cipher text 
we can‘t compromise with security of data and information. 
Further there must be no loss of text in the whole process of 
conversion of plaintext into reduced size cipher text.There is 
a reason for this and that is the fact that we can‘t afford to 
miss even a single number or character value while dealing 
with the text.  
1Mani Arora   Assistant Professor ,Khalsa College Amritsar 
(Mobile:9814088687,mani_mcain@yahoo.com) 
2Dr.Derick Angles Professor,Guru Nanak Dev University 
(Mobile :9815952913,derickengles@yahoo.com) 
 

 
II. NEED OF PROPOSED TECHNIQUE 

 
In general every cryptographic algorithm produces a cipher 
text, which has got the size equal to or more than the size of 
original plaintext. At the same time, it must be noted that 
when the cipher is decrypted then we will get the same 
plaintext, as it was original. But there is need for us to focus 
at cipher text. We can use it for when, we are sending or 
receiving it for a secured communication with other parties. 
For fast communication the use of reduced size cipher with 
the same message or information with the original text is 
decisively preferable. Moreover it will help in reducing the 
communication cost involved as well as of storage. When 
we are dealing with text each & every bit counted carefully, 
the loss of even a single bit can change the meaning of the 
text   subsequently causing it misleading. 
 

III. INTRODUCTION TO PROPOSED TECHNIQUE 
 
The proposed technique intends to encrypt the plain text 
with a prechosen mathematical function along with the 
objective of reduced size cipher text. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The proposed algorithm works as in figure. In the technique 
we have maintained two dictionaries. 
 

A. Primary Dictionary 
 
The dictionary contains words, which are probably most 
frequently used along with the codes*(which will be 
explained later). The dictionary will be fixed in size & the 
codes too. Even if someone cracks the dictionary and codes, 
still our technique is going to work because it is based on 
both primary and secondary dictionary and secondary 
dictionary is not fixed.To maintain this dictionary plain text 
file is used and for processing we read the file into memory 
as an associative arrays. Associative arrays maps arbitrarily 
typed objects to arbitrarily typed objects. Data structures 
used to represent associative array when initialized in 

G 
Plain Text 

Algorithm 

Reduced size cipher text 
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memory will be linked list. For searching a word in the 
dictionary, simple linear search is used. 
 

B. Secondary Dictionary 
 
The dictionary is not fixed. This dictionary will be empty 
when initialized. Every time the algorithm come across the 
string in pass 2,it will add it to dictionary and assign a code 
to it. Starting code for first string in secondary dictionary 
will be fixed. The next codes can be obtained by doing 
increment of one step. As this dictionary will be created 
during runtime so it‘s difficult to crack the encryption. This 
dictionary will also be stored in same file that for primary 
dictionary is used. 
 

IV. ENCRYPTION ALGORITHM 
 
The algorithm will start with initializing a primary 
dictionary and variable S, which will be initially empty. We 
read the file containing dictionary into memory in linked list 
structure. The variable S will read plain text data file word 
by word and comparisons in dictionary will be made with 
help of this variable. 
In the algorithm each word of plain text will be first 
searched in primary dictionary, this is done using linear 
search. If the word is present in primary dictionary then it 
will be replaced by corresponding code assigned to it and 
stored in encoded output file. Codes are in binary as binary 
take less memory space than any other data type. Codes are 
fixed for each data word so it can‘t be changed later on. Size 
of code allocated to each string will be 12 bits that is any 
dictionary can contain maximum 4096 entries 
If the word is not found in primary dictionary then it is 
searched in secondary dictionary. If the word is present in 
secondary dictionary its corresponding code will be 
substituted to encoded output file, if not present then that 
word is substituted in secondary dictionary and the new 
code is generated to it by incrementing the code by 1 of last 
entry in secondary dictionary. The code for first entry in 
secondary dictionary will be fixed and rest codes will be 
obtained by incrementing each code by 1.Secondary 
dictionary will be of variable size. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

After these pass we will get encoded output file. Further in 
the algorithm we use a predetermined mathematical function 
XOR to further encrypt the encoded output. As code 
assigned to each word is of 12 bits, so in pass3 each 12 bit 
block will be XOR with a secret key to get final output 
which will be a cipher text in reduced size then plain text.  
 
So In Whole The Algorithm For Proposed Technique Is 

i. Initialize S as an empty string 
ii. Read primary dictionary in memory 

iii. Do till EOF Read the next word from the file If this 
word is in primary dictionary get corresponding 
code from primary dictionary.Write the code in the 
output file else Read secondary dictionary in file 

If this word is in secondary dictionary see the corresponding 
code from secondary dictionary Write the code in the output 
file else add this word to secondary dictionary  
assign the next code obtained by incrementing previous 
code by 1 used to substitute the new code in the output file 

iv. Read the output file 
v. Do till EOF Read key from file in memory Read 

next 12 -bit block from file Perform XOR 
operation between key and 12-bit block Write the 
code in final output file     

 
    Algorithm for Primary dictionary 

 
Primary dictionary is fixed so sender and receiver both 
before transmission of cipher text will know it. 
Algorithm to create primary dictionary 

i. Start with prechosen code and assign first word to 
it. 

ii. Add new word to dictionary. 
iii. Assign code to new word by incrementing previous 

code by 1 
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Example- 

Example of this technique is given below. 

Plain text that is to be encrypted is- 
The information cannot be understood by anyone for whom 
it was unintended. Confidentially is the protection of 
transmitted data from passive attacks. The other aspect of 
confidentiality is the protection of traffic flow from analysis. 
This requires that an attacker not be able to observe the 
source & destination frequency length or other 
characteristics of the traffic on a communication facility: 
Pass1  

000000010001          000100000001 
                   000000110011          000000001011 
                   000100000010          000000001010  
                   000100000011          000000010100 
                   000000101110          000000001100  
                   000000010010          000100000100  
                   000000111001          000100000101  
                   000000000100          000000010001  
                   000100000110          000000001000  
                   000100000111          000100001000  
                   000000100010          000100001001  
                   000100001010          000000111001  
                   000000010001          000000000100  
                   000100001011          000000001000  
                   000100000101          000000000100  
                   000000010001          000100000110  
                   000000001000          000100001100  
                   000000100010          000100001101  
                   000000111001          000000100001  
                   000100001110          000000100000  
                   000000000011          000100001111  
                   000000010101          000000001011  
                   000000101001          000000001101 
                   000100010000          000000010001  
                   000100010001          000000001110  
                   000100010010          000100010011  
                   000000001111          000100010100  
                   000000000111          000000101111  
                   000100010101          000000001000  
                   000000010001          000100010110  
                   000000001001          000000000001  
                   000100010111          000100011000 
Pass2 In this pass each 12-bit block will be XOR with key, 

which is 111100001111 

                   111100011110         111000001110 
                   111100111100         111100001100 
                   111000001101         111100000101  
                   111000001100         111100011011  
                   111100000001         111100000011  
                   111100011101         111000001011  
                   111100110110         111000001010  
                   111100001011         111100011110  
                   111000001001         111100000111   
                   111000001000         111000000111  
                   111100101101         111000000110  
                   111000000101         111100110110  
                   111100011110         111100001011  
                   111000000100         111100000111  
          111000001010          111100001011  
          111100011110          111000001001  
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          111100000111          111000000011 
          111100101101          111000000010  
          111100110110          111100101110 
          111000000001          111100101111 
          111100001100          111000000000 
          111100011010          111100000100 
          111100100110          111100000010 
          111000011111          111100011110  
          111000011110          111100000001 
          111000011101          111000011100  
          111100000000          111000011011  
          111100001000          111100100000  
          111000011010          111100000111  
          111100011110          111000011001 
          111100000110          111100001110  
          111000011000          111000010111 
 
Contents Of Key File    

 
Primary Dictionary 
Code                          String 
        0000 0000 0001  a 
        0000 0000 0010  as 
        0000 0000 0011  an 
        0000 0000 0100  is 
        0000 0000 0101  in 
        0000 0000 0110  if 
        0000 0000 0111  or 
        0000 0000 1000  of 
        0000 0000 1001  on 
        0000 0000 1010  by 
        0000 0000 1011  be 
        0000 0000 1100  it 
        0000 0000 1101  to 
        0000 0000 1110  & 
        0000 0000 1111  , 
        0000 0001 0000  can 
        0000 0001 0001  the 
        0000 0001 0010  was 
        0000 0001 0011  are 
        0000 0001 0100  for 
        0000 0001 0101  not 
        0000 0001 0110  and 
        0000 0001 0111  has 
        0000 0001 1000  one 
        0000 0001 1001  two 
        0000 0001 1010  too 
        0000 0001 1011  its 
        0000 0001 1100  who 
        0000 0001 1101  his 
        0000 0001 1110  her 
        0000 0001 1111  were 
        0000 0001 0000  that 
        0000 0010 0001  this 
        0000 0001 0010  from 
        0000 0001 0011  into 
        0000 0001 0100  with 
           0000 0001 0101  most 
           0000 0001 0110  here 

           0000 0001 0111  back 
           0000 0001 1000  form 
           0000 0001 1001  able 
           0000 0001 1010  must 
           0000 0001 1011  where 
           0000 0001 1100  which 
           0000 0001 1101  there 
           0000 0001 1110  whom 
           0000 0001 1111  other 
           0000 0011 0000  did 
           0000 0011 0001  should 
           0000 0011 0010  could 
           0000 0011 0011  cannot 
           0000 0011 0100  does 
           0000 0011 0101  he 
           0000 0011 0110  she 
           0000 0011 0111   ― 
           0000 0011 1000  ‘‘ 
           0000 0011 1001  . 
           0000 0011 1010  always 
           0000 0011 1011  almost 
           0000 0011 1100  also 
           0000 0011 1101  national 
           0000 0011 1110  International 
           0000 0011 1111  like 
Secondary Dictionary 
           0001 0000 0001  Information 
           0001 0000 0010  understood 
           0001 0000 0011  anyone 
           0001 0000 0100  unintended 
           0001 0000 0101  confidentially 
           0001 0000 0110  protection 
           0001 0000 0111  transmitted 
           0001 0000 1000  data 
           0001 0000 1001  passive 
           0001 0000 1010  attacks 
           0001 0000 1011  aspects  
           0001 0000 1100  flow 
           0001 0000 1101  analysis 
           0001 0000 1110  requires 
           0001 0000 1111  attacker 
           0001 0001 0000  observe 
           0001 0001 0001  source 
           0001 0001 0010  destination 
           0001 0001 0011  frequency 
           0001 0001 0100  length 
           0001 0001 0101  characteristics 
           0001 0001 0110  traffic 
           0001 0001 0111  communication 
           0001 0001 1000  facility   
           1111 0000 1111  Key 
 

V. CONCLUSION 
 
In this paper we have presented a completely new 
encryption algorithm that focuses on reducing the size of 
cipher text. Such   technique will be helpful in saving the 
communication cost as well as storage space required in 
computer.  
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Two Way Clock Scheme In Pipeline To Minimize 
The Clock Skew 
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Abstract- In most of the digital systems the clock skew 

decreases the performance of the digital systems in terms of 
providing good sensitivity or to maintain data synchronization. 
In the conventional pipeline system it is facing problems due to 
improper synchronization of clock pulses. This is a universal 
problem in all the digital systems mostly called jitter or skew.  
The propagation of information in the digital systems mainly 
controlled on the basis of clock pulses. In most of the digital 
systems the clock skew decreases the performance of the digital 
systems. Here a new system is implemented in the path of the 
clock to reduce the clock skew. 
Keywords- Clock skew, Pipeline, Microcontroller. 
 

I. INTRODUCTION 
 
In conventional Pipeline technology the clock signal arrive 
at the first register take the same time as the data takes time 
to arrive the first register. But the clock signal 

 
Figure 1 Conventional pipeline System 

may take more time than the data to reach the second stage 
of the pipeline. So there may be a chance of data 
overlapping at the second stage of the pipeline.But the 
conventional pipeline system is facing problems due to 
improper synchronization of clock pulses. This is a universal 
problem in all the digital systems mostly called jitter or 
skew. In conventional pipeline systems the clock signal is 
derived as[2] 

                   (1) 
 

Where Dmax is the maximum propagation Deay Dr is clock-
to-output delay of the pipeline register Ts, Th  is pipeline 
register setup and hold time In the present work a new  
system is proposed in the path of the clock to remove or 
reduce the clock skew.  There are already few methods 
effectively working on clock skew such as wave-pipelining  
[5] and Mesychronous pipeline [1] methods.The idea of 
wave-pipelining [5] was originally introduced by Cotten [7],  
who named it maximum rate pipelining Cotton observed that  
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the rate at which logic can propagate through the circuit 
depends not on the longest path delay but on the difference 
between the longest and the shortest path delays. As a result, 
several computation ―waves,‖ i.e., logic signals related to 
different clock cycles, can propagate through the logic 
simultaneously. The system clocking must be such that the 
output data is clocked after the latest data has arrived at the 
outputs and before the earliest data from the next clock cycle 
arrives at the outputs. Critical speed-limiting factors in 
wave-pipelining [5] are the uncontrolled clock-skew, the 
sampling time of registers, and the worst case transition time 
at the logic outputs. While the minimization of these factors 
has been a major challenge in the design of conventional 
high-speed pipelined systems as well, the equalization of 
path delays comes as a new challenge for the design of 
wave-pipelined systems. Different clock signal paths can 
have different delays for a variety of reasons [8]. 
Differences in delays of any active buffers within the clock 
distribution network may cause un-synchronization of data 
and clock in wave pipeline method. 
Smaller clock periods are achieved in wave pipelining [2][5] 
by reducing the maximum propagation delay (Dmax) by 
splitting the stages into number of stages. The clock signal is 
derived in the wave pipelining is 
                (          )                    (2)  

 

 
Figure 2 Wave Pipelining 

 
And further the propagation delay in is reduced and the 
clock synchronization is controlled by introducing a delay 
element in the path of clock signal of Mesynchronous 
pipelining [1]. This delay will be equal to the delay created 
by the pulse passed from one stage to other stage of the 
pipeline. The system is clocked such that a pipeline stage is 
operating on more than one data wave simultaneously. At 
any given time, multiple waves can be present in a stage and 
the waves are separated based on physical properties of 
internal nodes in the logic stage. The clock signal is derived 
in the Mesynchronous pipelining is  
        (     ( )        ( ))                     (3) 
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Figure 3 Mesynchronous pipelining 

 
From equation 1, 2, 3 it implies that 
                                                                 (4)  
It derives that mesochronous pipelining delivers an 
improved performance compared to conventional pipeline 
scheme. 

II. ENHANCED METHOD 
 
In the present work an external pipeline is developed using 
external registers and the working of these registers are 
controlled and observed by a microcontroller. The present 
system performance is almost similar to mesynchronous 
pipeline performance which will produce, 

                              
When a single clock pulse is applied to manage the data 
transmission through the registers in the pipeline. But it will 
create a clock skew in the pipeline which will decrease the 
data speed from one stage to other stage. The pulses from 
the encoder are fed into the first register when clock pulse is 
applied to the first stage of the pipeline. The pulse will be 
passed to the next stage after applying the clock pulse to the 
next stage. The clock pulse path is directly given to the 
registers where the encoder pulses are passes from one stage 
to another stage through flip flops of the registers. This may 
create a problem of overlapping of pulses in the first stage 
before it enters into the next stage.  
In the present work a new method is proposed to introducing 
clock pulses alternatively to the parallel pipeline stages. 
Here two pipelines alternatively work to carry the data 
pulses. The two pipelines are selected alternatively by 
activating the clock pulses alternatively. The clock pulses 
are supplied by port pins of microcontroller instead of 
external clock generator. The port pins alternatively supply 
the clock pulses to the pipelines. The alternative supply of 
clock pulse will create a delay in the data propagation. This 
will synchronize the data propagation. In the register hold 
time of the first pipeline the register set time will be 
enabling in the second pipeline. Mean while the data will be 
output through the first register. While the register holds 
time of second pipeline the third clock pulse will be given to 
first pipeline. Now the next pulse from the encoder enters 
into first stage of first pipeline. And the out from the first 
stage of first pipeline will enter into second stage of first 
pipeline. So the encoder pulses enter into pipeline 
alternatively by changing the clock pulses from first pipeline 
to second pipeline vice versa.  The clock signal is derived in 
the present system pipeline method as, 
             (     ( )        ( ))                 

The system is clocked such that pipeline stages are operating 
on more than one data pulse simultaneously. The present 
system at any given time, multiple data pulses can be 
present in a stage similar to the mesychronous pipelining. 

 
III. HARDWARE 

 
In the present work two pipelines are individually connected 
and controlled through the port pins of microcontroller. 
Each pipeline has integrated with two stages. Each stage is 
connected with a single pipeline. These pipeline stages are 
alternatively controlled by p1.0 and p1.1 as shown in 
figure5. 

 
Figure 4 A New method to control parallel pipeline 

 
Figure 5 Data entering into first and second pipelines at 
alternate clock pulses applied through p1.0 and p1.1 
 

IV. SOFTWARE ROUTINES 
 

Step1-Send high and low signals alternatively through 
parallel port to enable clock input to the pipelines 
Step2-Enable P1.0 to enable the first pipeline 
Step3-Disable P1.0 and Enable P1.1 to enable second 
pipeline 
Step4-Disable p1.1 and repeat step 2 to step 4 in the entire 
process. 

V. CONCLUSIONS 
 
The relative error of the frequency measurement almost zero 
when compare with other method measurements. The 
system can also measure the small readings which are nearer 
to zero value. The clock distribution becomes simpler by 
controlling clock signals by internal ports of 
microcontroller. Power consumption is small when 
compared to other methods. A simple control is 
implemented on the clock skew. Simple software logic is 
used to control the ports of microcontroller to generate the 
clock signals higher performance can be achieved using 
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smaller number of pipeline stages. The proposed pipeline 
scheme operates on more than one pulse simultaneously. 
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Abstract- High bandwidth networks are indispensable to 
support the present ever increasing demand for various 
services on internet and to cater highly bandwidth extensive 
application such as video streaming and multimedia 
conferences. Dense Wavelength Division Multiplexing 
(DWDM) technology based optical networks provide 
potentially large transmission capacity that has an obvious 
advantage from both technical and economic 
perspectives.DWDM network design and optimization tools are 
developed to aid the designing and deployment of networks. 
Design tools play an important role in facilitating routing and 
wavelength assignment, filter placement, DCM and amplifier 
placement with the aim of minimizing the overall cost of 
network, in minimum amount of time. Designing and 
optimizing large networks require lot more processing power 
than a single desktop machine can actually provide. This 
scarcity of processing power results in either sub-optimal or 
infeasible solutions. This paper presents the grid enabled 
architecture for DWDM network design and optimization tool, 
which aims to harness the processing power of existing idle 
resources in an organization to quickly provide the optimized 
design for huge networks. 
Keywords- DWDM network design, Grid Computing, 
optical network design, Grid applications. 
 

I. INTRODUCTION 
 

eed for the optical networking is driven primarily by 
three major technological advancements: 1. Dense 

Wavelength Division Multiplexing (DWDM) 2. Broadband 
optical amplification and 3. Wavelengthgranularity optical 
switching. Optical networks can span from hundreds to 
thousands of kilometres and involve thousands of different 
network elements [1]. Analysis and design of optical 
network require the solution of nonlinear equations from 
optical physics to combinatorial solution of NP- hard [2] 
optimization problems. Optical networks can also require 
significant investment, ranging from millions to hundreds of 
millions of dollars. Last but not the least,increased 
competition in the business also demands for an optimized 
design (both cost effective and energy efficient) as quickly 
as possible. All these reasons strongly push the demand for 
computer aided software tools to design, optimize, simulate, 
and operate DWDM networks. These tools address several 
aspects of optical network design, from helping sales 
personnel   to   provide   optimized   bids  to    clients, 
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Fig. 1: High level architecture of a Desktop based 

DWDM design tool 
to providing a detailed selection of optical components, to 
planning wavelength growth in operating networks. DWDM 
network design tools are basically Graphical User Interface 
(GUI) based desktop software as depicted in the Fig.1. Flow 
of DWDM network design process is depicted in the flow 
chart given in Fig. 2. 
It mainly consists of the three components. First, GUI based 
canvas that facilitates the users to draw the physical layout 
of the network and specify the demands. Second major 
component is Kernel, which is the implementation of the set 
of algorithms that try to optimize the overall network 
design, so as to fulfil the requested demands, as well as 
minimize the overall cost of the network. Finally third 
component is the reporting engine, which provides the 
different type of reports and network diagrams that help the 
sales person to place their bids and also help the deployment 
engineers during the actual installation of the network. 
Routing and wavelength assignment (RWA), optimized 
DCM placement and optimized amplifier (EDFA or Raman) 
placement, are compute intensive problems [3]-[5]. While 
designing very large networks, the need for computing 
resource and memory grows exponentially. This cannot be 
fulfilled by desktop machine due to very limited availability 
of the resources. This leads to either infeasible or 
suboptimal solutions which are not cost effective. Alternate 
solution is to transfer the processing logic to a high 
end,multi-processor server machine with parallel processing 
capability and huge memory. But this solution is 
accompanied by the increased cost of server hardware. 
Grid computing [6] is an emerging trend for making easy 
access to computing resources like an electric power 
grid.Inspired by the electrical power grid‘s pervasiveness, 
ease of use, and reliability, computational grid provides an 
analogous infrastructure for wide-area parallel and 
distributed computing. A grid enables the sharing, selection, 
and aggregation of a wide variety of geographically 

N 
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distributed resources including supercomputers, storage 
systems, data sources, and specialized devices owned by 
different organizations for solving large-scale resource  

 
Fig.2: Steps of DWDM network design 

intensive problems in science, engineering, and commerce. 
Since DWDM network design and optimization is also A 
resource intensive problem, hence it is a suitable candidate 
to be tackled in grid environment.This paper proposes a grid 
enabled architecture for optimized DWDM network design. 
Use of existing procedures and components makes this 
architecture practically realizable with little extra effort. The 
proposed architecture aims to harness the power of idle 
resources in an organization, and use it for DWDM network 
design and optimization. 
 

II. PROPOSED GRID ENABLED ARCHITECTURE 
 

The proposed grid enabled architecture is an extension to 
existing desktop based DWDM design tool. Desktop based 
software is enhanced to a grid application, where processing 
is seamlessly distributed to many idle computing resources 
that are registered with a grid. The results computed by 
different processing resources on the grid are combined by 
the grid scheduler and are sent back. Details are discussed in 
next subsections. Proposed grid enabled architecture is 
depicted in Fig. 3. 
 

A. Pre-Requisites For Proposed Architecture 
 
Before discussing any further details, first we need to see 
how DWDM network design and optimization problem 
qualifies as a suitable candidate to be executed as grid 
application. Since grid environment, by nature, is loosely 
coupled, with heterogeneous resources and high latency 
networked environment, so grid application should be such 
that their work units can be parallelized into a number of 
independent computation units and should have high 
computation vs. communication time ratio [7].First, is 
already supported by the discussion in the previous section 
that DWDM design and optimization algorithms (like RWA, 
DCMs  and  Amplifier placement)  are  compute  
intensive and require a  lot of  processing power.  To support 
the second point we propose to formulate the compute 

intensive algorithms as a linear programming (LP) / mixed 
integer linear programming problem (MILP). Details on 
how to formulate RWA and amplifier and DCM placement 
into LP / MILP problem is discussed in the [3]-[5]. 
Providing solution to large MILP problems is again A 
compute intensive problem. Many commercial LP / MILP 
solvers like CPlex, GurObi, Xpress etc. and non commercial 
solvers like COIN-OR‘s CBC exist that support parallel 
processing. So network design and optimization application 
qualifies to be designed as a grid application.Next point of 
discussion is how to distribute the parallel threads over the 
grid. Most solvers can only harness the power of more than 
one processing elements in a single machine but cannot use 
the processing capabilities of idle processing elements in 
other machines. To achieve this General Algebraic 
Modelling System (GAMS) [8] is used, which is specifically 
designed for modelling linear, nonlinear and mixed integer 
optimization problems. GAMS is a high-level modelling 
system for mathematical programming and optimization. It 
consists of a language compiler and a stable of integrated 
high-performance solvers. GAMS is tailored for complex, 
large scale modelling applications. A large part of the time 
required to develop a model is involved in ‗data preparation 
and transformation‘ and report preparation. Each model 
requires many hours of analyst and programming time to 
organize the data and write the programs that would 
transform the data into the form required by the 
mathematical programming optimizers. Reference [9] 
describes the GAMS for modelling optimization problems 
on a grid computing environment. This framework is easy to 
adapt to multiple grid engines and can seamlessly integrate 
evolving mechanisms from particular computing platforms. 
So, by integrating with any of the existing MILP optimizers, 
GAMS provides a lightweight, portable and powerful 
framework for optimization on a grid. 
 

B. Information And Control Flow In Proposed 
Architecture 

 
It is clear from the discussion in the previous sub-section 
that required components / procedures already exist in one 
form or another. A slight modification in existing 
procedures and a little integration effort paves the way to A 
very powerful and a cost-effective grid enabled network 
design and optimization tool. Fig. 3 shows the proposed grid 
enabled architecture. 
GUI- provides a canvas or other input interface to provide 
physical network layout and demands as input to the 
software. It is also used to display the reports and layout 
diagrams to the user, that are prepared by the reporting 
engine  
Kernel- consists of a set of algorithms as discussed earlier 
assuming the compute – intensive algorithms like RWA, 
DCM placement and amplifier placement etc. are 
formulated as LP or MILP. 
Reporting Engine is responsible for collecting the results 
from the kernel and prepare different type of reports (e.g. 
bills of materials, network design and deployment diagrams 
etc.), as required by user. 
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Kernel-GAMS- interface provides the way to map MILP 
based formulation of kernel algorithms to GAMS model (A 
form understandable by GAMS language complier) and 
calls GAMS APIs (application programming interface) to 
solve the model. Also it returns the solution back to the 
kernel. 
GAMS- provides a platform that accepts the input model 
and converts it into a form understandable by the integrated 
optimizer that actually does the job of solving the GAMS 
model. As soon as a solve statement is encountered while 
executing a GAMS program, control is passed to the 
script.This script is responsible for running the optimizer on 
the problem instance and passing back the solution to the 
GAMS. 
Grid Engine- manages a pool of connected computers 
available as a common computing resource. It provides the 
effective sharing and utilization of idle computing resources 
and massive parallel task execution. Scheduler (e.g. condor, 
sun grid engine, globus, etc.) handles all management tasks. 
Machine (M1-Mn) is a set of machines that are registered 
with grid engine to share the computing resources. Any 
machine in the organization can be a part of a grid 
environment. Grid scheduler utilizes the idle CPU cycles 
from these machines. 

 
Fig. 3: Proposed grid enabled architecture 

Information exchange and control flow among various  
components is as follows: GUI based canvas used to draw 
the physical layout of the network and provide it as input to 
the kernel along with the demands. Kernel executes a series 
of algorithms to design the networks. For compute intensive 
algorithms formulated as MILP, it prepares a GAMS 
understandable model and calls the GAMS APIs to solve 
this model via Kernel-GAMS interface. As soon as a solve 
statement is encountered while executing a GAMS program, 
control is passed to the script. This script is responsible for 
running the optimizer on the problem instance and passing 
back the solution to the GAMS. In a grid environment, 
GAMS use the file system to give each instance its own 
environment and its own directory. The script then 
schedules the solver execution. The submission script 
centralized all information required to tailor the system to A 
specific grid engine. Grid engine distributes the processing 
over the different machines, connected to the grid. The 
results are collected by the grid engine and returned back to 
the GAMS, which assembles the solution for the submitted 
model and returns to the kernel for further processing. As 
soon as the network design and optimization process is 

complete the designed network is used by the reporting 
engine to prepare different type of reports as required by the 
user. 

III. CONCLUSION 
 

A grid enabled architecture for DWDM network design and 
optimization tool is presented. This simplified architecture 
can be realized as an extension to existing desktop based 
network design software with slight modifications. The use 
of existing procedures and integration of existing 
components paves a way to the practical realization of very 
powerful and cost effective software with little extra cost 
and integration effort. Hence the proposed grid enabled 
architecture aims to harness the power of idle resources in 
an organization, and use it for DWDM network design and 
optimization. Effective utilization of the idle resources 
caters the exponentially growing need for computing 
resources for designing huge optical networks. Massive 
parallel processing capability provided by the computational 
grid cuts down the need for very high end and costly server 
hardware. 
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Abstract- This paper introduces some known non-optimum 
to the networks security, categorizes the non-optimum, and 
analyses protection mechanisms and techniques for countering 
the non-optimum. The non-optimum have been classified more 
so as definitions and then followed by the classifications of 
these non-optimum. Also mentioned are the protection 
mechanisms. The paper establishes the syndrome and 
empirical analysis based on the non-optimum category of the 
network system. At the same time, it also puts forward the non-
optimum measurement of the networks system along with non-
optimum tracing and self-learning of the networks 
systems.Besides, the various characteristics and functions of 
the network security can be measured from the non-optimum 
attributes. By summing the practice, this paper has also come 
at non-optimum analysis principle of the networks, established 
the conception of non-optimum thresholds and put forward 
three theorems about non-optimum parameters. Through the 
concept of extensionality networks function, it analyzes the 
actual significance of networks security based on non-optimum 
analysis. Based on the analysis from non-optimum to sub-
optimum, it puts out the academic idea of extension networks 
optimal. Meanwhile, it discusses about the general framework 
of extension optimum. Finally, according to the previous 
practice of optimization, kind of method has been developed to 
learning approach the sub-optimum from non-optimum 
network. 
Keywords- non-optimum category; network security; non-
optimum and security; extensionality networks function;  
self-learning approach. 
 

I. INTRODUCTION 
 

The future security of societies that depend increasingly on 
networks is contingent upon how our complex human and 
technical systems evolve. New network technologies 
including the Internet favor fragmentation into many loosely 
connected open and closed communities governed by many 
different principles. As the reach of today‘s networks has 
become global, they have become the focus of arguments 
over the values that should govern their development [1].  
However due to the complexity of network‘s practice, there 
are numbers of unknown and uncertain factors, longitudinal 
and transverse relationship of things, people‘s networks 
behavior. Especially as the network systems heads to the 
orderly dynamic condition, some of the hidden troubles are 
not exposed, the achieved most optical modes are in 
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unstable states. This implies that the recognition and 
practice of mankind is featured by the exploration and 
pursuit not only in an optimum category, but also, under 
many conditions, in a non-optimum category. That is to say 
when people are faced with urgent problems, they need not 
only to find out the most optimum mode or realize the most 
optimum aim, but also, more importantly, to get rid of the 
vicious influences of non-optimum accidents effectively as 
well as control the non-optimum factors of the network 
system [2].  
The concept of non-optimum was introduced by He Ping in 
his classic paper [1]. Using the concept of non-optimum 
Literature [2] introduced the non-optimum analysis. 
Literature [3] introduced the notion of sub-optimum sets; 
Literature [4, 5, 6, and 7] studies the sub-optimum learning 
system. This approach provided a wide field for 
investigation in the area of system optimization and its 
applications. Continuing the work in [1-7], as an extension 
of concept presented in [6, 7], we will introduce network 
security based on the characteristics of non-optimum. And, 
we will establish their properties and relationships with 
other classes of early defined forms of non-optimum to sub-
optimum. 
This paper is structured as follows: The second section 
introduces the non-optimum concepts of network system, 
and related research reviews theoretical principles relevant 
to network system like characteristics of non-optimum, 
analysis on technology acceptance model (TAM). The third 
section network security architecture studies based on non-
optimum analysis, at the same time, the conversion 
mechanism of non-optimum to sub-optimum mode. The 
fourth puts out the approach of extension networks optimal. 
Meanwhile, it discusses learning model the optimum from 
non-optimum network Finally the fifth section conclusion 
puts forward the discoveries of this research and future 
research direction. 
 

II. NON-OPTIMUM ANALYSIS  OF NETWORK SYSTEM 
 

A. Basic Concept 
 
The theory of non-optimum analysis on systems and the  
tracing of optimum modes are interrelated and inter-
perforated, and stand reciprocally contradictory. The former 
expresses the escape from non-optimum category and the 
latter displays the exploration of the most optimal mode and 
its procedure. Based on the interrelationship of the two 
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research areas, the formation of non-optimum category and 
the constraint of non-optimum are the foundation to 
establish the optimum category. It means that only when 
man does the research out of the non-optimum category, can 
they be on their way to trace the most optimal modes. The 
concept of non-optimum is quite comprehensive in network 
system. From the viewpoint of network systems‘ software, 
non-optimum means unfeasible and unreasonable [2]; from 
the viewpoint of human‘ network behavior, it means non-
trusted [3]; from the viewpoint of network systems‘ 
capacity, it means ineffective and abnormal [4]; from the 
viewpoint of network systems‘ change, it means obstacles, 
disturbance and influence [5]. There exists a serious of non-
optimum problem from the entity of the network system to 
the change of the network system, which causes non-
optimum category. As to every kind of networks security 
problems, there is the individual non-optimum category as 
well as the common non-optimum category. The so-called 
individual non-optimum category is decided by the 
characters of the networks relationship system, while the 
common non-optimum category is an objective entity of 
networks behavior. At present, most security analysis is 
designed manually based on past experience of their 
networks behavior. Since the number of possible 
optimization model very large for realistic applications of 
reasonable complexity, security analysis modeling designed 
manually may not work well when applied in new problem 
instances. Further, there is no systematic method to evaluate 
the effectiveness of security designed manually. For these 
reasons, a ―cooperative‖ method for discovering the proper 
security decision for a particular application is very 
desirable. This leads to the development of our method for 
extensionality security model (ESM) of non-optimum 
category.The security of the network system emerges and 
develops in non-optimum category. Every security attributes 
exists in a non-optimum category, and the real actions of the 
non-optimum tell its risk phenomena of networks systems. 
Generally speaking, these risk phenomena are included in 
the non-optimum category of network system, but since the 
network system is rather complex, it takes on certain unclear 
attributes under any condition. The unclear attributes are 
unknown things possessed by the risk system of network 
security, which are decided by the complexity of the risk 
system in numerical value. For example, the risk analysis of 
the network system is much more complicated than the 
physical system. Therefore the unknown things of an 
network system are much more than a physical system. 
These unclear attributes cause the risk factors of the system. 
Figure 1 shows the relationship between the non-optimum 
and the network security. 

 
Fig.1. Characteristics analysis of networks security 

based on non-optimum 
 

B. Experience analysis 
Network‘s experience provides non-optimum syndrome for 
the network system. When the recognitions are different, the 
non-optimum syndromes are different as well. The tracing to 
the network‘s behavior and conditions of the past can 
propose a non-optimum syndrome. In an artificial network 
system, different people have different be saviors and 
stories, thus different experiences. Sometimes experiences 
are called a kind of recognitions; but as the level of 
recognition is different, the experience of the network is also 
different. The syndrome of the system is selected and 
decided by the experience of the network, and the 
reasonability of the experience‘s selection is also a 
meaningful question for discussion. For example, the 
increase of the function of the network can reduce the non-
optimum category, and the changes of the network‘s 
behavior can cause new non-optimum factors, which change 
with the network‘s behavior. Thus the non-optimum 
category of the actual system is composed of non-optimum 
syndrome, the amount of non-optimum changes and the 
potential non-optimum factors. Under the prerequisites of 
the formation of the network‘s experience, there is a process 
of recognition to the non-optimum behavior, which is a self-
learning and self-accustomed process. Natural non-optimum 
is an objective entity, which does not change with people‘s 
will. However, when people get hold of the basic 
characteristics of the non-optimum, they can set up certain 
functions to avoid the non-optimum, which is not the main 
subject of the non-optimum analysis theory of the system 
[3]. From the creation to the death of the network system, 
there is an overall running procedure. In fact, a whole, 
standard running condition does not exist, and also breaches 
the development regulation of things. From the viewpoint of 
the dialectic from recognition to entity, this also accords 
with the entity and recognition to the non-optimum. For 
example, as a decision-maker of a concern, one first needs 
to do a series of work related to the management of the 
concern and the strategic development objectives. That is to 
say, to find out what methods to take, what problems to 
solve and what difficulties to conquer. The key to finish this 
series of work is to correctly find out the non-optimum 
problem that exists meanwhile with the objectives. Of 
course, these non-optimum problems are formed by direct 
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experience, indirect experience and partial hypotheses. 
Mentioning hypotheses, people might ask: Can hypotheses 
be hypotheses? Can they be replaced? These doubts are 
unnecessary. The actual research shows that if there is no 
hypothesis, there is no affirmation; to accept a hypothesis is 
to confirm; the acceptable effect is in the direct ratio of the 
affirmation. Most of the chemical systems are set up on 
hypotheses, which importance is obvious. Mathematics is 
also the conclusions made by logistic reasoning inference 
discursiveness discussions based on hypotheses. 
 

III. SELF-ORGANIZATION OF NETWORK SYSTEM 
SECURITY 

A. Self-Organization Of Network System 
In the research of the self-organization theory of systems, 
the transmission of order and non-order is a core question. 
The theory of dissipation structure, the theory of hyper 
circulation, synergetic theory and chaos theory contribute a 
great deal to it. In fact, their individual theories include non-
optimum theory of the system. Because the major character 
of the self-organization of the system is to perfect the 
running of the system, develop its goals, they have to 
experience from non-optimum to optimum, and from 
optimum to non-optimum. If the system is not featured with 
this attribute, it doesn‘t need self-organization either. 
Analysis shows that systems always stay on the border of 
optimum and non-optimum, and the aim of self-organization 
is to bring the system from the border to the optical 
category. There is a time limitation on the system‘s stay in 
the optimal category. Within a certain time, because the 
system is stable, it stays in the optimal category. However, if 
the system is not stable, it will soon move from the optimal 
category to the new border and cause a sustained situation of 
the system. The sustained situation is neither a developing 
situation, nor an ideal situation. Of course, the actual angle 
of the system doesn‘t have the most optimal criteria, and it 
is also not necessary to make sure what is most optimal. As 
long as the system can shorten the time of moving from the 
non-optimum category to the border and from the border to 
the optimum category, the system is satisfactory.  
If the system is able to realize the transit, it has a good self-
organizing capacity. As is known from the self-organization 
theory, profound changes will not influence the system, and 
only the huge changes composed of profound changes might 
cause the evolution of the system. This conclusion can make 
the non-optimum control of the system effective, and they 
system will stay naturally in the optimum category, or on the 
border. People can achieve the self-organization function on 
the border, e.g. the organization is open, exchanges energies 
with the outside. Thus the function and behavior of the 
system change and new non-optimum control comes into 
being. Then, the system goes back to the optimal category. 
The self-organization through coordination and super-
circulation can let the system replicate and consummate 
itself and reach the optimum category. (It still needs be 
emphasized that the optimum category shows the category 
that can be controlled by the system‘s non-optimum).  
Researchers found out that non-optimum system should be 

set up at the same time with the optimum system. The non-

optimum here refers to the one against the optimum. Non-
optimum system is decided by all the incompatible problems 
and limits inside and out side the system, which influences 
directly or indirectly the system‘s executive process and 
final goal. Whether a system falls in the optimum category 
is also decided by the incompatibility and degree of 
limitation, which in turn decide the non-optimum degree of 
the system (non-optimum degree).  
Only when the system has the full control and adjustment 
capacity on its incompatibility and degree of limitation, is 
the system on the tracing of the most optimum, and this is 
the new research for the self-organization theory. The bases 
of the non-optimum analysis theory are obtained from the 
hyper-circulation theory. The hyper-circulation theory can 
feed a lot of random effects back to its jumping-off point, 
which represents the start of the system‘s circulation, and 
make themselves a reason of the maximum. A highly 
orderly macroscopically functional organization can evolve 
through self-replicating and self-selecting. This kind of self-
replication and self-selection is realized in the non-optimum 
and optimum hyper-circulation. The entity of non-optimum 
calls for the optimum category under certain demanding 
conditions. The measurement of optimum and non-optimum 
category is the core of system optimization.   
There are two sides to everything, and the final direction of 
the network can be only achieved through practice and the 
transition of the two sides. The state of the network behavior 
decides its goal by choosing between optimum and non-
optimum. Hence the non-optimum problem is illustrated 
through the following method: 
Suppose oN  represents an optimal system of network 

behavior, noN a non-optimal system of network behavior. 
No matter it is an optimal system or a non-optimal system, 
they are all composed of network system objective O , and 
G is the function subsets of the network system,  E  is   the 
environment of  the network system. As to the optimal 
system, if the structure Л (O, G, E) of the sub-optimum 
(cannot make sure of the condition of optimum and non-
optimum) of the network system S composed of objective O, 
function G and environment E meets the following 
conditions: 

i. The objective of the network system can be attained; 
ii. The function of the network system can be achieved; 

iii. The environment of the network system can be controlled. 
Then S is called an optimal network system. The 
attainability of the objective of the system shows that the 
distance between the recognized goal of the system and the 
actual goal of the system is acceptable. The achievability of 
the function of the system refers that the actual functional 
resources is near to the objective-required resources. The 
controllability of the environment of the system refers to the 
self-organizing capacity or the order parameters achieving 
the permitted value. Suppose rO   is recognition goal of the 
network system, sO  acts as the actual goal of network 
system,  represents the difference of the value between 

rO and sO , which shows the degree of acceptance of the 
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goal of the system. sG  acts as the system‘s actual 

functional resources, rG    acts as the resources demanded 
by the system‘s objective, and   expresses the functional 
measurement value between rG and sG ; The entropy of 
the actual system e ≤γ , and γ expresses the system‘s 
standard entropy. Thereby for the system‘s sub-optimum 
structure Л (O, G, E), if there are ε, δ , ε  , (random 
minimal discrepancy can be accepted) causing  |α - α0| ≦ ε 
, |β - β0︱ ≦ ζ ,|λ - λ0 | ≦ η to hold at the same time, 
the system S is an optimal system. α0, β0, λ0 is the border 
value of the system‘s optimum and non-optimum, and 
thereby the gathered assemble Л ( α 0 β 0 λ 0 ) is the criteria 
of the system‘s non-optimum analysis. In the actual system 
analysis, under certain selected standards (ε, δ, ε  is known), 
for α, β, λ, when man can't obtain α0, β0, λ0, the system S is 
called non-optimum system.The above is the overall 
description of the non-optimum problem of the network 
system, which tells how to decide the overall frame-saw in 
the non-optimum system. However, different measurement 
and means have to be applied in different systems to solve 
actual problems. Proper quality and quantity determining 
methods are applied in the actual system analysis. 
Furthermore, artificial intelligence and expert system 
reasoning tools can play important roles in non-optimum 
system analysis.    One of the emphases on the non-optimum 
analysis theory is to describe the borders of the optimum 
and non-optimum category quantitatively. Because the 
borders change with objective conditions and subjective 
desire of mankind and human being has different behavior 
parameters, they always appear as uncertain under dynamic. 
Meanwhile, because of the continuous progress of 
mankind‘s practice and recognition, under cooperating of 
the widely exchanged scientific information, the borders 
might become certain and describable during the dynamic 
changes. As to the judgment of the reasonability and 
accountability of the described borders, it is no a theoretical 
problem, but a problem of selecting the methods and 
checking the practice. In addition, when analyzing the 
problems of the network system through quantitative 
methods, a lot of relationship parameters need to be 
statistically analyzed and attributably appraised. In many 
aspects, the influences of the system‘s non-optimum are 
depended largely on the experience accumulated in the 
recognition of the system. That is to say, experiential 
analysis plays an important role in the non-optimum system 
analysis, which reflects the meaning and function of the 
combination of the nature and quantity evaluation. 

B. Network Risk Analysis Based On Non-Optimum 

There are two situations in risk analyzing of network 
system: the inherent non-optimum attribute under stable 
conditions of a network system is decided by the function of 
the system; the non-optimum attribute under unstable 
situations of the system is obtained through statistic 
analysis. That is to say, risk the process of a systems 
development, non-optimum factors effect on the system, 
which causes a relationship that does not exist when the 

system is stable, and it is called non-optimum-born 
relationship. Every system has to have a non-optimum-born 
relationship; otherwise, the system goes into risk when it is 
unstable.   For instance, in a strategic decision-making of a 
large finance corporation, how to build up a non-optimum-
born relationship is the key of the corporation‘s survival and 
development. It works as this: through the yearlong 
experience of the corporation, a stable non-optimum area is 
formed (according to certain experience-decision effect of 
each year), through which the reasons of unstable factors of 
the system can be reflected and non-optimum genes found. 
Of course, there is non-optimum genes everywhere in the 
system and what we need are the major genes, which are the 
major factors that cause the system risk to fluctuate to a 
certain extent. In the actual analysis of the system risk, some 
factors have direct relationship with the non-optimum genes, 
some indirect. More relative factors are more influenced by 
non-optimum genes. Therefore, the factors can be divided 
into the major non-optimum effect and the minor non-
optimum effect. Minor non-optimum effect is influenced by 
other factors. The core of the tracing to the risk happened 
from building up non-optimum syndrome of risk and non-
optimum cause of formation. The syndrome cannot really 
become the influence, and the actual non-optimum indeed 
influences the system, both of which come from non-
optimum syndrome. There is a procedure of diagnosis from 
the syndrome to the cause of formation. The diagnosis 
happens when the behavior of the system finishes, and 
includes: the cause of foundation of non-optimum from the 
major syndrome; the cause of foundation of non-optimum 
from the minor syndrome, which is the overall framework of 
the tracing to non-optimum. Two types of mapping F I  and   
FII can be established:  

F I ： DS  ，F II ： KA ， 

where S={s1,s2,...,sm}, which is the aggregate of the major 
syndrome, sm {m=1,2,…,g} is every detailed major non-
optimum aggregate, D={d1,d2,…,dn} dj {j=1,2,…,n} acts as 
every detailed major non-optimum syndrome, A 
={a1,a2,…,ar} is the minor non-optimum syndrome 
aggregate, au {u=1,2,…,r} acts as every detailed minor non-
optimum syndrome, K={k1,k2,…,kv} acts as the non-
optimum aggregate of the system, ,kl {l=1,2,…,v}, is every 
detailed non-optimum of the system. 
If system‘s non-optimum is shown as W={S，A}={W1, W2, 
… , Wg+r}, when given a group of non-optimum input Wi
W, under the above two mapping effects, the relative sorts of 
the non-optimum of the system dj∈D and the output of the 
non-optimum factors Kj ∈K can be gotten. 
Before deciding the characteristics of the two mappings, the 
non-optimum syndrome drawn from experiential material 
statistics need to be divided into major syndrome and minor 
syndrome. The principles of deviation are decided by how 
much information the non-optimum syndrome can provide, 
concerning the recognition of the system‘s non-optimum. 
Suppose: 
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When syndrome Wi appears, non-optimum dj causes the 
conditional probability of the system, where Nwi acts as the 
number of times that syndrome Wi arises, and Ndj acts as the 
number of times that non-optimum dj occurs as non-
optimum appearance when the syndrome Wi arises. More 
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Where Nw is the overall times that all the syndromes occur, 
Nwi acts as the number of times when syndrome i occurs. 
The above-mentioned Ndj, Nwi, Nw can be drawn from 
empirical statistics of resources. Thus, the entropy function 
of the relative P (Dwj) is 
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the required major syndrome , it is decided that the non-
optimum of the system di  is the long symptom, and the 
others short symptom are all minor syndrome. As to relative 
syndrome ,, gi ww  

))(()( giwDHwDH gi  , 

both Wi and Wg belong to minor syndrome. The level of 
selection is decided by the utilization rate of the 
experiences. The higher the rate is, the greater is the level of 
selection. [4,5] 
After the analysis of non-optimum symptoms of the system, 
non-optimum syndrome can be set up, which provide useful 
information for the real-time analysis of the system. In fact, 
there are different non-optimum symptoms in people‘s 
minds. As an excellent decision-maker, he has to possess 
good recognition capacity of non-optimum symptom; 
otherwise, he is simply not able to control the system.  
When analyzing the non-optimum symptom of the system 
two aspects have further to considered: one is the non-
optimum symptom within the system, and the other is the 
non-optimum symptom outside the system (the 
environment). As to a secluded system, it only has the non-
optimum symptom within the system. Therefore, the non-
optimum symptom will most probably influence the system, 
which is an alternative and interrelated process with the 
behavior of the system. According to the definite rules of the 
development of things, the number of times that the non-
optimum occurs provides evaluating opportunities to the 
behavior of the system. For example, the traders in the 

markets face these situations when they do the business. 
How the four parties of A, B, C, and D agree to a bargain 
depends on whether they have had the experiences of trade, 
except for some basic conditions of deals. If trader A has 
experienced some kinds of unfeasible, unsatisfactory and 
unfavorable non-optimum situations, his result is relatively 
dependable. Obviously, if B doesn‘t have these kind of 
experiences, his result of trade cannot be as good as A‘s. In 
fact, it is impossible that all of the experiences are balanced, 
and as for the absolute balancedness, the non-optimal 
experiences are not taken into account. Actual analysis 
shows that the traders don‘t have the same non-optimum 
recognition, which is because every dealer has different 
objective, behavior attribute and environment. If they do 
possess the same non-optimum recognition and similar 
entity conditions, it can be balanced under certain 
conditions. Except for the analysis of the system of the past, 
the key is to analyze the system‘s present and future 
situation, where the dynamic and opening characteristics of 
the system have to be taken into account.    
 

IV. CONCLUSION 
 

This paper presents a technique for analyzing network 
security using non-optimum analysis on systems. The inputs 
to the system are suitable sub-optimum sets representing 
linguistic values for network security goals of congeniality, 
integrity and availability. The non-optimum analysis was 
constructed using the fuzzy reasoning in order to adequately 
analyze the inputs. It might also be necessary to use an 
adaptive non-optimum analysis for security risk analysis. 
We have been able to design a system that can be used to 
evaluate the security risk associated with the production of 
secure network systems. This will definitely help network 
system organizations meet up with the standard 
requirements. A technique for assessing security of network 
system before final deployment has been presented. 
The result of this study shows that if the network producing 
companies will incorporate security risk analysis into the 
production of network system, the issue of insecurity of 
network system will be held to the minimum if not 
eliminated. This study has also revealed that if each of the 
network security goals can be increased to the maximum, 
then the level security will also be increased and the risk 
associated will be eliminated. Finally, security risk analysis 
is a path towards producing secure network and should be 
considered a sub-optimum activity by network systems self-
organizations.  
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Abstract- This paper presents the work regarding the 

synthesis and implementation of a hardware genetic algorithm 
utilizing very high speed integrated circuit hardware 
description language (VHDL) for programming FPGAs. 
Genetic Algorithms were invented to mimic some of the 
processes observed in natural evolution. The idea with GA is to 
use this power of evolution to solve optimization problems. 
They are based  on the principles of the evolution via natural 
selection, employing a population of individuals that undergo 
selection in the presence of variation-inducing operators such 
as mutation and recombination (crossover). we solved the 
problem with the help of  hardware description language so it’s 
take less time to find a result as compare to GA’s because of 
HDL solve the problem by parallel processing. The present 
work deals with implementation and optimization of De jong’s 
first function. 

Genetic algorithms need large memory banks to store the 
intermediate results and this has made the hardware 
implementation of GAs very inefficient but by using FPGA our 
task become simpler. Field-Programmable Gate Arrays 
(FPGAs) are flexible circuits that can be easily reconfigured by 
the designer. The program is written in VHDL and compiled 
with 32-Bit Microsoft Windows and implemented on a 
Spartan-3A FPGA from Xilinx. 
Keywords- Fitness function, Crossover, mutation, random 
no, population, FPGA. 
 

I. INTRODUCTION 
 
A Genetic Algorithm is a search/optimization technique 
inspired by biological processes such as Natural Selection 
and Evolution. This project explores the application of such 
techniques to Parameter optimization problems [17]. A 
software framework was developed to store and manipulate 
data representations. Each data representation is a candidate 
solution to the problem being examined.  
These candidates Solutions are grouped together into a 
family/generation. Starting from generation zero (Initial 
data), the algorithm iteratively processes each family 
allowing solutions to ―breed‖, thus creating new candidate 
solutions. By discarding weak solutions and favoring the 
reproduction of strong ones the algorithm progressively 
refines each generation, leading to successive generations 
containing stronger  solutions [10]  we  are  using  here 
VHDL for solving the problem of population control and 
these populations are randomly generated. So we use  
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random bitgenerator here [7]. After thebit generation we 
need optimal solution result and also need fitness function. 
If you have above requirement than we select the best two 
functions and crossover between them and find the best 
result after finding the result we follow mutation operation if 
you find the less value of  result as compare to fitness 
function then good otherwise you can follow these operation 
again and again.The paper is organized as follows. In 
section 2, an overview on Genetic Algorithm discussed in 
Section 3 previous work in brief. Section 4, presents the 
Hardware model Section 5 Simulation results and the paper 
is concluded in section 6. 

 
Figure (1) Evolution flow of genetic algorithm [13] 

 
II. OVERVIEW OF GENETIC ALGORITHMS 

 
Genetic algorithms (GAs) were invented by John Holland in 
the 1960s and were developed by Holland and his students 
and colleagues at the University of Michigan in the 1960s 
and the 1970s. In contrast with evolution strategies and 
evolutionary programming, Holland's original goal was not 
to design algorithms to solve specific problems, but rather to 
formally study the phenomenon of adaptation as it occurs in 
nature and to develop ways in which the mechanisms of 
natural adaptation might be imported into computer systems 
[4] 
Genetic Algorithms (GAs) are adaptive heuristic search 
algorithm based on the evolutionary ideas of natural 
selection and genetics. As such they represent an intelligent 
exploitation of a random search used to solve optimization 
problems. Although randomized, GAs are by no means 
random, instead they exploit historical information to direct 
the search into the region of better performance within the 
search space. The basic techniques of the GAs are designed 
to simulate processes in natural systems necessary for 
evolution, specially those follow the principles first laid 
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down by Charles Darwin of "survival of the fittest.". Since 
in nature, competition among individuals for scanty 
resources results in the fittest individuals dominating over 
the weaker ones. [11] 
GAs simulates the survival of the fittest among individuals 
over consecutive generation for solving a problem. Each 
generation consists of a population of character strings that 
are analogous to the chromosome that we see in our DNA. 
Each individual represents a point in a search space and a 
possible solution. The individuals in the population are then 
made to go through a process of evolution. GAs is based on 
an analogy with the genetic structure and behavior of 
chromosomes within a population of individuals using the 
following steps: 
 

A. Random Number Generation 
 
A linear feedback shift register (LFSR) is a shift register 
whose input bit is a linear function of its previous state. The 
only linear functions of single bits are xor and inverse-xor; 
thus it is a shift register whose input bit is driven by the 
exclusive-or of some bits of the overall shift register value. 
The initial value of the LFSR is Called the seed, and 
because the operation of the register is deterministic, the 
sequence of values produced by the register is completely 
determined by its current (or previous) state. Likewise, 
because the register has a finite number of possible states, it 
must eventually enter a repeating cycle. However, a LFSR 
with a well-chosen feedback function can produce a 
sequence of bits which appears random and which has a 
very long cycle. [7] 
LFSR has two parts shift register & feedback function. A 
shift register is a device whose identifying function is to 
shift its contents into adjacent positions within the register. 
The feedback function is used in LFSR is XOR.[5] 
 

B. Selection 
 
Two chromosomes must be chosen from the population and 
recombined to produce a pair of new genomes in the new 
population for the next generation.  Randomly choosing two 
chromosomes would be undesirable, as poor solutions 
would have an equal chance of being chosen as good 
solutions.  Instead, a method such as roulette wheel selection 
is used. Roulette Wheel selection has been chosen for this 
application [14].  This means that the chance of an 
individual being chosen is proportional to its fitness.  
Individuals are not removed from the source population, so 
those with a high fitness will be chosen more times than 
those with a low fitness.   
 

C. Crossover 
 
With a crossover probability cross over the parents to form a   
new offspring (children). If no crossover was performed,  
offspring is an exact copy of parents.[3] 

 
Figure 2 Crossover 

 
D. Mutation 

 
With a mutation probability mutate new offspring at each 
locus (position in chromosome)[3] 

 
Figure 3 Mutation 

 
III. RELATED WORK 

 
There have been few reported studies on GA hardware 
implementations, one AHDL description has been 
announced in {10] but no performance estimations were 
made. In  hardware description of GAPA system containing 
multiple FPGA chips and multiple digital signal processors 
was given. In our work we have implemented a GA in 
hardware using VHDL hardware description language and 
simulated the performance of the system on FPGA chip [10] 
 

IV. HARDWARE IMPLEMENTATION 
 
Our hardware consists of a Pentium microprocessor 4 which 
has high-speed PCI bus slots available. This is connected to 
Xilinx‘s 3 family of FPGA chip. The population resides in 
FPGA chip which are flexible RAM.  

 

 
                   Fig 4 Block diagram of model              
Initial Parameters 

i. Crossover Rate:100% 
ii. Crossover Type: 1 Pt. 
iii. Mutation Rate: 2.5% 
iv. Population Size: 10  
v. Chromosome Length : 40 bit 

A. Random Number Generation 
In this block all the component of these blocks working to 
greater on the basic of clock pulse. Whenever we start the 
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FPGA kit. These all the process depend upon the clock and 
works as concurrently. 
When the clock=0:- Random bit initialized the bit first bit 
between 0 and one and these bit passes to the solution string 
block after one clock delay. 
When the clock =1:-New random bit generate for the next 
solution string and solution string passes to the next block 
and the population 
 

B. Fitness Function 
 
we have used the De Jong‘s function (1):  since It is 
considered the easiest and simplest test function among De 
Jong‘s other functions [13]. It is also called ―The Sphere 
Model‖. It is a good example of a continuous, strong 
convex, unimodel function [15].  The structure of the first is 
defined as follows: 
 

 
                       Fig 5 De Jong’s  functions 
Where fi(x) is Fitness Function   , & range for Xi is between 
0 to 1. 
 
Implementation 

 
When the clock=0:-1st solution string selected and passed 
on to block 2nd.When the clock=1:-1st solution string pass 
to the next block Identifying genes*(X1 to X5)  and     
solution string select a new solution string. 
When the clock=2:-Identify genes (X1 to X5)1 pass to next 
block and convert this value in float form. And 2nd block 
identify the 2nd solution string and 1st block select 3rd 
string. 
When the clock=3:-3rd block pass to the floating value to 
the next 4th block this block collect. Identify genes (X1 to 
X5)2 pass to next block and convert these value in float 
form. And 2nd block identify the 3nd solution string and 1st 
block select 4rd string. 
When the clock=4:-in this clock 4th block pass to the value 
to 5th block .this 5th block calculate the some of fitness of 
each solution string. 3rd block pass to the floating value to 
the next 4th block this block collect. Identify genes (X1 to 
X5)3 pass to next block and convert these value in float 
form. And 2nd block identify the 4nd solution string and 1st 
block select 4rd string.All the Block works on the basis of 
clock pulse and each block have one latency time. So all 
block work after the single clock delay. 
 

C. Selection 
 
All the Block works on the basis of clock pulse and each 
block have one latency time. So all block work after the 
single clock delay. 
When the clock=0:-fitness of the 1st solution string pass on 
to block 2nd (probability selection) and at the same clock 
1st fitness goes to the fit sum block. 

When the clock=1:-this block we have two in coming node 
1st value come to the fitness block(2) and other value come 
to the fit sum (3)block and this block divide the value 
(fitness/fit sum). 
When the clock=2:-this block calculate the cumulative vale 
of the fitness. it has single incoming node. The value comes 
from the 2nd block. And this time 2nd block divide the 2nd 
fitness. 
When the clock=3:-4th block passes the cumulative value 
and this clock also involved to generate the new  ten random 
number in between 0 to 1. And all previous block working 
in same nature in same clock. 
When the clock=4:-in this clock value 6th block take the 
value from the 5th block and generate the parent  
 

D. Cross Over 
 
The algorithm for crossover operates as follows: The first 
chromosome is split in two at the crossover point.  Both 
halves are then matched with the second Chromosome to 
find the longest common subsequence.  Matching is done as 
follows:  The first half is matched with the first character 
from the second chromosome, then with the first two 
characters and so on.  The second half is matched with the 
last character from the second chromosomes, then with the 
last two characters and so on.  The results of each match are 
stored in an array. The code in the fig implements the 
crossover part of GA. 
begin 
ncp<=CONV_INTEGER(cp); 
ncp1:=ncp; 
if (ncp1>38) then ncp1:=38; end if; 
c1<=p1(39 downto ncp1) & p2(ncp1-1 downto 0); 
c2<=p2(39 downto ncp1) & p1(ncp1-1 downto 0); 
 

E. Mutation 
 
Mutation is implemented by toggling randomly bit. Here 
mutation rate is 100% but can be varied easily. The code in 
the fig implements the mutation part of GA. 
process(clk) 
variable nm3:integer; 
begin 
nm3:=conv_integer(nm2); 
if(nm3=40) then nm3:=39; end if; 
sout<=sin(39 downto nm3+1)&(not sin(nm3))&sin(nm3-1 
downto 0); 
end process              
 

V. Results 
 
A top-down design methodology was adopted. A High-level 
VHDL model  for the circuits was generated.[2] The logic 
was partitioned. Each part was re-described in a lower level 
description (RTL) required for the circuit synthesis, 
optimization and mapping to the specific technology by 
assigning current FPGA family and device. The resulting 
optimized circuit description was verified through extensive 
simulation. The proposed design was coded in VHDL. It 
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was functionally verified by writing a test bench and 
simulating it using ISE simulator and synthesizing it on 
Spartan 3A using Xilinx ISE 9.2i.[16] 

 
Fig 5: Generation Of Random Numbers 

 

 
Fig 6: Optimisation Results 

 
HDL Synthesis Report 
Macro Statistics 
# Adders/ Subtractors                          : 1 
 32-bit adder                                       : 1 
 Counters                                            : 2 
 32-bit up counter                               : 2 
 #Registers                      : 82 
 13-bit register                               : 40 
 2-bit register                           : 1 
 32-bit register                         : 1 
 40-bit register                              : 22 
 8-bit register                                     : 10 
 9-bit register                                     : 8 
 #Comparators                                   : 6 
 32-bit comparator great equal          : 1 
 32-bit comparator less                      : 1 
 8-bit comparator greater                   : 4 
# Multiplexers                                   : 2 
 40-bit 10-to-1 multiplexer                : 2 
# Xors                                                : 83 
 1-bit xor2                                          : 73 
 1-bit xor3                                          : 10 
 
The Xilinx Spartan 3A was adopted in our study  as the 
features such as Suspend power-saving mode, high-speed 
I/O options, DDR2 SDRAM memory interface, commodity 
flash configuration support, and FPGA/IP protection using 
Device DNA Security. [16]. The Spartan-3A FPGA 
platform is a full feature platform of five devices with 
system gates ranging from 50K to 1.4M gates, and I/Os 
ranging from 108 to 502 I/Os, with density migration. The 

Spartan-3A FPGAs also support up to 576 Kbits of fast-
block RAM with byte-write enable, and up to 176 Kbits of 
distributed RAM. Additionally, there are built-in multipliers 
for efficient DSP implementation and Digital Clock 
Managers (DCMs) for system level clock management 
function. 
 

VI. CONCLUSION AND FUTURE WORK 
 
In this paper a We have studied the use of genetic 
algorithms in the optimization of Function F(x), the initial 
results are promising. 
Other Genetic Algorithm operators could be implemented 
like, multi-point crossover, Partially Mapped crossover and 
different selection methods as well. The design can also be 
enhanced by incorporating a local search engine to create a 
hybrid memetic GA. The chromosome representation used 
in this project requires a relatively large amount of external 
memory to store the population and net list. Alternate 
chromosome representations can be explored in order to 
reduce the memory requirements. Furthermore, 
hardware/software co-design can be implemented and it can 
be compared with current implementation. Other real-time 
applications which require rapid and robust optimization can 
also be tackled with hardware based genetic algorithm.       
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HybridSGSA: SexualGA and Simulated Annealing 
based Hybrid Algorithm for Grid Scheduling 

 

1Bhupinder Singh, 2Seema Bawa

 
Abstract-Scheduling jobs on computational grids is a 

compute intensive problem. Existing methods are unable to 
perform the required breakthrough in terms of time and cost. 
A Grid scheduler must use the available resources efficiently, 
while satisfying competing and mutually conflicting goals. The 
grid workload may consist of multiple jobs, with varying 
resource requirements and quality-of-service constraints. In 
this paper A hybrid algorithm based on SexualGA and 
simulated annealing is proposed, implemented and tested 
which tries to minimize makespan and cummulative delay in 
meeting user specified deadline time. Simulation results show 
that proposed algorithm performs better than other hybrid 
genetic simulated annealing algorithms proposed earlier. 
Keywords-Grid Scheduling, Computational Grids, Genetic 
Algorithms, Simulated Annealing, SexualGA. 
 

I. INTRODUCTION 
 

omputational grids are wide-area (Internet-scale) 
distributed environments that differ from conventional 

distributed computing by their focus on large-scale resource 
sharing, innovative applications, and highperformance 
orientation [1]. In grid architecture, four levels of 
management can be distinguished: fabric, connectivity, 
single resource, and collective multiple resources. The fabric 
layer typically constitutes computational resources, storage 
resources, network resources, and code repositories. The 
connectivity layer deals with easy and secure 
communication by providing single sign on, delegation, 
integration with local security solutions, and user-based trust 
relationships. The single resource layer is concerned with 
individual resources, and the two primary classes of 
resource layer protocols are information protocols and 
management protocols. The collective multiple resources 
layer provides directory services, co-allocation, scheduling, 
and brokering services, monitoring and diagnostics services, 
data replication services, grid-enabled programming 
systems, workload management systems and collaboration 
frameworks (problem solving environments) etc. 
The responsibilities of a resource management system on 
the grid includes the ―discovery of available resources for an 
application, mapping the resources to the application subject 
to some performance goals and scheduling policies and 
loading the application to the resource in accordance with 
the best available schedule.‖ Scheduling, co-allocation and 
brokering services of resource management system are taken 
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care by a special component of the grid resource 
management system known as scheduler / broker. A 
scheduler system provides the interface between a user and 
the grid resources. Scheduling of jobs on a grid or a cluster 
is the task of mapping jobs to the available compute-nodes 
which is NP-complete problem [2] and requires lot of 
optimization. A scheduler is designed to satisfy one or more 
of the following common objectives: (a) maximizing system 
throughput; (b) maximizing resource utilizations; (c) 
maximizing economic gains; and (d) minimizing the 
turnaround time for an application [3]. 
Simulated Annealing (SA) and Genetic Algorithms (GA) 
had been used in solving many NP-complete problems [4]- 
[7]. Since grid scheduling is also a compute intensive 
problem, hence it is a suitable candidate for applying 
evolutionary techniques. This paper presents a hybrid 
algorithm based on SexualGA[8] and SA to optimally 
schedule the jobs on computational grids. The Proposed 
algorithm tries to satisfy the constraints imposed by resource 
users and resource providers. Grid scheduler is the important 
part of Grid Resource Management System (GRMS), which 
gathers the information about the resources and chooses the 
best resource as per the job requirements. This is followed 
by the actual execution of the jobs. The problem of finding 
the best ―job-resource‖ pair is a compute-intensive problem 
and need to be formulated mathematically to find the 
optimal solution.  
To formulate the problem, we consider mapping a set of 
independent user jobs {J1, J2, J3, …, JN} to a set of 
heterogeneous processors / resources {P1,P2,P3,…,PM} 
(Though we can have any type of resource that can be 
shared on a computational grids, but for our simulations we 
have considered processors as a resource.) This mapping is 
done with an objective of minimizing the completion time 
by utilizing the resources effectively, and also minimizing 
the delay in meeting user specified deadlines. The speed of 
each resource is expressed in number of cycles per unit time, 
and the length of each job in number of cycles. Each job J 
has processing requirement Cj cycles and processor P has 
speed of Vi cycles/second. Any job J has to be processed 
byP, until completion. 
This paper is organized as follows. Section 2 provides the 
details of different components of the proposed 
HybridSGSA algorithm. In section 3, experimental test bed 
and setup details are discussed. Section 4 provides the 
experimental results and finally section 5 provides the 
conclusion describing the usefulness of the proposed 
algorithm in scheduling resources on computational grids. 
 
 

C 
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II. PROPOSED HYBRIDSGSA ALGORITHM 
 

A. Objective / Fitness Function 
 
The Objective / fitness function is used to differentiate 
between high and low quality solutions. It is defined in 
terms of objectives of the problem in hand. For grid 
scheduling problem, the users have goal of satisfying the 
deadlines of jobs submitted by them whereas the resource 
providers like to minimize the makespan. The schedule S is 
evaluated on the basis of fitness function, which is defined 
as. 

Fitness, F(S) = 1/( * MS + * Tdelay ) (1) 
 
Where MS denotes the makespan of the schedule and Tdelay 

denotes the cumulative delay in meeting deadlines. and 
are the weights to prioritize the components of the fitness 
function as per the needs of the resource provider and job 
users. The components MS and Tdelay of the fitness function 
are defined as follows: 
Let tend(i) and tdline(i) be tunaround time and deadline time 
for ith job, 
then tdelay(i) = tend(i) – tdline (i)                             (2) 
{tdelay is delay in meeting deadline for ith job, and 
tdelay = 0 if tend< tdline } 
and Tdelay = tdelay (i) for 1<i<N                         (3) 
Makespan of schedule S is defined as 
MS = Max(tprocessing (k) ) for 1<k<M                   (4) 
{where tprocessing (k) is the time in which processor Pk will 
complete processing jobs assigned to it.} 
 

B. Initial Temperature and Annealing Schedule 
 
Initial temperature, T, is set to a value such that the 
acceptance probability for the chromosomes of the 
population is very high i.e. close to 1.0. The annealing 
schedule is generated by multiplying the current temperature 
by a constant less than 0, which is known as the cooling 
rate,. The probability of accepting new solution in the 
reproduction (crossover and mutation) is implemented as A 
function of temperature, T. So initially the new off-springs 
are accepted with a high probability, where as, in the later 
stage their probability of being accepted is lowered as the 
temperature decreases. Temperature, T, is decreased at 
cooling rate,, in each iteration and is given by Equation 5. 
Ti = * Ti-1 {where i is the iteration number}       (5) 
 

C. SexualGA 
 
SexualGA [8] is an enhanced selection scheme that tries to 
mimic the sexual selection in human beings. In that context 
sexual selection is described as the concept of male vigor 
and female choice, meaning that male individuals try to 
spread their gene material as wide as possible and female  
individuals are more selective by choosing rather above 
average fit males to guarantee a high survival probability of 
their off-springs. So it seems to be preferable not to use 
identical selection mechanisms for male and female 

population members also in GAs. Inspired by this view of 
sexual selection, a new selection mechanism for Gas 
(SexualGA) is presented by introducing two different 
selection operators, one for the selection of male and one for 
the selection of female individuals. 
 

D. Chromosome Representation 
 
Schedule, S, of independent jobs is represented by A 
chromosome. Chromosome is basically a N_ _1 vector, 
where the position i (0 < i < N) represents the job / task and 
the entry at position i (s[i]) is the processor / resource to 
which the job has been assigned. For example, in Fig.1, S 
[1] = P2, means job J1 is assigned to Processor P2. 

 
Fig.1. Chromosome representation 

 
E. Crossover 

 
Crossover operation is performed to generate new offsprings 
for the next generation. Two parents for the crossover are 
selected using the SexualGA based selection scheme and 
two-point crossover is performed. Using the vector 
representation for the chromosomes as shown in Fig.1, 
crossover operation is similar to exchanging the contents of 
two vectors for all positions before first crossover point and 
after the second crossover point. After the generation of new 
off-springs, change in the energy_and their probability 
of acceptance, P, is computed using the Equation 6 and 
Equation 7 respectively. 
= foffspring - fParent.                   (6) 
                Where fparent = Max (fParent1, fParent2) 
              foffspring = Fitness of the new offspring 
               P = exp (-/ T)                     (7) 
                  and P =1, if > 0 
After the finding the probability of acceptance, a uniform 
random number, is generated between 0 and 1. New 
offspring is accepted if, P >= otherwise the new 
offspring is rejected. 
 

F. Mutation 
 
Mutation in the vector representation is considered as 
moving a job from one resource to another or swapping of 
two Jobs. For moving a job from one resource to another, 
two random numbers l and k are generated such that S[l] = 
k, where 0<l<N and 0<k<M. After applying the mutation, 
the change in energy, is computed using Equation 6 and 
probability of acceptance, P, is computed using Equation 7. 
If, P > a uniform random number between 0 and 1), the 
new offspring is added to the next population, otherwise it is 
rejected. 
 

G. Exit criteria 
 
An exit criterion specifies when to stop further exploration, 
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and accept the solution. Proposed algorithm uses two exit 
criteria. 

i. Standard deviation of the fitness value of the 
individuals in the population and 

ii. No change in the elite chromosomes after 50 
iterations. 

After the fitness function for all the chromosomes in the 
population is calculated, standard deviation is computed. If 
the standard deviation reaches a sufficiently low threshold 
value or there is no change in the elite chromosomes after 50 
iterations, solution is said to converge. 
 

H. Building New Population 
 
New population is build from previous population through 
the crossover, mutation and elitism. This process is executed 
as follows. Xc% of the chromosomes, for the new 
population, is constructed using the crossover process as 
described earlier. Xm% of the chromosomes is constructed 
by applying the mutation operator. After the application of 
crossover and mutation, the rest of the chromosomes are 
taken out of the existing population by making them 
identical to existing population‘s best chromosomes, so as to 
make the size of new population equal to the existing one. 
 

III. EXPERIMENTAL TEST BED AND SETUP 
                                  DETAILS 

 
Experimental test bed has been implemented to perform the 
experiments and to test and evaluate the proposed algorithm. 
This test bed uses the simulation model as used by Braun et. 
al. [9] in their study, so that results can be compared. 
 

A. Grid Test Bed 
 
Grid Test bed provides the actual grid like environment with 
a simple web based user interface for submission of jobs, 
registering and de-registering of resources and 
administrative tasks. Fig.2. shows the high level diagram of 
Grid Test Bed environment 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2. High level view of Grid Test Bed used for 

experiments 
A web server listens to the user requests provided to the 
system by web interface. The information provided by the 
user is stored in the database. Users for the system can be 
grid users or resource owners. Grid users send the job 

requests for the jobs to be executed. Job characteristics are 
stored in the database. Grid users also specify the deadline 
time for the jobs. This is the time before which the job must 
be executed. Similarly resource owners use web based 
interface to register and de-register the resources. Whole 
information about the resources is also maintained in the 
database. Scheduling algorithm component provides the 
implementation of proposed HybridSGSA algorithm. 
Resource discovery is done using the ACO based resource 
discovery algorithm as discussed in [10]. Proposed 
algorithm work on the information present in the database 
about various jobs and resources and update the information 
as soon as the job‘s processing is finished. 
 

B. Simulation Model 
 
Grid test bed uses the simulation model as used in [9]. Since 
the results for the most of existing scheduling heuristics are 
already available, hence it is possible to compare the 
performance of proposed algorithm with the existing 
scheduling heuristics. Details of the simulation model are 
discussed in [9]. 
A completion time (CT) matrix is computed based for the 
job completion times on different resources. The prediction 
system in the grid test bed uses this completion time matrix 
to predict the execution time of a job on a resource. CT is an 
N M matrix, which contains an entry for every jobresource 
pair. This entry specifies the completion time for A job on 
that particular resource. 
In the actual grid systems state estimation is generally done 
based on the task profiling and analytical benchmarking. In 
this experimental Grid Test Bed, a pre-computed CT matrix 
is used, instead of actual task profiling. 
A row in the CT matrix contains the completion time for A 
given job on each resource, where as a column consists of 
the completion time of every job on a given resource. 
Hence, for a job Ji and a resource Rj, an entry of the CT 
matrix contains the completion time of job Ji on resource Rj. 
Completion time matrix can be consistent, partially 
consistent or inconsistent that corresponds to the 
homogeneous, semi-heterogeneous, heterogeneous 
environments respectively. Since grid is highly dynamic and 
heterogeneous environment, hence only partially consistent 
and inconsistent matrices are considered for the 
experiments. Furthermore the heterogeneity can be 
considered as machine or task heterogeneity. CT matrix can 
be varied based on low machine or task heterogeneity and 
high machine or task heterogeneity. Taking into 
consideration that grid is highly heterogeneous environment; 
so low and high machine heterogeneity and high task 
heterogeneity CT matrix are considered in experiments. 
 

IV. EXPERIMENTAL RESULTS 
 
This section discusses the experimental details and results of 
proposed HybridSGSA algorithm and its comparison with 
existing algorithms. The objective function of proposed 
algorithm mainly focuses on minimizing two Quality of 
Service (QoS) parameters: 1. Makespan 2. Cummulative 
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time delay in meeting user specified deadlines. Since 
existing results were available for minimizing the makespan 
only, so the results are compared with SA and GSA based 
algorithms from [9], by taking in the fitness function 
F(S). To support the algorithm proposed in this paper, we 
have performed several experiments taking different 
scenarios into consideration. Value of the different 
parameters used in experiments is given in Table 1. 

Table 1: Parameters and their values used in 
experiments 

As per the simulation model, completion time (CT) matrix 
can be of three types: consistent, partially- consistent and 
inconsistent matrices. These can further be varied based on 
low and high task and machine heterogeneity. As grid is 
highly dynamic environment where any machines many 
leave or join at any time, so we have only considered 
partially consistent and inconsistent CT matrices with low 
and high machine heterogeneity and high task heterogeneity. 
Also we have considered 512 16 matrices as given in [9], 
i.e. N = 512 (number of jobs) and M = 16 (number of 
resources). Experiments have been performed for following 
type of CT matrices: 1) inconsistent matrix with high 
machine heterogeneity (IC_HM), 2) inconsistent matrix with 
low machine heterogeneity (IC_LM), 3) partially consistent 
matrix with high machine heterogeneity (PC_HM) and 4) 
partially consistent matrix with low machine heterogeneity 
(PC_LM). Comparison results are presented in graph as 
shown in Fig. 3. It is established from the experimental 
results that proposed HybridSGSA algorithm performs 
better as compared to existing SA and GSA based 
algorithms. 

 
Fig 3: Comparison of SA, GSA and Proposed 

HybridSGSA 

V. CONCLUSION 

In this paper, we have looked at the problem of Grid  
scheduling and proposed, implemented and tested a new 
hybrid algorithm (HybridSGSA) based on SexualGA and 

SA. GA and SA both independently are valid approaches 
toward problem solving. GA can begin with a population of 
solutions in parallel, it has poor convergence properties. SA, 
on the other hand, has better convergence properties but 
cannot exploit parallelism. Furthermore SexualGA based 
selection scheme can better represent the concept of male 
vigor and female choice to more closely mimic the sexual 
selection in the human beings. Hence, it provides the 
advantage of not loosing the genetic diversity that result in 
better control over the selection pressure. The combined 
effect of all these factors makes proposed algorithm very 
effective for finding an optimal or near optimal solution 
quickly when search space is very large and dynamic as in 
case of computational grids. 
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Abstract-In wireless sensor networks (WSN), an ideal 

transport layer needs to support reliable message delivery and 
provide congestion control in an efficient manner in order to 
extend the lifetime of a WSN. The main use of transport 
protocol in WSN is to overcome the congestion and the 
reliability with energy efficiency. In this paper, we develop a 
reliable and energy efficient transport protocol (REETP), 
which mainly focuses on the reliability and energy efficiency. 
Our proposed protocol consist of an Efficient Node Selection 
Algorithm to determine A set of efficient nodes called E-Nodes 
which form a near optimal coverage set with largest area and 
highest residual energy level. The key idea of REETP is to 
transfer encoded packets using LT codes from the source to the 
sink block by block and each block is forwarded to an E-node. 
After receiving encoded packets, the E-node tries to 
reconstruct the original data packets and it encodes the 
original data packets again and relays them to the next E-node 
until it reaches the sink. By simulation results, we show that 
our proposed protocol has more packet delivery ratio with 
reduced packet loss and energy consumption. 
Keywords-Wireless Sensor Networks, Energy 
EfficientTransport Protocol, Efficient Node Selection 
Algorithm,Congestion control, MAC layer. 
 

I. INTRODUCTION 
 

A. Wireless Sensor Networks 
 
Wireless Sensor Networks (WSNs) are highly distributed 
self-organized systems and depends upon a particular 
number of scattered low cost small devices. These devices 
include some strong demerits in terms of processing, 
memory, communications and energy capabilities. Sensor 
nodes collect measurements of interest over a given space 
and make them available to external systems and networks 
at sink nodes. The power saving techniques is commonly 
implemented to increase the independence of the individual 
nodes and this technique makes the nodes to sleep most of 
the time. This can be balanced with low power 
communications which usually lead to multi hop data 
transmission from sensor nodes to sink nodes and vice versa 
[1]. In order to collect the data, WSN uses an event-driven 
model and depends upon the collective effort of the sensor 
nodes in the network. Greater accuracy, larger coverage area 
and extraction of localized features are some of the 
advantages of the event-driven model over the traditional 
sensing. It is important that the preferred events are reliably 
transported to the sink for realizing these potential gains [2]. 
Habitat monitoring, in-door monitoring, target tracking and  
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security surveillance are some of the applications where 
WSNs can be used. WSNs have some problems to be 
overcome such as energy conservation, congestion control,  
reliability data dissemination, security and management of 
A WSN itself. These problems often take part in one or 
more layers from application layer to physical layer and it 
can be studied separately in each corresponding layer or 
collaboratively cross each layer. For example, congestion 
control may involve only in transport layer but the energy 
conservation may be related to physical layer, data link 
layer, network layer and higher layers [3]. 
 

B. Transport Protocols In WSN 
 
The transport protocols in WSN should support 

i. Reliable message delivery, 
ii. Congestion control, and 

iii. Energy efficiency. 
 
The requirement for transport layer protocol in WSN has 
been discussed. The following are the suggestions given by 
the researchers [4]: 

i. Loss detection and recovery can be handled below 
the transport layer and mitigated using data 
aggregation 

ii. Congestion is not an issue because sensor nodes 
spend most of the time sleeping resulting in sparse 
traffic in the network 

 
Generally the deployment of sensor nodes produces 
congestion in WSN in the contradiction to the above 
arguments against the need for a transport layer protocol. In 
the absence of congestion control, data from sensor nodes to 
sink may suffer from channel contention which in turn 
decreases the ability of the sensor nodes to deliver data to 
the sink. Since the layers under the transport layer do not 
provide guaranteed end-to-end reliability, it is inadequate to 
depend upon the loss detection and reliability techniques, in 
the situation where data‘s are delivered reliably in WSNs 
[4]. 
Like other networks, WSNs should have a transport layer in 
order to posses reliable message delivery and congestion 
control. An ideal transport layer needs to support reliable 
message delivery and provide congestion control in an 
efficient manner in order to extend the lifetime of a WSN 
[4]. 
The following are the some of the transport protocols 
developed in the wireless sensor networks [5]: 

i. TCP/IP – Transmission Control Protocol 
ii. PCCP - Priority-based Congestion Control Protocol 
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iii. STCP - Sensor Transmission Control Protocol [6] 
iv. MQQT – Message Queuing Telemetry Transport 

[7] 
v. PORT - Price-Oriented Reliable Transport Protocol 

[8] 
vi. PSFQ - Pump Slowly, Fetch Quickly [9] 

vii. RMST - Reliable Multi-Segment Transport [10] 
viii. ESRT - Event to Sink Reliable Transport [11] 
Except STCP, the above mentioned protocols consider 
either congestion control or reliability guarantees. Some 
protocols use end-to-end and others hop-by-hop controls and 
also some guarantees event reliability and others provide 
packet reliability. The following are the two fundamental 
demerits of the existing protocols for WSNs [5]: 

i. Since sensor nodes in WSNs can be installed with 
different kinds of sensors and used in different 
geographical locations, it may have different 
priorities. 

ii. The existing transport protocols for WSNs assume 
that single path routing us used in the network layer 
without considering the multipath routing. 

We summarize the requirements of a transport layer 
protocol for sensor networks as follows [6]: 
Generic-The transport layer protocol should be independent 
of the application, Network and MAC layer protocols to be 
applicable for several deployment scenarios. 
Heterogeneous data flow support-Continuous and event-
driven flows should be supported in the same network. 
Controlled variable reliability-Some applications require 
complete reliability while others might tolerate the loss of a 
few packets. The transport layer protocol should leverage 
this fact and conserve energy at the nodes. 
Congestion detection and avoidance-The congestion 
detection and avoidance mechanism helps in reducing 
packet retransmissions, thereby conserving energy. 
Base station controlled network-Since sensor nodes are 
energy constrained and limited in computational 
capabilities, majority of the functionalities and computation 
intensive tasks should be performed by the base station. 
Scalability-Sensor networks may comprise of large number 
of nodes, hence the protocol should be scalable. 
Future enhancements and optimizations-The protocol 
should be adaptable for future optimizations to improve 
network performance and support new applications. The 
main use of transport protocol in the wireless sensor 
networks is to overcome the congestion and the reliability 
with energy efficiency. In this paper we develop a reliable 
and energy efficient transport protocol, which mainly focus 
on the reliability and energy efficiency. The paper is 
organized as follows. Section 2 presents the related work 
done and section 3 presents the Efficient Node Selection 
Algorithm. The LT coding technique is described in section 
4 and the proposed reliable and energy efficient transport 
protocol is presented in section 5. Section 6 presents the 
simulation results and the paper is concluded in section 7. 
 

II. RELATED WORK 
 
Sandip Dalvi et al [2] have proposed a transport protocol  

which provides the desired event reliability to the 
application, by distributing the load at a sensor among its 
children based on their residual energies and average MAC 
layer data rate. The event rate distribution happens in such A 
way that the application at the sink gets its required event 
rate and the overall energy consumption of nodes is  
minimized. They have derived a method for computing 
average MAC data rate for these two protocols and using 
simulations they have shown that our transport protocol 
performs close to optimal. 
Nurcan Tezcan et al [12] have addressed the problem of 
reliable data transferring by first defining event reliability 
and query reliability to match the unique characteristics of 
WSNs. They have considered event delivery in conjunction 
with query delivery. They have proposed an energy-aware 
sensor classification algorithm to construct a network 
topology that is composed of sensors in providing desired 
level of event and query reliability. They have analyzed 
their approach by taking asymmetric traffic characteristics 
into account and incorporating a distributed congestion 
control mechanism. They have evaluated the performance of 
their proposed approach through an ns-2 based simulation 
and show that significant savings on communication costs 
are attainable while achieving event and query reliability. 
Yao-Nan Lien et al [13] has proposed the Hop-by-Hop TCP 
protocol for sensor networks aiming to accelerate reliable 
packet delivery. Hop-by-Hop TCP makes every intermediate 
node in the transmission path execute a light-weight local 
TCP to guarantee the transmission of each packet on each 
link. It takes less time in average to deliver a packet in an 
error-prone environment. 
Sunil Kumar et al [14] have studied the performance of 
ESRT in the presence of over-demanding event reliability, 
using both the analytical and simulation approaches. They 
have shown that the ESRT protocol does not achieve 
optimum reliability and begins to fluctuate between two 
inefficient network states. With insights from update 
mechanism in ESRT, they have proposed a new algorithm, 
called enhanced ESRT (E2SRT), to solve the 
overdemanding event reliability problem and to stabilize the 
network. Their simulation results show that their E2SRT 
outperforms ESRT in terms of both reliability and energy 
consumption in the presence of over-demanding event 
reliability. It also ensures robust convergence in the 
presence of dynamic network environments. 
Damayanti Datta et al [15] have proposed a new protocol for 
reliable data transfer in time-critical applications with zero 
tolerance for data loss in wireless sensor networks which 
uses less time and fewer messages in comparison to an 
established protocol PSFQ. The two key features of their 
proposed protocol are out-of-sequence forwarding of 
packets with a priority order for sending different types of 
messages at nodes and delaying the requests for missing 
packets. They have also presented two methods for 
computation of the delay in requesting missing packets. 
 

III. EFFICIENT NODE SELECTION ALGORITHM 
 
Before discussing our proposed reliable and energy efficient  
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transport protocol (REETP) in detail, we present an Efficient 
Node Selection Algorithm (Algorithm 1). In the efficient 
node selection algorithm, we determine a set of efficient 
nodes called E-Nodes which form a near optimal coverage 
with set with largest area and highest residual energy level. 
Also we assume that sensors are able to monitor their 
residual energy because many electronic devices are 
equipped with energy monitoring functions. The energy 
level (EL) of sensors si at the beginning of update interval 
(UI), denoted by EL is calculated as: 

 
where IE is the initial energy corresponding to fully charged 
battery and RE (UI) is the residual energy of sensors si at the 
beginning of the update interval. In each iteration, 
Algorithm 1 selects one node from the unselected sensors 
which covers the largest area with highest residual energy 
level. For this purpose, a weight value is defined to 
represent the weight of a sensing region of a sensor based on 
its residual energy. For a given region, the weight value 
based on the residual energy level of A sensor is: 

 
where EL is the energy level given in (1) and A(Ri) is the 
area of sensing region Ri. Then, we calculate the gain of 
selecting each sensor using the weight value. To do this, we 
first find the size of the area that can be covered by sensor si 

and has not been covered yet. Consider the sensor si with 
sensing region Ri. Let RCS be the area that sensors of C 
covered so far, i.e., RCS                        Beneficial area of si is 
defined to be the region            inside the sensing field 
which has not been covered, i.e., RB = (Ri_A)/RCS. Hence, 
gain function for sensor si is the total weight of its beneficial 
area, which is given as: 
             
Where G(Si) is the gain function and RB is the beneficial 
area. Algorithm 1 is to find a near-optimal coverage set C. 
Then each member of the set C is known as an E-node. 
 
Algorithm 1 

 Let C = 
ii. Let RCS be the total sensing region of C 

iii. Let S-C = {s1, s2…..sn} 
iv. Gmax =0 
v. For each si S - C 

vi. Calculate the energy gain of si 

             
vii. If (ELB _ Gmax) 

                                Gmax = G 
                                temp: = si 
                 End if 
viii. End for 

ix. C = Ctemp 
x. If ARCS , then 

        Return C 
   Else  Repeat from 3 End if 

IV. FEC USING LT CODES 
 
LT codes are rateless because the number of encoding 
symbols which are generated from the data is unlimited. The 
required encoding symbols can be generated immediately. 
From any set of the generated encoding symbols, an exact 
copy of the data can be recovered by the decoder. Thus the 
required encoding symbols can be generated without 
depending on the loss model on the erasure channel. In order 
to recover the data, the generated symbols are sent over the 
erasure channel until the adequate number has been arrived 
at the decoder. The LT codes are near optimal with respect 
to any erasure channel because the decoder can recover the 
data from the near optimal number of possible encoding 
symbols. Moreover, as a function of the data length, the 
encoding and decoding times are very efficient. When 
compared with the previous erasure codes, LT codes provide 
various advantages for different types of data delivery 
applications. Using LT codes, the minimal number of 
encoding symbols can be generated and send the packets to 
the receivers. The minimal number of encoded symbols is 
required to recover the original data from each receiver [16]. 
Robust distributed storage, delivery of streaming content, 
delivery of content to mobile clients in wireless networks, 
peer-to-peer applications and delivery of content along 
multiple paths in order to ensure resiliency to network 
disruptions, are some of the other applications of the LT 
codes [16]. 
 

A. Lt Process 
 
The preferable length L of the encoding symbols can be 
selected. Due to the overheads with the accounting 
operations, the overall encoding and decoding is more 
efficient for larger values of L and this value does not have 
any influence on the history. Sometimes the length L is 
selected to be closer to the length of the packet payload in 
case of transport applications [16]. 
Encoding-The data of length N is partitioned into K=N / L 
input symbols such that each transport symbol is of length 
of L. Each encoding symbols are connected with a key. In 
order to produce the degree and set of neighbors of the 
encoding symbol, both the encoder and decoder applies the 
same function to the key. In order to generate an encoding 
symbol, the encoding symbol may choose each key 
randomly and this key is passed to the decoder along with 
the encoding symbols. Alternatively, each key may be 
produced by a deterministic process, e.g., each key may be 
larger than the previous key. The encoder and decoder have 
the access to the same set of random bits. In order to 
produce the degree and the neighbors of the encoding 
symbol, each key is used as the seed to a pseudo-random 
generator which uses these random bits [16]. 
Decoding-For a given group of encoding symbols and some 
illustrations of their associated degrees and sets of 
neighbors, the decoder recovers the input symbols 
repeatedly using the following rule as long as it applies [16]. 
Since the neighbor is a copy of the encoding symbol, it can 
be recovered immediately if there is at least one encoding 
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symbol which has exactly one neighbor. The value of the 
recovered input symbol is XORed into any remaining 
encoding symbols that also have that input symbol as a 
neighbor. The recovered input symbol is removed as a 
neighbor from each of these encoding symbols and the 
degree of each such encoding symbol is decreased by one to 
reflect this removal [16]. 
 

V. PROPOSED RELIABLE AND ENERGY EFFICIENT 
         TRANSPORT PROTOCOL (REETP) 

 
The key idea of the Reliable and Energy Efficient Transport 
Protocol (REETP) is to transfer encoded packets using LT 
codes, block by block. In order to reconstruct the original 
data packets, the receiver has to receive sufficient encoded 
packets. The REETP has to guarantee that the receiver can 
receive enough encoded packets in such a limited time 
interval. By setting the block size n (i.e., the number of 
original data packets in each block) appropriately, REETP 
can control the transmission time and allow the receiver to 
be able to receive enough packets in order to reconstruct 
original block even in node motion.  
In REETP, a data source first groups data packets into 
blocks of size n. Then the source encodes these blocks of 
packets, and sends the encoded blocks into the network. The 
data packets are forwarded from the source to the sink block 
by block, and each block is forwarded to an E-node. In each 
E-node relay, the sender first estimates the number of 
packets needed to send for the E-node to reconstruct the 
original packets. We call this number as ―MaxPacket‖. 

Within the MaxPacket, the sender pushes the encoded 
packets to the network fast. When the packet is reached, the 
sender slows down pack transmission, waiting for a positive 
feedback from the E-node. After receiving encoded packets, 
the receiver tries to reconstruct the original data packets. If 
the reconstruction is successful, it sends back a positive 
feedback. Upon the reception of a feedback, the sender stops 
sending packets, while the E-node encodes the original data 
packets again and relays them to the next E-node until the 
sink is reached. The operations performed on the sender and 
the receiver (E-node) is described in the following. 
REETP Sender-Estimates the MaxPacket. 

i. Encodes a block using LT codes. 
ii. Pumps encoded packets fast in a random order 

within the 
iii. MaxPacket. 
iv. Sends encoded packets slowly outside the 

MaxPacket. until receiving a positive feedback 
from the E-node. 

REETP Receiver- 

i. Keeps receiving packets until it can reconstruct the 
original data packets, and sends a positive feedback 
to the Sender. 

ii. Encodes the reconstructed packets again and relay 
them to the next E-node. 

From the above description, we can see that REETP reduces 
the burden of the sender and the receiver by requiring only 
one feedback per block. The sender has no additional 
responsibilities except encoding and injecting packets, and 

the receiver only needs to send one feedback after 
reconstructing the original packets. 
 

VI. EXPERIMENTAL RESULTS 
 

A. Simulation Model And Parameters 
 
We use NS2 [17] to simulate our proposed protocol. In our 
simulation, the channel capacity of mobile hosts is set to the 
same value: 2 Mbps. We use the distributed coordination 
function (DCF) of IEEE 802.11 as the MAC layer protocol. 
In our simulation, 100 sensor nodes are deployed in a 1000 
mr x 1000 m region for 50 seconds simulation time. All 
nodes have the same transmission range of 250 meters. The 
simulated traffic is Constant Bit Rate (CBR). The simulation 
settings are summarized in the following table.(Table 1). 
 

 
B. Performance Metrics 

 
We compare the performance of our proposed REETP 
protocol with A MAC-aware Energy Efficient Reliable 
Transport Protocol (MAEERTP) [2] for WSN. We evaluate 
mainly the performance according to the following metrics: 
Average Energy Consumption-The average energy 
consumed by the nodes in receiving and sending the packets 
are measured. 
Packet Delivery Ratio-It is the ratio of the fraction of 
packets received successfully and the total no. of packets 
sent. 
Average Packet Loss-It is average number of packets lost at 
each receiver and the sink. The performance results are 
presented graphically in the next section. 

C. Results 

A. Varying No. Of Sources 

In the first experiment, in order to study the impact of 
increased the number of sources, we vary the no. of sources 
as 2,4,6 and 8 and measure the performance of the protocols. 
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Fig: 1 No. of Sources Vs Packets Lost 

 
Fig: 2 No. of Sources Vs DelRatio 

 
Fig: 3 No. of Sources Vs Energy 

 
Fig.1-shows the packet lost obtained with our REETP 
protocol compared with MAEERTP protocol. It shows that 
the packet lost is significantly less than the MAEERTP, as 
sources increases. From  
Fig 2- we can see that the packet delivery Ratio (PDR) for 
REETP increases, when compared to MAEERTP protocol. 
Fig.3- shows that the average energy consumed by the 
nodes in receiving and sending the data. Since REETP make 
use of energy efficient scheduling, the values are 
considerably less in REETP when compared with 
MAEERTP protocol. 
 

B. Varying The Transmission Rate 
 

In the second experiment, in order to study the performance 
of increased traffic sending rate, we vary the transmission 
rate as 100,200,300,400 and 500Kb to measure the 
performance of the protocols. 

 
Fig: 4 Rate Vs Energy 

 
Fig: 5 Rate Vs Packet Lost 

 
Fig: 6 Rate Vs DelRatio 

 
Fig. 4-shows that the average energy consumed by the 
nodes in receiving and sending the data. Since REETP make 
use of energy efficient scheduling, the values are 
considerably less in REETP when compared with 
MAEERTP protocol. 
Fig.5-shows the packet lost obtained with our REETP 
protocol compared with MAEERTP protocol. It shows that 
the packet lost is significantly less than the MAEERTP, as 
rate increases.From  
Fig. 6- we can see that the packet delivery Ratio (PDR) for 
REETP increases, when compared to MAEERTP 
protocol. 
 

VII. CONCLUSION 
 

In this paper, we have developed a reliable and energy 
efficient transport protocol (REETP), which mainly focuses 
on the reliability and energy efficiency. Our proposed 
protocol consist of an Efficient Node Selection Algorithm to 
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determine a set of efficient nodes called E-Nodes which 
form a near optimal coverage set with largest area and 
highest residual energy level. The objective of REETP is to 
transfer encoded packets using LT erasure codes from the 
source to the sink block by block and each block is 
forwarded to an E-node. The sender first estimates 
MaxPacket which is the number of packets needed to send 
for the E-node to reconstruct the original packets. When the 
packet is reached, the sender slows down pack transmission, 
waiting for a positive feedback from the E-node. After 
receiving encoded packets, the receiver tries to reconstruct 
the original data packets. If the reconstruction is successful, 
it sends back a positive feedback. Upon the reception of a 
feedback, the sender stops sending packets, while the Enode 
encodes the original data packets again and relays them to 
the next E-node. By our simulation results, we have shown 
that our proposed protocol has more packet delivery ratio 
with reduced packet loss and energy consumption. 
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Abstract- Rapid growth in multimedia technologies 

facilitates the acquisition and storage of videos in a cost 
effective manner; leads to the processing of ginormous videos. 
However, for effective processing, suitable search 
methodologies are essential pre-requisite in any video 
processing system. In this paper, we propose a proficient 
content-based video retrieval system with the aid of extensive 
features and LSI. The system is comprised of three stages, shot 
segmentation, feature extraction and retrieval of similar video 
clips. Initially, the system performs the task of shot 
segmentation and feature extraction for every database video. 
In the feature extraction, we extract the most dominating 
features that include motion object, color histogram, texture 
and contour features from every shots. All the extracted 
features that correspond to a video are stored in a feature 
database. In the retrieval of similar video clips, the system 
retrieves a required number of video clips that are similar to a 
given query clip. The retrieval can be accomplished by 
performing the shot segmentation and feature extraction for 
the query clip. Then, the LSI-based similarity is measured 
between the feature set of the query clips and the feature 
database. Hence, the database videos that are relevant to the 
query clip can be retrieved more proficiently using the 
proposed system. Eventually, the system is evaluated by 
determining the precision and recall for different query clips. 
Keywords- Content-based Video Retrieval (CBVR), Shot 
segmentation, Motion Estimation, Gaussian Mixture Model, 
Color Histogram, Query Clip, Latent Semantic Indexing 
(LSI)I. 

I. INTRODUCTION 
 

owadays, it is very easy to acquire, store, upload and 
deliver the video contents because of extreme variation 

in the development of digital devices, Internet 
infrastructures, and Web technologies. The search for video 
content over the Web is yet seems to be extremely difficult 
even after the success of the web search engines. Generally, 
a number of the web search engines index merely the Meta 
data of videos and search them by texts. In video retrieval, 
conventional search engines may be restricted, in case if 
they are devoid of the capability to comprehend media 
contents. By means of the usage of the rich media contents 
for the purpose of video retrieval there must be ample room 
in improving conventional search engines. In order to 
construct future video search engines [1] this has done 
content-based video retrieval (CBVR) a hopeful direction. 
The stability in the numerous video libraries that are 
becoming publicly available at present has resulted in the 
demand for methodologies which are efficient of 
manipulating the video data based on the content [3]. 
However, conventional database management systems  
 

 
which work on relational or object oriented data model yet 
do not offer  sufficient  facilities in  order  to  maintain  and  
retrieve video contents. As we have portrayed in [2], three 
chief reasons can be noted for this: (i) lack of amenities for 
the administration of spatiotemporal relations, (ii) lack of 
knowledge-based methods for deducing raw data into 
semantic contents, and (iii) lack of query representations. 
Owing to the increasing abundance of digital video contents 
effective techniques for analysis, indexing, and retrieval of 
videos according to their contents have turn out to be ever 
more important. Video content is dealt at various levels in 
the existing works: raw data, low-level visual content and 
semantic content [4]. Raw video data consists of 
fundamental video units together with common video 
formats like color, shapes, textures and the like. On the 
contrary, semantic content includes high-level concepts such 
as objects and events. By means of a number of visual 
presentations it is probable to represent semantic content.  
For the extraction of these contents the major difference 
between the two kinds of content is the different necessities. 
The process of extracting the semantic content is 
comparatively difficult due to the fact that domain 
knowledge or user interaction is necessary for this. On the 
other hand the extraction of visual features is naturally 
domain independent [4].  
Based on their visual content such as color distribution, 
texture and shape [5] a number of researchers have paid 
attention on the retrieval of video and image data and the 
approaches works on the basis of similarity measurements.  
VisualSEEk [6], Photobook [7], Blobworld [8], as well as 
Virage video engine [9], CueVideo [10] and VideoQ [11] 
are a few of the prominent examples for image and video 
retrieval systems. Based on the visual image contents the 
image retrieval systems make possible the users to devise 
queries– properties such as color percentages, color layout 
and textures present in the images generally with the 
assistance of instances of prior matches (query by example). 
Some of these systems make use of spatial information and 
allow the user to build queries either by drawing the layout 
of color regions, or by giving the URL of a seed image. In 
the former approaches of video retrieval, functionality for 
segmentation and key frame extraction were combined to 
the existing image retrieval systems. Subsequently after the 
extraction of the key frame similarity measurement based on 
the low level characteristics was applied. The above 
mentioned procedure is not appropriate due to the fact that 
video is temporal data and therefore sequencing of 
individual frames, which produced new semantics which 
may not exist in any of the individual shots, was performed.  

N 
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In recent times, the requirement for intelligent processing as 
well as the analysis of multimedia information has been on a 
stable way up. There are a number of methodologies for the 
video management. For instance the shot transition 
detection, key frame extraction, video summarization and 
video retrieval and further more were developed by the 
researchers. Amongst various methodologies content based 
retrieval is well thought-out to be the most challenging and 
important issue of practical value. Based on the video 
contents via the user interactions [12] it is capable of 
assisting the users in the retrieval of the chosen video 
segments from a huge video database effectively.  
Usually it is possible to segment the video retrieval system 
into two chief constituents. They are as follows: a module 
for the extraction of representative characteristics from 
video segments and one defining a fitting similarity model 
in order to locate identical video clips from video database. 
A number of approaches have made use different features in 
order to indicate a video sequence of which color histogram 
[13], shape information [14], motion activity [15], and text 
analysis [16] are some noteworthy features. In order to 
improve the retrieval performance [17] a few approaches 
concatenated the above mentioned features.  
A novel and efficient CBVR system is offered in this paper. 
From a gathering of videos, alike video clips are retrieved 
for a query video clip is performed in the proposed system. 
The pre-annotation of video shots is not necessitated by the 
proposed system.  Traditionally, in a number of content-
based video analysis techniques available, the first step is to 
separate a video into elementary shots, each one of them 
constituting a sequence of consecutive frames recording a 
video event or scene continuous in time and space. The 
elementary shots in this are composed in order to form a 
video sequence during the video sorting or editing with 
either cut transitions or gradual transitions of visual effects 
for instance fades, dissolves, and wipes.  
As a next step four different kinds of video features, 
comprising motion, texture, color and contour for every 
video shot is extracted in our system. In order to minimize 
the dimensionality of the data, the features to be extracted 
are preferably compact and discriminative. In order to 
symbolize the temporal information of videos, motion is 
considered to be the key feature. For the CBVR, efficient 
motion feature extraction is a significant step.  A Gaussian 
mixture model of texture is stored as another feature. One of 
the most broadly used methods is color histogram because it 
is more robust to changes owing to scaling, orientation, 
perspective, and occlusion of images, which are recognized 
after segmentation process using anisotropic diffusion. As a 
final feature, contour of all the objects in the shots are 
extracted by using sparse field method. After the extraction 
of all the features they are stored in the feature library.  The 
related videos are retrieved when a query clip is provided in 
the proposed system. For that reason, the abovementioned 
four diverse features are extracted for a query video clip and 
are evaluated against the features in the feature library. With 
the assistance of the similarity measure the comparison is 
performed between the query features and the features in the 
feature library. For the purpose of similarity measure 

calculation the proposed system utilizes the LSI method. On 
the basis of the calculated LSI related videos are retrieved 
from the collection of videos later.  
The rest of the paper is organized as follows. A concise 
review of a few of the existing works in CBVR is presented 
in the Section 2. In the section 3 the proposed efficient 
CBVR system is detailed with necessary pictorial 
representation as well as mathematical formulations. The 
outcomes and discussions are described in the Section 4. In 
Section 5 the conclusions are summed up.  
 

II. RELATED WORKS 
 
Our work has been moved by a variety of former works 
available in the literature for CBVR. Few of them are 
described as follows  
Arnab Ghoshal et al. [42] have taken into account the 
consequence of novel sources of video data on the 
performance of content-based retrieval systems. The 
typically utilized visual features contained one source of 
mismatch is demonstrated by them. It is required to carry 
out more work in order to recognize robust visual features 
because the color, edge or texture features are not 
anticipated to be robust to changes in photometric 
conditions. Yet by this moment one can take into account 
learning a set of transforms for matching features from one 
source to another by means of the non-robust features, 
which is a solution that can show the way to improvements 
over baseline conditions. Besides, it is illustrated by them 
that concepts whose location remains comparatively fixed 
are robustly identified in comparison to the concepts whose 
spatial location changes in novel sources. 
A. Dyana et al. [43] have proposed a Gabor filter based 
representation of motion trajectory, for the motion-based 
video retrieval. They proposed a spectro-temporal 
representation of the trajectory, which concerned about the 
process of identifying a set of salient points from the peaks 
(locally) of the Gabor filter responses. The feature set 
(formed by the frequency, temporal location and turning 
direction at each salient point) provided a semantic 
representation of the trajectory. Their approach was a global 
trajectory representation where matching was carried out on 
the basis of the edit distance and was revealed to carry out 
well even for partial trajectory matching. They 
experimented on real world videos. Experimental results 
illustrated that better performance than existing systems on 
the basis of Fourier descriptors, polynomial representation 
and two state-of-the-art methods of symbolic representations 
based on PCA and characteristics of movement. 
Liang-Hua Chen et al. [44] have proposed a video retrieval 
algorithm on the basis of the integration of a number of 
visual cues. On the contrary to key-frame based 
representation of shot, their approach examined all frames 
within a shot in order to build a compact representation of 
video shot. In the video matching step, by combining the 
color and motion features, a similarity measure was defined 
to spot out the occurrence of related video clips in the 
database. For that reason, their approach was able to fully 
make use of the spatio-temporal information contained in 
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video. Experimental results specified that their approach 
was efficient and outperformed a few of the existing 
techniques. 
Dyana A. et al. [45] have proposed a system for CBVR 
based on shape and motion features of the video object. 
They utilized Curvature scale space for shape representation 
and Polynomial curve fitting for trajectory representation 
and retrieval. The shape representation was invariant to 
translation, rotation and scaling and robust with respect to 
noise. Trajectory matching incorporated visual distance, 
velocity dissimilarity and size dissimilarity for retrieval. The 
cost of matching two video objects was on the basis of shape 
and motion features, in order to retrieve alike video shots. 
They tested their system on standard synthetic databases. 
They also tested their system on real world databases. 
Experimental results illustrated good performance. 
Xiao-Ming Chen et al. [46] have proposed a Vector 
Quantisation (VQ)-based video retrieval algorithm by means 
of global motion features. Their contribution comprised of 
two points: first, they designed a VQ-based algorithm for 
getting rid of the singular points in the motion vector space; 
second, they make use of the global motion vector index 
histogram of all frames in the query video clip to match 
those of all video clips in the database. The experimental 
results illustrated that their algorithm could efficiently 
extract the statistical characteristics of the global motion 
features. 
The properties of spatio-temporal volumes in videos and 
proposed a novel and robust video matching framework is 
examined by Arslan Basharat et al. [47]. The basis of the 
constructed volumes is the clustering of the interest point 
trajectories. In order to model the appearance of the volumes 
multiple features comprising color, texture, motion, and 
interest point descriptors are extracted. In order to calculate 
the similarity between the two videos the maximum 
matching problem of the graph formed by the volumes is 
solved. The employment of their proposed video matching 
framework in video matching for retrieval attained very 
challenging as well as competitive performance. 
Alexander Haubold, and Apostol (Paul) Natsev [48] have 
offered an approach for finding out information content 
from two web-based sources. They also illustrated its 
application to concept-based video retrieval. 
Characteristically, the measure employed is the information 
content. On the other hand, rigorous flaws due to outdated 
information from a too small text corpus are demonstrated 
by its underlying database of term frequencies. By means of 
two approaches of retrieving term frequency from web-
based resources it is demonstrated by them that how to 
produce an enhanced information content database. They 
carried out widespread validation of both the approaches 
and determined that in comparison to the commonly used IC 
on the basis of the Brown corpus.  The semantic similarity 
on the basis of the enhanced information content has in 
general a considerably better performance. 
 
 
 
 

III. PROPOSED CONTENT-BASED VIDEO RETRIEVAL 
                                SYSTEM BY EXTENSIVE FEATURES 
 
In this section, we offers an efficient CBVR system which 
retrieves similar videos based on an extensive feature set. 
The video database, which is a collection of video 
sequences, is completely processed offline in our system. 
The proposed system depicted in the figure 1 illustrates the 
fundamental operations performed in the system for the 
retrieval of video clips based on the contents.  

 
Fig.1: Steps involved in the proposed extensive CBVR 

system 
 
On the basis of the shots each individual video is segmented 
and then tracking of the video objects is carried out 
throughout the frames for every shot. The primary step in 
our system is to partition a long video sequence into a 
number of video shots, i.e. shot segmentation, where each 
shot is the fundamental unit for video retrieval. As a next 
step, we are extracting four different types of features, 
namely, motion, texture, color and contour for all the video 
shots. After that the extracted features are stored in the 
feature library. Then the same features (above mentioned) 
are extracted for a query clip (single clip) and are compared 
with the features in the feature library. By means of the 
assistance of LSI similarity measure the comparison is 
carried out. As a final point based on the LSI the videos are 
retrieved from the videos collection.   
 

A. Shot Segmentation 
 
Prior to carry out any video object analysis it is essential to 
split the video into ―chunks‖ or video shots. Scene change 
detection is utilized to carry out the video shot separation, 
no matter whether it is abrupt scene changes or transitional 
(e.g. dissolve, fade in/out, wipe). Meng et al. [18] have 
presented an effective scene change detection algorithm that 
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functions on compressed MPEG streams.  Consequently, the 
heuristic models of abrupt or transitional scene changes are 
verified by means of these measurements [19]. Nowadays, 
the majority of the video retrieval or scene change detection 
systems make use of shots as the basic element in the video 
database [23]. 
A shot is defined as a sequence of frames taken by a single 
camera without any major variation in the color content of 
consecutive images. Due to this purpose a number of 
researchers employed robust techniques on the basis of the 
color histogram comparison. Hereby, we have utilized an 
approach to extract the frames belongs to similar shots based 
on DCT and Euclidean distance. As we have already known, 
a video is a collection of frames. Consider the given a video 
clip has fn  number of frames and we have to segment 

these frames based on the shots in that video. In our 
segmentation approach, we have divided each frame into 
several numbers of blocks and DCT will be applied to every 
block of the frame. The DCT calculation is performed as 
After this calculation, we have DCT values for all the 

blocks. Hence the vector has been formed as )(
),(

j
vu i

B which 

is constituted by the DCT values of fb nn   blocks where 
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calculation can be given as 
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Then as the next step of shot segmentation, Euclidean 
distance is calculated between two blocks of consecutive 
frames. This can be performed as follows 
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By equation (2), a Euclidean distance for each block will be 
calculated. Then for a single frame, average of Euclidean 
distance of bn  blocks will be calculated as  
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Thus we have obtained a single Euclidean distance value for 
each frame which is the average of the Euclidean distances 

of all the blocks of the corresponding frame. This Euclidean 
distance will be subjected for a criterion which will segment 
the whole clip into segment of shots as follows 
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Based on the criterion described in the equation (4) and (5), 
the segments are obtained on the basis of shot change. Each 
frame is tested with the mentioned criteria sequentially and 
then on the basis of the criteria results, segmentation of the 
video clips based on the shots change is obtained. Now, we 
have the sn number of segmented video clips based on the 
DCT combined with Euclidean distance. These segmented 
frames will be subjected for the next process of Motion 
object detection, a process of extracting the moving object 
from a frame comprised by motion and still object.  
 

B. Feature Extraction 
 
In this subsection the extraction of features from the 
segmented shots is explained in detail.  For instance, A shot 
of a person (the person is the ―object‖ here) walking can be 
segmented into a collection of adjoining regions which are 
differing in criteria such as shape, color, Edge and texture, 
on the other hand all the regions may be consistent in their 
motion attribute. A feature can be considered to be good if 
and only identical objects are close to each other in the 
feature space, and different objects are far apart [33]. The 
features which are extracted from our system are as follows: 
Motion estimation, Texture model, Color Histogram and 
Object contour. For all the video shots the abovementioned 
features are extracted and stored in the feature library. 
 

i. Motion Estimation 
 
Apart from the typical image features for instance color, 
texture and shape, motion is considered to be the most 
significant feature in video which signifies two dimensional 
temporal change of video content [24]. By means of the shot 
segmentation, a single video clip will be segmented into 
several video clips based on the change of shot. Each such 
video clip is a collection of frames which belongs to the 
same shot. These frames are now subjected for detecting the 
objects which exhibits motion. In terms of motion, videos 
and images can be considerably differentiated. Several 
applications such as motion based segmentation, and 
structure from motion make use of the motion information. 
The major focus of this sub-section is the detection of 
moving object and the estimation of its moving direction. A 
number of significant applications in the areas of computer 
vision and video processing make use of the estimation of 
motion. One of the applications that involve a direct 
appliance of motion estimation technique [25] is motion 
compensation based video coding. Several efforts have been 
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made on motion estimation in the past two decades which is 
even now one of the most active research areas in video 
analysis. On one hand, motion can help in finding 
interesting objects in the video [26]. In our system an 
innovative approach for motion estimation is proposed. 
Initially, an operation of subtraction is performed between a 
selected numbers of frames as  
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In equation (6), 1)1(2  jk  . This means odd number 
of frames is selected for the process of detecting the motion 
object. Selection like this exposes the motion object clearly 
because when the operation mentioned in the equation (6) is 
performed, an abrupt change of position of an object from 
one state to another obtains clearly. The number of frames 
thus obtained by the subtraction operation is given by  
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Then the resultant frames are converted into binary frames. 
Over these binary frames, a morphological operator is 
applied. On these binary frames the operator undergoes 
morphological closing and returns the closed frames. ‗Disk‘ 
is the structuring element used here to perform the suggested 
morphological operation. After the operation, the objects 
which exhibit motion in each frame are extracted. Then the 
motion direction is determined by calculating gradient and 
then orientation as follows 
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In equation (8), gradient of the thk block of the thl shot is 
determined. Then the further vectors are determined as 
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Then with the gradient calculation, orientation vector is 
determined for each frame as 
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Then the angle of direction of motion is determined as  
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In equation (15), two conditional variables are used which 

can be given as 
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Thus obtained direction of the motion object is stored in the 
feature library for further process of the proposed CBVR. 
 

ii. Extraction Of Texture Features 
 
For the proposed CBVR, the next feature to be extracted is 
the texture pattern of the frames. Hereby, we are using 
Gaussian mixture model to extract the texture features of 
frames. Before employing the Gaussian Mixture Model, the 
frames in RGB color space are converted to YCbCr color 
space. Then they are subjected for Gaussian Mixture 
Modeling. Mixture Models are a type of density model 
which consist of a number of component functions, 
generally Gaussian. In order to offer a multimodal density, 
the component functions are joined. Mixture models are a 
semi-parametric substitute to non-parametric histograms 
[20] (which can also be used as densities) and offer better 
flexibility and precision in modeling the underlying statistics 
of sample. They are capable of smoothing over gaps 
resulting from sparse sample data and offer tighter 
constraints in assigning object membership to color-space 
regions. A precision like this is essential in order to acquire 
the best results possible from color-based pixel classification 
for qualitative segmentation requirements. 
Once a model is produced, conditional probabilities can be 
computed for color pixels [21]. Gaussian mixture models 
can also be seen as a form of generalized radial basis 
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function network in which every Gaussian component is a 
basis function or `hidden' unit. The component priors can be 
viewed as weights in an output layer. Finite mixture models 
have also been discussed at length elsewhere [20], [22], [27] 
and [28] even though the majority of this work has 
concentrated on the general studies of the properties of 
mixture models rather than developing vision models for use 
with real data from dynamic scenes.  
Given a texture vector which is indicated as where n is the 
dimension of the feature vector. We model the distribution 
of all samples by the following formula [29]: 
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where )(xpi  is a normal PDF which is a component of the 
GMM. It is parameterized by a mean vector i  , and a 

covariance matrix iR  : 
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i is the weight of the component )(xpi , 10  i for 

all components, and 1 i . Mixture model specified 
in the equation (17) is called the Gaussian Mixture Model 
(GMM) [29]. 
In our work, GMM is applied for texture extraction as stated 
earlier. Prior to model, each frame is partitioned into several 
blocks and then DCT calculation is applied to each block 
followed by zigzag scanning of the same. The Gaussian 
mixture model for texture for image retrieval is detailed 
clearly in [29], [31] and [32]. Based on the GMM, clustering 
is performed, which is among the majority of statistically 
mature methods for clustering. GMM dedicatedly 
performing for clustering operation is given in [34] provides 

cn  number of clusters. The covariance matrix R  is 

calculated for the th
cn  cluster. The covariance matrix of a 

frame jR  is determined by the mean value of the 

covariance matrix of the blocks corresponds to the frame.  
 

iii. Color Histogram 
 
The color histogram is widely used as an important color 
feature indicating the content of the image [35], due to its 
robustness to scaling, orientation, perspective, and occlusion 
of images [30]. Initially, a smoothening operation is 
performed over each frame of the shot segmented clips. 
Anisotropic diffusion is utilized in our proposed CBVR 
approach for the smoothening the frames, prior to color 
histogram 
Anisotropic diffusion is an excellent method for image 
denoising, which was first introduced by Perona and Malik. 
It prefers intra-region smoothing to inter-region smoothing, 
and is thus capable to smooth the noise when keeping the 

boundaries from being smoothed [36]. For  tf , , a 
sequence of frames, the anisotropic diffusion is given by  
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where,  div  is the divergence operator, ),,( tbac is the 
diffusion co-efficient and f denotes the gradient. From the 
Anisotropic diffusion, smoothed frames are obtained in the 
RGB color space. For these frames color histogram is 
obtained, by means of a three dimensional vector 
representing RGB respectively followed by a normalization 
function which converts the three dimensional vector into a 
single dimensional vector. Hence the color histogram, 
another important feature for the proposed CBVR scheme is 
extracted.  
 

iv. Contour Detection 
 
Contour (or) Shape features generally necessitate that 
images have segmentation information available which 
makes them useless for numerous tasks. On the other hand, 
different edge histograms that can be taken into account as 
statistical shape features do not want segmentation which 
has made them popular in Content Based Retrieval 
applications [37]. As initial process, the RGB image is 
converted into grayscale and then binary image. For both the 
combination of the grayscale and the binary image, sparse 
field method, an active contour method is applied. The 
sparse field level set method which was introduced by 
Whitaker in 1998 eliminates the time complexity [38]. It 
makes use of a set of linked lists to track the active voxels 
around the interface. This permits incremental extension of 
the active region as needed without incurring any important 
overhead. Though it provides less computational 
complexity, it requires more storage space.  
The sparse-field algorithm utilizes an approximation to the 
distance transform that supports to re-compute the 
neighborhood of the level-set model in every time step. 
Therefore, it obtains the maximum narrow-band strategy; 
determines one point wide updates on a band of grid points. 
By means of the up-wind scheme and the mean-curvature 
flow the values of the points in the active set can be updated. 
While computing updates on so few points maintaining a 
neighborhood around those points is must therefore accurate 
derivatives can be determined that are controlling the 
process. The strategy is to make the embedding wide from 
the active points outward in layers in order to generate a 
neighborhood around those points that is precisely the width 
required to calculate the derivatives for the next time step.  
This approach has a number of advantages. The algorithm 
does exactly the number of calculations required to compute 
the next position of the level curve. It does not require 
explicitly recalculating the positions of level sets and their 
distance transforms. In the sparse-field algorithm the 
number of points being computed is so little, it is possible to 
use a linked-list to keep track of them. In addition, the 
sparse-field approach recognizes a single level set with a 
particular set of points whose values control the position of 
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that level set. This permits one to compute external forces to 
an accuracy that is superior to the grid spacing of the model 
[38] [39].  So, the contour of the objects, one of the 
significant features from all the shot segmented frames is 
obtained. 

C. Retrieving Video Clips Based On The Query Clip 
 
For all the video shots in the database the motion 
orientation, texture model, color histogram and shape 
features are extracted by means of the approaches stated in 
the preceding subsections and stored in the feature library. 
Based on the input query clip, in our CBVR system, the 
related videos are retrieved from the video database in our 
content-based video retieval system. For the query clip the 
abovementioned features are calculated and evaluated 
against the features in the feature library. With the help of 
the similarity measure the comparison of the features is 
performed. In our system we have employed the LSI as 
similarity measure and so the similar videos are retrieved as 
a final point.   
 

i. LSI Based Similarity Measure 
 
For a specific retrieval system when the feature set is fixed, 
the researchers can possibly develop is the similarity 
measure. Obviously, the similarity measure plays an 
important role as the original feature space in deciding 
―close‖ or ―far‖. Among the broadly used similarity 
measures euclidian distance and other Minkowski-type 
distances are a noteworthy few. For similarity measure 
computation we have utilized LSI method for in our system.   
For information retrieval, Matrix computation is used as a 
basis in the retrieval strategy called LSI [40]. The premise is 
that more conventional retrieval strategies all have problems 
because they match directly on keywords. Since by means 
of many different keywords the same concept can be 
described, this type of matching is prone to failure. LSI 
attempts to search for something that is closer to represent 
the underlying semantics of a document. By means of 
matrix computation the searching is performed in particular 
Singular Value Decomposition (SVD). The noise found in a 
document is out by these filters, such that two documents 

that have same semantics will be located close to one 
another in a multi-dimensional space [41]. 
For the query clip, the required features are extracted as 
discussed in the sections. The query clip feature and each 
element of feature library are applied for LSI. The LSI 
determines the similarity of the query clip feature with the 
feature library element. The LSI procedure involves 
Singular value decomposition (SVD) of the term- document 
matrix A  which can be given as   

TUSVA                                     (20) 
 
In the equation (20), nmRS   is a diagonal matrix with 
nonnegative diagonal elements called the singular values, 

nmRU   and nmRV  are orthogonal matrices. . The 

columns of matrices U  and V  are called the left singular 
vectors and the right singular vectors respectively. The 
decomposition can be computed in such a way that the 
singular values are sorted by decreasing order. Only a few 
largest singular values of A and the corresponding left and 
right singular vectors are computed and stored in memory 
rather then finding out all. The number of singular values 
and vectors which are computed and kept in memory can be 
selected as a compromise between the speed and precision 
ratio of the LSI procedure. Based on the mean similarity of 
all the features, the video clips in database which are alike to 
the query clip are obtained. Thus obtained video clips are 
similar to the query clip that is retrieved on the basis of 
contents of the clips.  
 

IV. RESULTS AND DISCUSSION 
 
The proposed CBVR system has been validated by querying 
some video clips and we have checked the resultant clips 
retrieved. For the purpose of validation, we have 
implemented the proposed system in the working platform 
of MATLAB (version 7.4). We have affixed some of the 
intermediate results obtained at the end of each step 
included in our retrieval system.  
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 (a) 

(b) 
Fig. 2: Shots obtained after shot segmentation from a video clip (a) frames belongs to one shot (b) frames belongs to 

another shot 
 

Fig. 3: Motion object detection from segmented video clip 
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Fig. 4: YCbCr color space converted clips from RGB color space for Gaussian mixture model 
 

Fig. 5: Sample frames and their corresponding color segmented frames 
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Fig.6: Color histogram for normal frames and the color segmented frames 
  

Fig. 7: Contour of the object present in the corresponding frames extracted from the shots 
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 (ii) 
Fig. 8 (a): Results of the proposed CBVR system: (i) input query clip and the (ii) retrieved video clips 

 

 
(i) 
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(ii) 
Fig. 8 (b): Results of the proposed CBVR system: (i) input query clip and the (ii) retrieved video clips 

 
Figure 2 shows some sample frames of the segmented shots 
which are obtained from a single video clip. Figure 3,4,5 
and 6 illustrates extracted objects which exhibits motion in 
the shots obtained after the application of morphological 
operator, RGB to YCbCr color space conversion output for 
Gaussian mixture model, some sample frames and the 
corresponding color segmented frames based on Anisotropic 
diffusion and color histogram for the shots respectively. 
Figure 7 depicts the object contour of some sample frames 
of the shots. Figure 8 details some input query clips and the 
corresponding video clips retrieved by the proposed content 
based-video retrieval approach. For the given query clips, on 
the basis of videos retrieved, we have determined the 
 

 
precision and recall for the proposed system. The precision 
and recall measurements are the more frequently using 
measurements to analyze the performance of an image 
retrieval system which can be defined as 

     
      
imagesretrievedofnumberTotal
selectedimagesrelevantofNumberprecision   

 

datasettheinimagessimilarofnumberTotal
selectedimagesrelevantofNumberrecall

       
        

Some of the query clips utilized for the precision and recall 
calculation is given in the figure 9. 
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fig. 9: The input query clips, Q1, Q2, Q3, Q4  and Q5 given to the proposed system for precision and recall 
calculation 

  
For the entire given query clips Q1, Q2, Q3, Q4 and Q5 as 
illustrated sequentially in the figure 9, precision and recall 

have been determined and the values are tabulated in the 
table 1.  

 
Table 1: Precision and Recall for a given set of query clips 
Sl. No. Query clip  Precision Recall 

1 Q1 0.13 0.93 
2 Q2 0.29 0.87 
3 Q3 0.38 0.85 
4 Q4 0.76 0.39 
5 Q5 0.89 0.28 

In the table 1, we have given a sample of five query clips 
and the corresponding precision and recall values and figure 

10(a) and 10(b) gives the precision-recall plot for the query 
clips

. 
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fig. 10(a): precision plot for the input query clips 

 

fig 10(b): Recall plot for the input query clips 
 
For the given five input query clips Q1, Q2, Q3, Q4 and Q5, 
we have plotted the precision – recall graph. From the 
graph, it can be decided that the proposed system exhibits a 
good acceptable precision and recall which proves the 
system as more effective. 
 

V. CONCLUSION 
 

The content-based retrieval of visual information is a 
growing area of research that has gained the attention of the 
research community in the recent past. We have offered an 
extensive CBVR system in this paper. With the help of the 
proposed approach the elementary shots in the long video 
sequence are separated effectively. Then, in the feature 

library, the features like motion vector, texture model, color 
histogram and objects‘ contour of the video sequence are 
extracted and stored. Similarly the features of the query clip 
are extracted and evaluated against features in the feature 
library. By LSI the comparison is carried out efficiently. 
Related videos are retrieved from the video database more 
effectively as the retrieval is based on the four different 
features. Use of the LSI for similarity measure added more 
proficiency to the proposed CBVR system. 
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Abstract- The efficient development and prospective 
evaluation of valid service scenarios is a critical success factor 
for companies. With an increasing complexity of service 
provision the planning process gains importance. But the 
process of planning a service and optimizing the underlying 
service plan still lacks adequate knowledge and support. 
Existing approaches are not suitable for an optimization of 
services with regard to productivity prior to their 
implementation. To achieve efficient services, the concepts for 
service productivity are reviewed and novel aspects of a 
developed Genetic Algorithm (GA) for solving the resource 
constraint service scheduling problem are presented. The GA 
is verified and validated based on a case study in the German 
chemical industry. Due to the extensive documentation of this 
company, detailed information about task structure and 
workload could be gathered and used for model development. 
The results of the validation study confirm the structural and 
external validity of the developed project model. Therefore, the 
proposed GA-based optimization method has demonstrated its 
validity and utility in this particular application domain. 
Keywords- optimization, Genetic Algorithm, Service 
Productivity, Service Management. 

 
I. INTRODUCTION 

 
ervice science focuses on studying the characteristics of 
service processes intending to simultaneously reduce 

service lead-times, reduce cost, and improve quality. Several 
formal theories of service management have been published 
(Koumpis, 2010). While the relevant authors fail to agree on 
a single theory of best service processes as a benchmark for 
a service enterprise, four facts in terms of planning service 
operations are generally regarded as important: (1) 
Uncertainties regarding the duration of activities are a 
typical characteristic of service projects (Blackburn, 1991), 
(2) predecessor constraints of tasks within a (service) project 
are not strictly specified and are therefore often refined with 
respect to the situation and the person (Eppinger et al., 
1994), (3) the assignment of actors and resources (tools, 
facilities) to tasks is a complex resource constraint 
scheduling problem whose solution determines the service  
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lead-time (Hildum, 1994), (4) iterations are a characteristic 
of complex services as well as a major source of unexpected 
rework and budget overruns (Reijers, 2003). Due to these 
facts, both the prospective evaluation of uncertainty and the  
consideration of complexity have become central issues in 
developing a service organization. Research in this field has 
shown that modeling provides an avenue to improved 
understanding and optimization of service operations 
(Barnard, 2006). Optimization of a service organization and 
the underlying service processes can be achieved in several 
ways: 
Improving the sequence of activities to streamline the 
workflows, which directly determine the service provision 
(Eppinger et al., 1994); developing simulation models to 
describe, evaluate and minimize uncertainty of a service 
process due to adding actors and resources to bottle neck 
tasks (Yassine & Braha, 2003). Instability can be reduced by 
reordering tasks and considering alternative options so that 
the effects of delayed activity processing and feedback are 
minimized. Thereby, an ideal work organization is defined 
as one with no iterations (Yassine et al., 2007) and which 
fully achieves the planning objectives. However, in real 
complex service projects, an optimal sequence of activities 
as well as assignment of actors and resources is unlikely to 
be uncovered. Thus, a heuristic for the development of an 
optimal service provision is still missing. Therefore this 
paper focuses on a genetic optimization heuristic to improve 
the productivity of service projects. The approach has to be 
suitable for decision support in the context of developing a 
service plan. 

II. SERVICE PRODUCTIVITY 
 
A theoretical concept or a procedure model to evaluate the 
effectiveness of services is missing. To close the lack of 
knowledge the German Federal Ministry of Education and 
Research set up the research program ―productivity of 
services‖ in 2009 to identify the success parameters of 
efficient services. The incentive for such a research program 
was the missing of a general theory for service productivity. 
Existing definitions of service productivity are based on 
elements of definitions for production processes. In the 
context of production, the term productivity is understood as 
the alignment between the entire output and the input used 
(Ojasalo, 1999). A measurement of the input parameters, 
e.g. labor, capital, energy, material and information (Sink, 
1985) is a central challenge for service science. But also the 
definition of a valuation baseline is compared to the 
evaluation of a production processes difficult to achieve due 
to weakly structured service operations and a high impact of 
actors‘ behavior (Ojassalo, 1999). In particular for service 
providers, the dependence on superordinate workflows leads 

S 
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to a close cooperation between different actors (Cerasale, 
2004). Similar to the lack of methods for a precise 
measurement of the input parameters, an approach for the 
evaluation of output parameters is missing. Apart from the 
quantitative parameters (quantity of service per time period, 
costs, utilization of the workforce) especially the ―soft‖ 
parameters for the evaluation of service productivity are of 
high relevance, e.g. customer satisfaction, workload of 
employees (Karapidis, 2005). Although, the comprehension 
of the term ―service productivity‖ is related to the definition 
of production productivity (Johnston & Jones, 2003) a 
general approach to determine a service specific basis of 
valuation is missing. On the basis of experience with 
simulation models for the development of production 
processes a simulation based evaluation of service 
productivity seems promising. Therefore, the following 
aspects have to be considered: 

i. The measurement of productivity is distorted due to 
physical distinction during the analysis of inputs 
and outputs, which are scaled in most cases in 
different units (Johnston & Jones, 2003). 

ii. The high number of combinations between 
different characteristic of outputs and inputs as well 
as missing restriction of productivity ratios does 
not provide valid indicators of performance (Sink, 
1985; Johnston & Jones, 2003). 

iii. The significance of the productivity ratio is limited 
due to the insulated view from other performance 
factors (e.g. the demanded productivity or internal 
bench marks) (Sink, 1985). 

iv. The characteristics of elements (activities, actors 
etc.) and relations (iterations, overlapping of 
activities etc.) of a service organization are fraught 
with uncertainty. Groenross (2000) describes a 
service provision as an open process by which 
changes in the input variables (such as employees, 
systems, physical resources and technologies, and 
customer participation) influence the efficiency of 
the process. 

v. The behavior and the decision making of actors 
have a high impact on service productivity 
(Cerasale, 2004). This must take into account that 
services operations are not exclusively designed 
and implemented by the service provider due to the 
fact that there are strong interrelations to the 
customers as well as the suppliers (Edvardsson & 
Olsson, 1996). 

Ojasalo (1999) assumes that existing economic approaches 
cannot adequately describe or measure service productivity. 
In this context (Groenross & Ojasalo, 2004) asserted that the 
comprehensive analysis of service productivity is still at the 
beginning. Due to the fact that only a few papers about 
service productivity were published during the last five 
years, a research gap can still be identified. Therefore, only 
a few detailed models can be found in literature that explain 
the complexity and multidimensionality of service 
productivity, e.g. Corsten & Stuhlmann (1998), Groenross & 
Ojasalo (2004), and Johnston & Jones (2003). However, all 
these models are very generic and limited with regard to 

their applicability by service managers. Thus, an efficient 
design of service operations and the application of the 
methods to real service processes are missing. 
The approach presented in this paper focuses on a 
simulation based model to measure service productivity. It is 
suitable for the decision support in the context of service 
design and considers the cooperation of enterprises, 
suppliers and subagents. Thereby, retrospective methods of 
analysis are not accessible for the prospective evaluation of 
different service scenarios (Winkelmann & Luczak, 2006) 
and are not considered for the development of an 
optimization heursitic. 
 

III. GENETIC ALGORITHM FOR THE OPTIMIZATION 
                                            OF SERVICE PRODUCTIVITY 
 
Genetic Algorithms (GA) are robust stochastic search 
algorithms inspired by the process of biological evolution 
and are often used for scheduling problems (Koza et al., 
2003). This class of optimization heuristics considers a set 
of population of solutions as opposed to only one solution 
throughout local search. Following an initial population with 
several individuals through a random generation, new 
individuals are produced by mating two existing ones 
(crossover operation) and/or by altering an existing one 
(mutation operation). Thereby, an individual represents a 
solution to the optimization problem. Selection scheme 
determines which individuals survive via evaluating fitness 
or objective function. The fittest individuals take over next 
generation while the others are deleted. This optimization 
process finishes with a convergence to an optimal or near-
optimal solution. The structure and the operations of 
Standard Genetic Algorithms (SGA) for scheduling 
problems are widely mentioned in literature (Koza et al., 
2003) and are not further covered in this paper. The novelty 
of the presented GA is the characteristic of a chromosome, 
the transformation of the modified chromosomes into a 
detailed, feasible service organization model and the 
evaluation of the service plan quality. These three aspects 
allow the initial description of uncertainty and stochastic 
events within a service organization. 
 

I. Genetic Representation Of A Service Organization 
 
The chromosome consists of a number of genes 
corresponding to the number of activities in a service project 
or a multi service portfolio of a company. More precisely, a 
gene represents an activity and has therefore a unique 
identification number (ID). By the use of an ID, the loci of 
genes do not necessarily have to be fixed. Each gene 
consists of several attributes (Fig. 1): 

i. Status Of Activity- The boolean value (true, false) 
indicates if the activity is an integral element of the 
service plan. Due to this construct the alternative 
execution of activities or a sequence of activities 
can be described. 

ii. Starting time ti- The value defines the starting time 
of the activity i and describes the work on 
predecessor activities j completed by that time. 
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iii. Within a predetermined range [0, 2.5] the value zi 
is randomly selected during the optimization 
process: 

                 zi < 1; Overlapping of activities i and j, 
             zi = 1; Starting time of activity i and end time of          

activity j are identical. 
zi > 1 Pause between the end time of activity j and                

the starting time of activity i. 
iv. Actor: The value references to the characteristic of 

at least one actor who has to execute the activity. 
Thereby, the assigned actor fulfills the formal 
qualifications required by the task. 

v. Duration of Activity di: The attribute describes the 
duration of the activity i. The stochastic parameters 
(variance of estimation errors, random events etc.) 
and deterministic parameters (effect of complexity 
of task etc.) are integrated in this value.  

vi. Events: The attribute ―events‖ describes the 
occurrence and the structure of an iteration. The 
information about the characteristic is stored in the 
gene which triggers the event. 

vii. Additional Information: The information on the 
probability of the occurrence of this specific 
activity characteristic is stored in the gene. This 
information is used during the optimization process 
to calculate the probability for the occurrence of the 
generated service process. 

 
            Fig.1. Gene structure 

The values of starting time ti and duration di are used to 
clearly assign the activity into a plan for service provision. 
Except the gene‘s ID, which is internally stored by the data 
structure, the attributes of the gene are subject to crossover 
and mutation operations and will be changed during 
evolution. Based on the description of the most important 
and widely used types of genetic representation by Rothlauf 
(2006), the developed encoding can be characterized as a 
real-valued messy representation. The position of genes and 
the corresponding real value are coded together in the string. 
Thereby, the encoding is independent of the position of the 
alleles in the chromosome. 

 
 

II. Gp Mapping 
 
A chromosome (genotype) represents an individual and is a 
blueprint for a service organization. Based on the 
information of varied, unvaried chromosomes and data base 
entries the genotype-phenotype mapping fg (GP-mapping) is 
used to generate a feasible, detailed service process for an 
individual. Information about the characteristics of actors 
and activities is stored in a central data base and is not 
varied during optimization. The developed algorithm 
therefore concerns only for the attributes of the genes of an 
individual. A mapping results in a description of a detailed 
service organization which includes information about the 
sequence of activities, the assignment of actors to tasks as 
well as further characteristics of the service scenario, i.e., 
the starting time and the durations of activities, the 
probability of the occurrence of the service scenario, etc. 
Uncertainties within a service organization are modeled by 
stochastic variables and are interpreted during the 
optimization process by the GA. Within a population the 
stochastic elements of the service model lead to a variety of 
heterogeneous individuals. Although uncertainties of service 
projects have been considered in the approach, due to the 
novel genotype structure and fg, the mapping of a specific 
characteristic of a genotype into a phenotype always 
generates an identical service organization. The steps for the 
GP mapping process are as follows: 
Step 1-A gen (activity i) is randomly chosen from the set of 
genes of an individual. At the same time the algorithm 
verifies whether the activity i is already a part of the 
developed service organization and its predecessors 
activities have been sufficiently processed. If not, step 1 is 
continued until an activity i is found.  
Step 2-Assignment of actor(s) to the activity i according to 
the ID of an actor stored in the gene. 
Step 3-The exact duration of activity i is listed in the gene. 
The calculation of the value is done before the GP-mapping 
by the mutation operator and is based on: 

i. Basic effort de(i) of activity i estimated by experts 
ii. Qualification q of assigned actor 

iii. Random value h, to consider the estimation errors 
of the requested durations – probability 
distribution, e.g., Gaussian, right- or left-skewed β-
distribution. 
The duration d of activity i is calculated:  
di = de(i) • q • h. 

Step 4- Calculation of the absolute starting time tj of activity 
i, based on: 

i. Time period related to the end time of predecessor 
activities tj (variable factor zi, stored in gene) 

ii. Starting time and duration of the predecessor(s). 
iii. The absolute starting time ti is calculated as 

follows:  
ti = tj + (zi • dj). For activities with more than one 
predecessor: ti = max { tj + (zi • dj) | j = 1, …, n} 

Step 5- In this step it is verified if the assigned actor 
executes an activity j, j≠i at any particular time of the period 
pi:  
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i. Status of the actor (employed, unemployed) during: 
pi = ti + di 

If the actor is unemployed during pi the assignment leads to 
a change of the status (employed). If an actor is employed, 
the starting time of the activity i is modified under 
consideration of the predecessor constraints. For the 
identification of a valid placement the starting time is 
iteratively modified: ti = max { tj + 1 + (zi • dj) | j = 1, …, 
n} until a valid solution is found. 
Step 6- Activity Freeze – the parameters of the activity are 
defined (global starting time, duration etc.) and the activity 
is placed in the plan. 
Step 7- The steps 1 to 6 are repeated until all tasks of a 
chromosome have been placed for the development of a 
comprehensive service organization. 
 

III. Evaluation Of Plan Quality 
 

The development of efficient service organizations has to be 
characterized as a multi-criteria optimization problem. 
Thereby, the planning objectives are often complementary 
or conflicting. This can result in a plurality of optimal 
solutions, but only according to a specific objective or a 
target combination. Therefore, one optimal plan can only be 
identified if a prioritizing of objectives is given. Otherwise a 
pareto front with different optimal solutions must be 
approximated. In subject to the personal preferences of the 
planner a solution can be situation-related selected. 
The planning problem considered here has a two-
dimensional targeting vector (minimization of service 
budget and service duration). Two-dimensional targeting 
vectors are partially ordered, i.e. two vectors are 
incomparable if each of them contains a more advantageous 
component. A vector dominates another one if at least one 
component shows a better value and is not concurrently 
worse in any other component. For example, the Individual 
No. 1 is dominated with regards to time- and cost-targets by 
five individuals (Fig. 2). To quantify the performance of the 
generated individuals, the S-metric by Zitzler et al. (2006) 
was implemented for the GA. This metric has been deemed 
one of the fairest and most useful existing methods for the 
evaluation of multi-criteria solutions (Zitzler et al., 2006). 
The metric measures the dominated hyper volume. The 
volume describes the area of a solution space and those 
vectors which are worse than at least one individual of the 
set. The S-metric value is to be maximized, which can 
graphically be regarded as the conquest of the solution 
space. It is further necessary to distinguish between two sets 
of individuals non-dominated and dominated vectors. If a 
population contains dominated individuals, the one with the 
highest dominance value is removed. The value describes 
the number of individuals which are dominated by a 
solution. If a population contains only non-dominated 
individuals, the one with the lowest s-metric value (hyper 
volume) is deleted. Thereby, the hyper volume is the sub-
space which is only dominated by a single individual (Fig. 
2). To minimize the loss of quality the GA selects in a case 
of exclusive non-dominated individuals the one with the 
smallest s-metric value. For the dominated individuals a 

further VS-metric value is calculated. This value describes 
the smallest distance of a dominated solution to a non-
dominated pareto-optimal solution. Thus apart from the non-
dominated individuals, the dominated individuals are 
sequenced in an ascending order. 

Fig. 2. Pareto front with optimal solutions and solutions 
identified by participants 

 
IV. VALIDATION STUDY 

 
An experimental study and a case study in a medium-sized 
enterprise in the German chemical industry were conducted 
to verify and validate the developed GA.  
The goal of the experimental study was to compare service 
plans generated by the GA with solutions developed by 
humans. Therefore, an existing measure of problem solving- 
and planning competencies (Arling, 2006) was refined. The 
study was conducted as a web-based planning game and 
could be executed by multiple participants simultaneously. 
The advantage of a decentralized execution – due to 
independence regarding time and place – was that 
experienced service managers could be recruited for the 
two-hour participation. On the other hand, the 
decentralization of the test procedures limited the 
significance of the test due to a missing control of the 
framework conditions. A total of 34 participants, 9 female 
and 25 male between 18 and 56 years of age participated in 
the study (average 28.03 years, SD=6.85). For the 
experimental task a typical computer-aided development of 
a service plan, such as the definition of predecessors and 
successors for activities or the parameterization of activities 
(starting time, duration, costs etc) had to be completed by 
the participants. The task the subjects had to deal with was 
the development of a project plan for the service 
―organization of an event‖ consisting of 34 activities. Each 
subject received a graphical model indicating the sequence 
of activities and further information about their 
characteristics. The web-based experimental environment is 
similar to MS Project. In parallel to these investigations, the 
corresponding service model for the GA was developed and 
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the multi-criteria optimization was carried out. The goal was 
the simultaneous minimization of service costs and time and 
therefore the approximation of the pareto front for this 
specific RCSSP. 
The analysis of the planning results of the participants 
shows a significant deviation of the solutions from the 
optima, identified by the GA (Fig. 2). For the multiple 
criteria planning game (cost versus service duration) 5 non-
dominated solutions exists. The matrix shows all solutions 
of the participants in relation to the pareto front. With regard 
to the information about the classification of the subjects 
regarding their project planning knowledge/experience the 
graphical visualization allows a comprehensive evaluation 
to what extent the subjects were able to identify optimal 
solutions. 
The case study in a medium-sized enterprise involves the 
service of a facility for the production of polymer. Due to 
complex interrelations between service projects within the 
company, only one project and acquired accurate time and 
cost data was considered. The essential information to build 
up a service organization model was enquired from the 
service manager of the enterprise. Finally, the most efficient 
work organization relating to the fulfillment of predefined 
planning objectives was compared to the historical data of 
the enterprise. Identified similarities as well as differences 
regarding the key project performance indicators (duration, 
costs, utilization of workers etc.) and the progression of 
services were discussed with the project manager and 
project team members. The validation procedure chosen in 
this study ensures by the separation of data ascertainment 
(interview and experience-based organizational modeling), 
the development of the project simulation model and the 
analysis of the existing project documentation an objective 
evaluation of the planning quality achieved. 
The service project consisted of 62 development tasks, from 
the identification and analysis of customer specifications of 
the chemical process, to the commissioning of the 
installation. Thereby, the service organization was 
comprehensively modeled through the characterization of 
internal organizational units of the company, as well as 
external actors (engineering service providers, maintenance 
enterprises etc.). The characterization of organizational units 
included the modeling of qualifications and experiences of 
the employees, as well as resource descriptions. The tasks 
have been processed in several projects, so that deviations 
from the arithmetic mean could be identified by the project 
manager. Because the task predecessor constraints were 
deterministic and stochastic, and there were many degrees of 
freedom in assigning actors to tasks, the considered service 
process in this particular company was a good candidate for 
evaluating the performance of the GA. The identification of 
the global optimum implies an efficient parameterization of 
the population size and the mutation rate. Based on previous 
work of Zhuang and Yassine (2004), the correlation between 
the arithmetic mean of the fitness value and the population 
size were investigated. The fitness function was a weighted 
accumulation function with a strong emphasis on the 
minimization of project lead-time and cost. The weighting 
of each objective was based on project manager‘s individual 

preferences concerning the investigated process engineering 
project. Fig. 3 shows the progress of the arithmetic mean of 
the fitness influenced by population size and mutation 
probability pmc. An individual that passed into the next 
generation is chosen randomly (probability pmc) and it 
genes are than accidentally selected for mutation. As the 
population size (number of individual) increases, the fitness 
increases in value. The results revealed a clear influence of 
the mutation probability pmc and the fitness. For low values 
of pmc fitness values become stable when the population 
size reaches the number of genes of an individual (number 
of tasks: 62). For higher values of pmc the continuous 
modification of a high proportion of partial efficient 
individuals lead to an oscillation of the fitness. These results 
are consistent with the findings of Zhuang and Yassine 
(2004). Therefore, it can be assumed that with an adequate 
population size, good schemes for the project planning 
problem can be located within the search space. 

 
Fig. 3. Arithmetic mean of the fitness value over the 

chromosomes of all 50 generations for different 
population size and mutation probability pmc 

 
The validity of the results was further confirmed by 
analyzing the service lead-time and cost for several 
generations. This requires the transformation of the 
genotypes of each generated individual into a detailed 
service plan. Two scenarios with different actor 
competences were investigated in detail: (1) The actors 
involved in the project have a medium competence (value: 
1.0). (2) The actors have different values for their 
competences (0.8 to 1.2). The competence of an actor is 
negatively correlated with the makespan of a specific task 
and positively correlated with the cost per time unit. Both 
correlations are based on estimates of the service managers. 
The curve progression (Fig. 4) concisely describes the 
correlation of assigning ―competent‖ actors to tasks to reach 
a minimization of the service lead-time. In particular, the 
steep negative slope for the lead-time of scenario 2 until 
generation 30 indicates the high degrees of freedom 
regarding the improvement of the service organization. With 
an increasing number of generations the lead-time converges 
due to precedence constraints of tasks. The stopping 
criterion of optimization was set to 100 generation. A 
further reduction of the makespan of single tasks through the 
assignment of actors to tasks with a higher competence has 
no influence and only the service budget increases. 
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Fig. 4. Arithmetic mean of the service lead-time and 

costs 
 

V. CONCLUSION 
 

In the previous sections, a GA was introduced to describe 
and optimize service productivity. Determining the sequence 
of tasks with given and indefinite predecessor constraints as 
well as uncertainty regarding the time-on-task is a NP-hard 
scheduling problem. The objective was to minimize the 
service lead-time and costs through the improvement of 
activity sequences, assignment of actors, and resources 
under certain constraints (availability; qualification etc.). 
The GA structure and operations allow the identification and 
evaluation of optimal service organizations under 
uncertainty. Furthermore, the transformation of a modified 
gene resulted in time-grained and valid project plans despite 
several stochastic influences.  
In future papers additional optimization studies of more 
complex project organizations with a larger number of 
coupled activities and more organizational units will be 
presented. A scientific focus is the integration of individual 
human behavior into the project model. In conclusion, the 
GA enables manager to develop more efficient service 
organizations. In the long term, an effect on the service 
productivity due to a comprehensive identification and 
evaluation of valid service organizations within a short time 
will take place. 
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 Top Margin: 0.75 

 Bottom Margin: 0.75 

 Font type of all text should be Times New Roman. 

 Paper Title should be of Font Size 24 with one Column section. 

 Author Name in Font Size of 11 with one column as of Title. 

 Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 

 Main Text: Font size 10 with justified two columns section 

 Two Column with Equal Column with of 3.38 and Gaping of .2 

 First Character must be two lines Drop capped. 

 Paragraph before Spacing of 1 pt and After of 0 pt. 

 Line Spacing of 1 pt 

 Large Images must be in One Column 

 Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 

 Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 

Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 

while peer reviewer justify your paper for publication. 
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Scope 

The Global Journals welcome the submission of original paper, review paper, survey article relevant to the all the streams of Philosophy 

and knowledge. The Global Journals is parental platform for Global Journal of Computer Science and Technology, Researches in 

Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. The choice of 

specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global Journals are being 

abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will not be accepted unless they 

have wider potential or consequences. 

2. ETHICAL GUIDELINES 

Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 

elsewhere. If the paper once accepted by Global Journals and Editorial Board, will become the copyright of the Global Journals. 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 

They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 

submission 

The Global Journals follows the definition of authorship set up by the Global Academy of Research and Development. According to the 

Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 

who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 

specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 

with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 

paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 

author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 

authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 

papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 

know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 
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Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 

format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 

you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 

instructions. 

To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 

your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 

Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: Original research paper: Such papers are 

reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 

also. Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 

research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 

follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 

comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 

sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 

statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 

has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 

have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 

likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 

approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 

correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 

efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 

that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 

Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 

the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 

by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 

1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 

anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 

underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals, ought to include: 
Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 
 Abstract, used in Original Papers and Reviews: 
Optimizing Abstract for Search Engines 
Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals have compiled these guidelines to facilitate you to maximize the web-friendliness of the most public part of 
your paper. 
 
Key Words 
A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 
One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 

"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 

research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 

possible about keyword search: 

 One should start brainstorming lists of possible keywords before even begin searching. Think about the most 

important concepts related to research work. Ask, "What words would a source have to include to be truly 

valuable in research paper?" Then consider synonyms for the important words. 

 It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 

databases, the keywords under which a research paper is abstracted are listed with the paper. 

 One should avoid outdated words. 
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Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 

bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 

publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 

has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 

submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 

will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 

official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 

available electronic copies of the cited information for inclusion on the Global Journals homepage at the judgment of the Editorial Board. 

The Editorial Board and Global Journals recommend that, citation of online-published papers and other material should be done via a 

DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not being 

noticeable. 

The Editorial Board and Global Journals recommend the use of a tool such as Reference Manager for reference management and 

formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 

number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 

e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 

product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 

Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 

dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 

submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 

halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals for authors to pay the full cost for the reproduction of their color artwork. Hence, 

please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and 

return a color work agreement form before your paper can be published. 

Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 

full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 

the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE 

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 

Global Journals. 
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 6.1 Proof Corrections 

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 

therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 

any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 

note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 6.2 Early View of Global Journals (Publication Prior to Print) 

The Global Journals are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in advance 

of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for publication, 

and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after sending them. 

The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles cannot be cited 

in the conventional way. 

 6.3 Author Services 

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 

once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 

articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 

that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 

provided when submitting the manuscript. 

 6.4 Author Material Archive Policy 

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 

months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 

possible. 

 6.5 Offprint and Extra Copies 

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 

the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org .

INFORMAL TIPS FOR WRITING A COMPUTER SCIENCE RESEARCH PAPER TO INCREASE READABILITY AND CITATION 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about this field 
from your supervisor or guide. 
 
Techniques for writing a good quality Computer Science Research Paper: 

1. Choosing the topic- In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 
have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can be done by 
asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
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choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information. 

2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 

They are here to evaluate your paper. So, present your Best. 

 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 

think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 

automatically you will have your answer. 

 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 

logical. But remember that all points of your outline must be related to the topic you have chosen.  

 

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 

have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 

supervisor to help you with the alternative. He might also provide you the list of essential readings. 

 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 

quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 

have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 

research paper. From the internet library you can download books. If you have all required books make important reading selecting and 

analyzing the specified information. Then put together research paper sketch out. 

 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 

not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 

mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 

always give an evaluator, what he wants. 

 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 

either in your computer or in paper. This will help you to not to lose any of your important. 

 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 

and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 

diagrams, which are made by your own to improve readability and understandability of your paper. 

 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 

if study is relevant to science then use of quotes is not preferable.  

 

16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 

tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 

confuse the evaluator. Avoid the sentences that are incomplete. 
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17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 

possible that evaluator has already seen it or maybe it is outdated version.  

 

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 

suits you choose it and proceed further. 

 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 

target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 

good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 

sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 

word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 

sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 

language that is simple and straight forward. put together a neat summary. 

 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 

changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 

records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 

will degrade your paper and spoil your work. 

 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 

an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 

trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 

then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 

improve your memory. 

 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 

several ideas, which will be helpful for your research. 

 

29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 

descriptions, and page sequence is maintained.  

 

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 

irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 

NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be 

sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 

Amplification is a billion times of inferior quality than sarcasm. 
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32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 

evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 

be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 

necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 

to put onward earth-shaking thoughts. Give a detailed literary review. 

 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 

measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 

study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 

extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 

be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 

essential because it serves to highlight your research paper and bring to light all necessary aspects in your research. 

 

INFORMAL GUIDELINES OF RESEARCH PAPER WRITING 

Key points to remember:  

 Submit all work in its final form. 

 Write your paper in the form, which is presented in the guidelines using the template. 

 Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

 

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 

submitted in the order listed, each section to start on a new page.  

 

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 

study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 

show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 

that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 

of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 

of prior workings. 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 

and controlled record keeping are the only means to make straightforward the progression.  

 

General style: 

 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

 

To make a paper clear 

· Adhere to recommended page limits 

 

Mistakes to evade 

 Insertion a title at the foot of a page with the subsequent text on the next page 

 Separating a table/chart or figure - impound each figure/table to a single page 
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 Submitting a manuscript with pages out of sequence 

In every sections of your document 

 

· Use standard writing style including articles ("a", "the," etc.) 

 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 

lines. It should include the name(s) and address (es) of all authors. 

 

Abstract:  

 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--

must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 

at this point. 

 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 

the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

 

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 

Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 

maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 

shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 

more than one ruling each.  

 Reason of the study - theory, overall issue, purpose 

 Fundamental goal 

 To the point depiction of the research 

 Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 

 Significant conclusions or questions that track from the research(es) 
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Approach: 

 Single section, and succinct 

 As a outline of job done, it is always written in past tense 

 A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 

 Center on shortening results - bound background information to a verdict or two, if completely necessary 

 What you account in an conceptual must be regular with what you reported in the manuscript 

 Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  
The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

 Explain the value (significance) of the study  

 Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 

 Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 

 Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

 Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  

 Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a 
least of four paragraphs. 

 Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 

 Shape the theory/purpose specifically - do not take a broad view. 

 As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 
 
This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be 
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 
Materials: 

 Explain materials individually only if the study is so complex that it saves liberty this way. 

 Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  

 Do not take in frequently found. 

 If use of a definite type of tools. 

 Materials may be reported in a part section or else they may be recognized along with your measures. 
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Methods:  

 Report the method (not particulars of each process that engaged the same methodology) 

 Describe the method entirely 

 To be succinct, present methods under headings dedicated to specific dealings or groups of measures 

 Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  

 If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

 It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 

 Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

 Resources and methods are not a set of information. 

 Skip all descriptive information and surroundings - save it for the argument. 

 Leave out information that is immaterial to a third party. 

Results:  
 
The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 
 
The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently. 
 
You must obviously differentiate material that would usually be incorporated in a study editorial from any unprocessed data or 
additional appendix matter that would not be available. In fact, such matter should not be submitted at all except requested by the 
instructor. 
Content 

 Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  

 In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 

 Present a background, such as by describing the question that was addressed by creation an exacting study. 

 Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 

 Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 
What to stay away from 

 Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 

 Not at all, take in raw data or intermediate calculations in a research manuscript. 

 Do not present the similar data more than once. 

 Manuscript should complement any figures or tables, not duplicate the identical information.  

 Never confuse figures with tables - there is a difference. 
Approach 

 As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order. 

 Put figures and tables, appropriately numbered, in order at the end of the report  

 If you desire, you may place your figures and tables properly within the text of your results part. 
Figures and tables 

 If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 

 Despite of position, each figure must be numbered one after the other and complete with subtitle  
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 In spite of position, each table must be titled, numbered one after the other and complete with heading  

 All figure and table must be adequately complete that it could situate on its own, divide from text 
Discussion:  
 
The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on 
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome 
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The 
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and 
generally accepted information, if suitable. The implication of result should be visibly described.  
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms 
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results 
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it 
drop at that. 

 Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss 
a study or part of a study as "uncertain." 

 Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that 
you have, and take care of the study as a finished work  

 You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 

 Give details all of your remarks as much as possible, focus on mechanisms. 

 Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 

 Try to present substitute explanations if sensible alternatives be present. 

 One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best 
studies unlock new avenues of study. What questions remain? 

 Recommendations for detailed papers will offer supplementary suggestions. 
Approach:  

 When you refer to information, differentiate data generated by your own studies from available information  

 Submit to work done by specific persons (including you) in past tense.  

 Submit to generally acknowledged facts and main beliefs in present tense.  

ADMINISTRATION RULES LISTED BEFORE  
SUBMITTING YOUR RESEARCH PAPER TO GLOBAL JOURNALS 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals:  

 

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get 

rejected.  

 The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper. 
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the 
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

 Do not give permission to anyone else to "PROOFREAD" your manuscript. 

 Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated 
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 

 To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 
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CRITERION FOR GRADING A RESEARCH PAPER (COMPILATION)  
BY GLOBAL JOURNALS 

Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 

solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 

decision of Paper. This report will be the property of Global Journals. 

Topics 

 

Grades 

 

 A-B 

 

C-D 

 

E-F 

 

 

 

Abstract 

Clear and concise with 

appropriate content, Correct 

format. 200 words or below  

Unclear summary and no 

specific data, Incorrect form 

 

Above 200 words  

No specific data with ambiguous 

information 

 

Above 250 words 

 

 

 

 

Introduction 

Containing all background 

details with clear goal and 

appropriate details, flow 

specification, no grammar 

and spelling mistake, well 

organized sentence and 

paragraph, reference cited 

Unclear and confusing data, 

appropriate format, grammar 

and spelling errors with 

unorganized matter 

Out of place depth and content, 

hazy format 

 

 

Methods and 

Procedures 

Clear and to the point with 

well arranged paragraph, 

precision and accuracy of 

facts and figures, well 

organized subheads 

Difficult to comprehend with 

embarrassed text, too much 

explanation but completed  

Incorrect and unorganized 

structure with hazy meaning 

 

 

 

Result 

Well organized, Clear and 

specific, Correct units with 

precision, correct data, well 

structuring of paragraph, no 

grammar and spelling 

mistake 

Complete and embarrassed 

text, difficult to comprehend 

Irregular format with wrong facts 

and figures 

 

 

 

 

Discussion 

Well organized, meaningful 

specification, sound 

conclusion, logical and 

concise explanation, highly 

structured paragraph 

reference cited  

Wordy, unclear conclusion, 

spurious 

Conclusion is not cited, 

unorganized, difficult to 

comprehend  

 

References 

Complete and correct 

format, well organized 

Beside the point, Incomplete Wrong format and structuring 
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I 

 

A 

Acceptance · 2, 3, 6, 7, 38, 44, 45, IV 

activity · V, XII 

adaptive · 8, 24, 46, 47, 50, 51, 80, 83, 91, 104 

advantage · III 

Algorithm · 2, 3, 16, 31, 32, 50, 54, 55, 56, 57, 82, 85, 86, 87, 91, 

92, 93, 94, 97, 118, 124 

Algorithms · 20, 24, 37, 82, 83, 86, 87, 91, 115, 116, 119, 124 

alternatively · 69 

Although · 25, 52, 83, 119, 120, III 

analysis · 8, 9, 16, 18, 21, 24, 40, 41, 42, 43, 58, 59, 61, 66, 70, 

75, 76, 77, 78, 79, 80, 81, 99, 100, 102, 103, 116, 119, 122, 

124, V, XIV, XVII 

Annealing · 3, 87, 88, 91 

applications · 8, 9, 10, 27, 29, 30, 46, 50, 52, 56, 71, 72, 75, 76, 

80, 85, 87, 92, 93, 94, 95, 98, 103, 105, VI 

approach · 2, 3, 6, 7, 18, 29, 30, 46, 52, 53, 54, 61, 62, 75, 93, 

101, 102, 103, 104, 105, 113, 114, 115, 118, 119, 120, VII, 

XIV, XV 

AQM · 46, 47, 48, 50, 51 

Authentication · 2, 6, 7 

B 

Banking · 2, 6 

based · 3, 2, 3, 6, 8, 9, 11, 12, 13, 14, 15, 17, 18, 19, 20, 22, 23, 

30, 38, 40, 43, 44, 46, 47, 48, 52, 55, 57, 61, 62, 65, 68, 71, 

72, 73, 75, 76, 77, 80, 81, 82, 83, 85, 87, 88, 89, 90, 91, 93, 

94, 99, 100, 101, 102, 103, 104, 105, 113, 114, 115, 116, 

117, 118, 119, 120, 121, 122, 123, V, XII, XVI, XVII 

behavior · 3, 9, 23, 29, 38, 39, 40, 41, 42, 43, 44, 47, 64, 65, 75, 

76, 77, 78, 79, 83, 119, 123 

Binary · 52 

biometrics · 2, 3, 4, 6, 7 

Biometrics · 2, 6, 7 

C 

category · 3, 75, 76, 77, 78, III 

CBVR · 99, 100, 101, 104, 105, 106, 112, 113, 114 

choose · X, XV 

cipher · 56, 57, 59 

Clip · 99, 105 

Clock · 2, 68, 70, 85 

Code · 10, 52, 53, 55, 59 

Color · 5, 99, 103, 104, 116, 117, IX 

Common · VII 

Communication · 38, 39, 41, 44, 61 

complement · XVI 

component · 18, 19, 47, 52, 71, 80, 84, 87, 89, 104, 121 

compression · 52, 54, 55 

Computational · 10, 16, 17, 81, 87, 91 

Computing · 5, 15, 16, 36, 45, 71, 74, 81, 91, 98, 116 

Congestion · 50, 51, 92, 93 

Content · 3, 99, 105, 115, 116, 117, XVI 

context · 3, 4, 29, 30, 31, 32, 36, 88, 118, 119 

control · 7, 8, 25, 46, 47, 50, 62, 64, 65, 69, 70, 73, 75, 77, 79, 

82, 90, 92, 93, 95, 105, 122, XVI 

controller · 46, 47, 48, 49, 50, 51 

controllers · 46, 47, 49, 50 

corresponding · 11, 12, 13, 14, 19, 23, 53, 57, 62, 63, 64, 65, 92, 

94, 102, 106, 108, 110, 113, 119, 120, 122, III, IX 

could · XVI 

Crossover · 82, 83, 84, 88 

D 

data · 8, 9, 10, 11, 14, 15, 16, 17, 18, 21, 26, 27, 28, 30, 31, 32, 

40, 45, 46, 50, 52, 54, 56, 57, 58, 59, 61, 62, 63, 64, 65, 66, 

68, 69, 72, 82, 86, 87, 92, 93, 94, 95, 96, 97, 99, 100, 104, 

120, 122, V, VII, VIII, IX, X, XII, XIII, XIV, XVI, XVII, XVIII 

Data · 2, 8, 12, 15, 16, 17, 27, 40, 45, 57, 69, 98, 115, 116 

dataset · 8, 9, 10, 11, 12, 14, 15, 22 

decision · V, XVII, XVIII 

delays · 46, 47, 49, 50, 65, 68, VI, VII, VIII 

demonstrate · XVI 

design · 3, 21, 30, 46, 47, 68, 70, 71, 72, 73, 80, 82, 85, 86, 119, 

V, VII, XIII, XVII 

development · XIV 

displaying · 26 

distribution · VI 

DWDM · 3, 71, 72, 73 

E 

Efficient · 3, 92, 93, 94, 95, 96, 97, 117 

EfficientTransport · 92 

emerging · 8, 72 

Energy · 3, 92, 95, 96, 97 

equipped · 25, 26, 94 

ERP · 2, 38, 39, 40, 41, 42, 43, 44, 45 

Estimation · 7, 99, 103 
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II 

explanation · XVIII 

explanations · XVII 

F 

face · 18, 19, 20, 21, 22, 23, 79 

Fitness · 82, 84, 88, 89 

FPGA · 82, 83, 84, 85, 86 

function · 20, 26, 31, 32, 33, 47, 48, 56, 57, 75, 76, 77, 78, 79, 

82, 83, 84, 85, 88, 89, 90, 94, 95, 96, 104, 105, 119, 122 

fuzzy · IX 

Fuzzy · 2, 8, 13, 14, 46, 47, 48, 49, 50, 51, 80 

G 

gathering · I 

Gaussian · 99, 100, 104, 108, 113, 116, 120 

generation · 10, 13, 30, 52, 82, 83, 88, 91, 119, 122, 123 

Genetic · 3, 37, 82, 83, 85, 86, 87, 91, 118, 119, 124 

Grid · 3, 30, 37, 71, 72, 73, 74, 87, 89, 90, 91 

H 

handled · VI 

Histogram · 99, 103, 104 

Huffman · 52, 53, 54, 55 

hybrid · 16, 30, 46, 47, 48, 50, 62, 70, 85, 87, 90 

I 

image · 2, 18, 19, 20, 21, 22, 23, 52, 54, 55, 99, 103, 104, 105, 

113, 116, 117, IX 

Image · 2, 21, 22, 23, 24, 52, 54, 55, 115, 116, 117 

implies · 47, 49, 69, 75, 122 

Indexing · 99, 115, 116, V 

Industry · 38, 124 

information · III, VI, VII, VIII, X, XI, XIV, XV, XVI, XVII, XVIII 

Information · 5, X 

interface · 2, 3, 6, 29, 44, 73, 85, 87, 89, 105 

Interval · 52, 54 

L 

Latent · 99, 116 

layer · 20, 21, 30, 33, 65, 87, 92, 93, 96, 104 

learning · 3, 8, 38, 62, 75, 76, 81, 91, 100 

LSI · 3, 99, 100, 102, 105, 106, 114 

M 

MAC · 33, 64, 92, 93, 96, 97 

Management · V 

MANETs · 61 

Measurements · 27 

mentioned · III, V 

methodology · XV 

Microcontroller · 68 

Minimum · 52, 54 

mining · 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, VII 

Mixture · 99, 104, 115, 116 

Model · 2, 7, 16, 33, 41, 42, 45, 48, 70, 84, 86, 89, 95, 99, 104 

Motion · 99, 102, 103, 107, 115, 116, 117 

mutation · 82, 83, 85, 88, 89, 119, 120, 122 

N 

N2 · 32, 52 

network · 8, 9, 18, 20, 21, 23, 29, 30, 33, 46, 47, 50, 61, 62, 63, 

64, 65, 66, 68, 71, 72, 73, 75, 76, 77, 78, 80, 87, 92, 93, 94, 

95, 104 

networks · 29, 30, 46, 47, 50, 51, 56, 61, 62, 65, 66, 71, 73, 74, 

75, 76, 92, 93, 94, 95, 98 

Networks · 2, 3, 16, 29, 36, 46, 51, 61, 66, 67, 70, 92, 97, 98, 

115 

neural · 18, 20, 21, 23 

no · 15, 16, 22, 27, 31, 42, 43, 45, 50, 52, 53, 54, 56, 64, 67, 70, 

76, 77, 78, 80, 81, 82, 83, 89, 95, 96, 102, 115, 118, 123, VI, 

VII, IX, XII, XIII, XIV, XV, XVI, XVIII 

Node · 64, 65, 92, 93, 94, 97 

non · 6, 8, 18, 23, 32, 34, 47, 54, 61, 72, 75, 76, 77, 78, 79, 80, 

81, 100, 104, 121, 122, VII, XIV 

Non · 3, 28, 52, 53, 75, 77, 78, 80 

O 

obviously · XVI 

odour · 2, 3, 4, 5, 6 

optical · 71, 73, 74, 75, 77 

optimization · 10, 17, 21, 71, 72, 73, 75, 76, 77, 82, 83, 85, 87, 

118, 119, 120, 121, 122, 123 

optimum · 75, 76, 77, 78, 79, 80, 81, 94, 122 

organizations · V 

P 

pattern · 8, 9, 10, 12, 13, 14, 15, 16, 17, 23, 24, 52, 53, 54, 104 

persistent · VIII 

PID · 2, 46, 47, 48, 49, 50, 51 
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III 

Pipeline · 2, 68 

population · 43, 82, 83, 84, 85, 88, 89, 90, 119, 120, 121, 122 

potential · V, VI 

principal · 18, 19 

procedure · VI, XV 

Process · 3, III 

processing · 8, 18, 23, 32, 54, 57, 71, 72, 73, 82, 88, 89, 92, 99, 

100, 103, 115, 118 

Protocol · 2, 3, 27, 31, 33, 34, 61, 62, 66, 67, 92, 93, 95, 96, 97, 

98 

Q 

Query · 99, 105, 113, 115 

R 

random · 20, 46, 61, 64, 77, 78, 82, 83, 84, 89, 95, 119, 120 

recognition · 2, 3, 18, 20, 21, 22, 23, 75, 76, 78, 79, 80, 115 

Recognition · 2, 18, 20, 22, 23, 24, 80, 115, 116, 117 

record · XIII 

reduce · 18, 46, 52, 56, 68, 76, 85, 118 

Redundancy · 52, 54 

Retrieval · 3, 99, 105, 115, 116, 117 

RFID · 2, 8, 9, 10, 11, 12, 14, 16 

Rijndael · 60 

S 

Scheduling · 3, 87, 89, 91, 124 

Search · VII, VIII 

security · 2, 3, 4, 6, 7, 9, 18, 52, 56, 60, 75, 76, 80, 87, 92 

segmentation · 99, 100, 102, 103, 104, 105, 107, 115 

Selection · 82, 83, 84, 91, 92, 93, 94, 97, 103, 119 

self · 29, 38, 39, 43, 45, 61, 75, 76, 77, 78, 80, 92, VIII 

Semantic · 99 

sense · 2 

Sensor · 3, 92, 93, 97, 98 

sequential · 8, 9, 10, 12, 13, 14, 15, 16, 17, XIII, XV 

Service · 3, 29, 30, 31, 32, 33, 36, 37, 90, 118, 119, 123, 124 

SexualGA · 3, 87, 88, 90, 91 

Shot · 99, 102 

significant research · VI 

Simulated · 3, 87, 91 

size · 12, 18, 21, 22, 23, 30, 35, 43, 46, 48, 49, 56, 57, 59, 65, 66, 

89, 94, 95, 101, 122, IV, VI, IX 

skew · 68, 69, 70 

smell · 2, 6 

standard · IV, VII, XIII, XVI 

summary · XI, XIV, XVIII 

Symposium · I 

synchronized · XV 
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