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Performance Evaluation of AODV and DSDV 
Routing Protocols for Ad-hoc Networks 

Er.Abhishek Sengar  & Er.Sandeep Shrivastav 

Abstract - Ad-hoc networks are basically self organizing and 
self configuring multi-hop mobile wireless network in which the 
information packets are transmitted in a store and forward 
manner from a source to an arbitrary destination via 
intermediate nodes. The main objective of this paper is to 
performance evaluation of AODV (Ad-hoc on demand distance 
vector) and DSDV (Destination sequence distance vector) 
routing protocols on the basis of different performance 
metrics. In this paper, an attempt has been made to evaluate 
the performance of two well known routing protocols AODV, 
DSDV by using three performance metrics such as throughput, 
packet delivery ratio and Routing overheads. The Performance 
evaluation has been done by using simulation tool NS2 
(Network Simulator) which is the main simulator. 
IndexTerms : AODV, DSDV, dsr, ns2.  

I. INTRODUCTION 

ireless networking is an emerging technology 
that allows user to access information and 
services electronically, regardless of their 

geographic position. Wireless network can be classified 
in two types- Infrastructure networks and Infrastructure 
Less networks or Ad-hoc Networks [6]. 

Infrastructure Networks:-Infrastructure network 
consist of fixed and wired gateways. A mobile host 
communicates with a bridge in the network (called base 
station) within its  

Communicate radius. The mobile unit can move 
geographically while it is communicating. When it goes 
out of Range of one base station, it connects with new 
base station and start communicating through it. This is 
called handoff. In this approach the base station are 
fixed [7]. 

Infrastructure Less (Ad-hoc) Networks:-Ad-hoc 
networks are collection of wireless mobile hosts forming 
a temporary network without the aid of any centralized 
administration or stand-alone infrastructure [1].  Ad-hoc 
network are basically peer-to-peer self organizing and 
self configuring multi-hop mobile wireless network 
where the structure of the network changes dynamically 
[2]. This is mainly due to the mobility of nodes [3]. 
Nodes in this network utilize the same random access 
wireless channel, cooperating in friendly manner to 
engaging themselves in multi-hop Forwarding. The 
nodes in the network not only act as hosts but also as 
routers that route data to/from other nodes in the 
network [2]. 
 

 
 

Routing is used to decide best suitable path for 
packet transmission from one place to another place. In 
this paper an attempt has been made to evaluate the 
performance of proactive and reactive routing 
protocols. Ad-hoc network flat routing protocols may 
classify as:- 

Proactive routing (Table-driven) protocols:-
Proactive routing or table- driven routing protocols 
attempt to maintain consistent, up-to date routing 
information from each node to every other node in the 
network. These protocols require each node to maintain 
one or more tables to store routing information, and 
they respond to change in network topology by 
propagating route update throughout the network to 
Maintain consistent network view. 

Reactive (On-demand) routing protocols:-In 
reactive or on demand routing protocols, the routes are 
created as when required. When a source wants to 
send to a destination, it invokes the route discovery 
mechanism to find the path to the destination. This 
process is completed when once a source is found or 
all possible route permutation has been examined. 
Once a route has been discovered and established, it is 
maintained by some form of route maintenance 
procedure until either the destination becomes 
inaccessible along every path from the source or route 
is no longer desired.  

With the increase of portable of devices as well 
as progress in wireless communication, Ad-hoc network 
gaining importance with the increasing number of 
widespread application. The following point shows the 
importance of ad hoc networks:         

Instant Infrastructure: Unplanned meetings, 
spontaneous interpersonal communications etc., cannot 
rely on any infrastructure, it needs planning and 
administration. It would take too long to set up this kind 
of infrastructure; therefore ad-hoc connectivity has to 
setup [6]. 

Disaster Relief: Infrastructure typically 
breakdown in disaster areas. Hurricanes cut phone and 
power lines, floods destroy Base stations, fires burn 
servers. No forward planning can be done, and   the set-
up must be externally fast and reliable. The same applies 
to many military activities, which are, to be honest, one of 
the major driving forces behind mobile ad-hoc 
networking research [9]. 

Effectiveness: Service provided by existing 
infrastructure might be too expensive for certain 

W 
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applications. If, for example only connection oriented 
cellular network exist, but an application sends only small 
status information every other minute, cheaper ad-hoc 
packet-oriented network might be a better solution. 
Registration procedure might take too long and 
communication overheads might be too high with 
existing networks. Tailored ad- hoc networks can offer a 
better solution [5].                    

Remote Areas: Even if infrastructure could be 
planned ahead, it is sometimes too expensive to set up 
an infrastructure in sparsely populated areas. Depending 
on the communication pattern, so ad-hoc networks or 
satellite infrastructure can be a solution [9].  

Other applications of wireless ad-hoc networking 
are Due to their quick and economically less demanding 
deployment, this network finds applications in several 
areas. Some of these include: military applications, 
collaborative and distributed computing, emergency 
operations, wireless mesh networks, wireless sensor 
networks, and hybrid wireless network [6]. 

II. CHALANGES OF MANET 

The major issues that affect the design, 
deployment, performance of an ad-hoc network 
wireless system are as follows: 

Packet losses due to transmission errors:-
Mobile ad hoc network experiences a much higher 
packet losses due to some factors such as high bit 
error rate (BER) in the wireless channel, increased 
collision due to the hidden terminal problem, presence 
of interference, location dependent contention, 
unidirectional links, frequent path break due to node 
mobility and the inherent fading property of wires 
medium [6]. 

Route changes due to mobility: The network 
topology in an ad-hoc wireless network is highly 
dynamic due to mobility of nodes; hence an on-going 
session may suffer from frequently path breaking. This 
session often leads to frequent route changes 
therefore mobility management itself is very vast 
research topic in ad-hoc networking [7]. Security 
issues: The radio channel is used for ad-hoc wireless 
network is broadcast in nature and is shared by all the 
nodes in the network. Data transmitted by a node is 
received by all the nodes within its direct transmission 
range. So attacker can easily snoops the data being 
transmitted by a node in the network. Here the 
Requirement for confidentiality can be violated if an 
adversary is able to interpret the data gathered 
through snooping [6]. 

Limited wireless transmission range: In 
wireless network the radio band will be limited and 
hence data rates it can offer are much lesser than what 
a wired network can offer. This requires an optimal 
manner by keeping the overhead as low as possible 
[6]. 

Routing overhead: In wireless ad hoc 
networks, nodes often change their location within the 
network. So stales route are generated in the routing 
tables which lead to unnecessary routing overhead. 

 
Potentially frequent network partition:- The 

randomly moving nodes in an ad- hoc can lead to 
network partition. In major cases the intermediate 
nodes are the one which are highly affected by this 
partitioning [7]. 

 Asymmetric links: Most of the wired networks 
rely on the symmetric links which are always fixed. But 
this is not a case with ad hoc networks as the nodes 
are mobile and constantly changing their position 
within network. Consider a MANET where node c 
sends a signal to node B but does not tell anything 
about the quality connection in the reverse direction 
[8]. 

III. CLASSIFICATION OF ROUTING PROTOCOLS 

Ad-hoc network routing protocols may be 
classified in many ways depending on their routing 
algorithm, network structure  communication model, 
and state of information etc, but most of the protocols 
depending on their routing algorithm, and network 
structure [3][10].  

Based on the network structure ad-hoc 
network classify as Flat routing, hierarchical routing, 
geographical position assisted routing. Flat routing 
covers two types of routing protocols based on routing 
algorithm.  

Based on the Routing algorithms, routing 
protocols are classified as Proactive routing protocols 
and Reactive Routing protocols. 
• Proactive Routing: DSDV (Destination Sequence 

Distance Vector Routing) 
• Reactive Routing:  AODV (Ad-hoc on-demand 

distance vector  routing protocol), DSR (Dynamic 
source routing) 

DSDV:-DSDV destination sequenced distance 
vector routing protocol is a table driven algorithm 
based on the classical Bellman – Ford routing 
mechanism. The improvement is made include 
freedom from loops in routing tables. Every mobile 
node in the network maintains a routing table for all 
possible destinations within the network and the 
number of hops to each destination node. Each entry 
is marked with a sequence number, number assigned 
by the destination node Routing table updates are 
periodically transmitted throughout the network in 
order to maintain table consistency.  
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Battery constraints: This is one of the limited 
resources that form a major constraint for the node in 
an ad hoc network. Devices used in these networks 
have restriction on the power source in order to 
maintain portability, size, and weight of the device. [7].



Large amount of network traffic, route updates 
can employ in two types of packets they are first is the 
“Full Dump” and second is the “Incremental routing”. 
A full dump sends the full routing table to the 
neighbors and could cover many packets whereas, in 
an incremental update only those entries from the 
routing table are sent that has a metric change since 
the last update and it must fit in a packet. When the 
network is relatively stable, incremental updates are 
sent to avoid extra Traffic and full dump are relatively 
infrequent. In a fast changing network, incremental 
packets can grow big, so full dumps will be more 
frequent [13]. 

AODV: The AODV is a Reactive on demand 
ad-hoc distance vector routing algorithm. AODV is an 
improvement on DSDV because it typically minimizes 
the number of required broadcasts by creating routes 
on demand basis as opposed to maintaining a 
complete list of routes, as in the DSDV algorithm. 
When a source node desires to send a message to 
some destination node and does not already have a 
valid route to that destination, it initiates a path 
discovery process to locate the destination. In AODV 
each router maintains route    table entries with the 
destination IP address, destination sequence number, 
hop count, next hop ID and lifetime [11]. 

RREQs route requests and RREPs route 
replies are the two message types defined by the 
AODV. When a route to a new destination is needed, 
the node uses a broadcast RREQ to find a route to 
destination. A route can be determined when the 
request reaches either the destination itself or an 
intermediate node with a fresh route to the destination. 
The route is made available by unicasting a RREP 
back to the source of RREQ. Each node maintains its 
own broadcast id, sequence number. The broadcast 
ID is incremented for every RREQ packet. Since each 
node receiving the request keeps track of a route back 
to the source of the request, the RREP reply can be 
unicast back from the destination to the source, or 
from any intermediate node that is able to satisfy the 
request back to the source [10]. 

IV. SIMULATION BASED ANALYSIS 

This section described the simulation tool, 
network setup, Simulation parameters and simulation 
results. The performances of proactive and reactive 
routing protocols are evaluated on the basis of three 
performance metrics: Throughput, Packet delivery 
ratio, Routing overhead. 

a) Simulation Tool 
In this paper simulation of proactive and 

reactive routing protocols is done by using network 
simulator (NS2) software due to its simplicity and 
availability. NS is a discrete event Simulator targeted at 
networking research. NS provides substantial support 

for simulation of TCP, routing, and multicast routing 
protocols over a wired and wireless network. NS2 is 
written in C++ and OTCL. C++ for data per event 
packets and OTCL are used for periodic and triggered 
event. NS2 include a network animator called network 
animator which provides visual view of simulation. NS2 
preprocessing provides traffic and topology generation 
and post processing provide simple trace analysis. 
AWK programming is used for trace file analysis. 

b) Network Setup and Simulation Parameters 
The following network setup and simulation 

parameters are used in this paper to analyze the 
performance of proactive and reactive routing 
protocols. 

 

Fig. 1 :  Network Setup 

This topology is consists by 12 nodes, where 6 
nodes are senders and remaining are receivers. All the 
senders start traffic at different time. So the 
transmitting node share the channel bandwidth with 
other previous transmitting nodes. This topology is 
generated by the network animator, by considering the 
following simulation parameters table. 
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Table 1 : Simulation Parameters 

c) Performance Metrics 
The following metrics are used in this paper for 

the performance analysis of AODV, DSDV Routing 
protocols. These are: 
i. Throughout: It is the amount of data transferred 

over the period of time expressed in bits per 
second. 

ii. Packet delivery ratio: It is the ratio of the number 
of data packets received by the destination node 
to the number of data packets sent by the 
source mobile node. 

iii. Routing Overhead: The number of control 
packets generated by each routing protocol. 

iv. Average end to end delay: 

d) Simulation Results 
The simulation results are shown in the 

following section in the form of  graphs and charts. In 
this paper an attempt has been made to evaluate the 
performance of two well known routing protocol DSDV, 
AODV according to his simulation results. The 
simulation results are genrated through the Excel 
graphs according to above mentioned criteria shown 
in table. 
 

 

Fig. 2 : AODV Throughput (Node= 12) 

 

Fig. 3 : DSDV Throughput (Node =12) 

According to above all ‘Throughput graphs’ 
and ‘network topology’ the 6 nodes are sender and 
remaining are receivers. First node start traffic at 1.5 
second and utilize the full channel bandwidth. So the 
throughput of first node is gretter than others nodes. 

After Second node start the traffic at 15 
second and this node shares the channel banwidth 
with first node. So the throughput of second node is 
lower than first node because of late starting of traffic 
and throughput of first node is also decresed because 
of sharing bandwidth.  

Similerly third node start traffic at the 25 
second  then the three nodes share the channel 
bandwidth. so the throughput of first two nodes are 
gretter, and third node’s throughput is lower because 
of late starting of traffic and sharing of bandwidth. 

Similerly fourth node, fifth node, and sixth 
node start traffic at 30 second, 35 second, and 40 
second. if we increase the no. of senders and 
receivers and increse the traffic between sender and 
receivers, the throughput is decreses of all the senders 
and receivers.  

On the basis of above graph, it is observed 
that the throughput of AODV is better than  DSDV. 
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Routing 
protocols 

AODV, DSDV 

Performance 
Metrics 

Throughput, Packet Delivery 
Ratio, Routing Overhead    
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Fig. 4 : Routing overhead of (DSDV, AODV) 

According to above  Routing overhead chart, 
The Routing overhead of DSDV Routing protocol is 
maximum, and the AODV routing protocol is minimum. 

 

Fig. 5 : Packet Delivery Ratio For ( DSDV, AODV) 

According to above packet delivery ratio 
graph,  the packet delivery ratio of DSDV is minimum, 
and AODV is maximum.  

V. CONCLUSIONS 

  In this paper, the performance evaluation of 
AODV and DSDV routing protocols is done in the 
above mentioned criteria. The simulation results of all 
Excel graphs provide the information that if the 
number of nodes increases in the transmission then 
the throughput decreases. First graph shows that 
AODV throughput is better than DSDV because of his 
consistent performance. Second graph shows that 

AODV has minimum routing overhead and DSDV has 
maximum routing overhead. Third graph shows that 
AODV provides highest packet delivery ratio and 
DSDV provides lowest packet delivery ratio. In the 
analyzed scenario, it is found that the overall 
performance of AODV is better than ‘DSDV’. 

References Références Referencias 

1. David B. Johnson and David A. Maltz. Dynamic 
source    routing in ad hoc wireless networks. 
Technical report, Carnegie Mellon University, 1996.  

2. Mehran Abolhasan, Tadeusz Wysocki, and Eryk 
Dutkiewicz. A review of routing protocols for mobile 
ad hoc networks. Technical report, 
Telecommunication and Information Research 
Institute, University of Wollongong, Wollong, NSW 
2522. Motorola Australia Research Centre, 12 Lord 
st., Botany , NSW 2525, Australia, 2003.     

3. Xiaoyan Hong, Kaixin Xu, and Mario Gerla. Scalable 
routing protocols for mobile ad hoc networks. 2002. 

4. Integration of mobile ad-hoc networks, EU project 
DAIDALOS, Susana Sargento, Institute of 
Telecommunications. 

5. Mobile Ad Hoc Networking: An Essential 
Technology for Pervasive Computing Jun-Zhao Sun 
MediaTeam,Machine Vision and Media Processing 
Unit. 

6. C. Siva Ram Murthy and B. S. Manoj, “Ad Hoc 
Wireless Networks, Architectures and Protocols”, 
Second Edition,Low price Edition, Pearson 
Education, 2007. 

7. International Journal of Computer Science & 
Engineering Survey (IJCSES) Vol.1, No.1, August 
2010“ANALYZING THE MANET VARIATIONS, 
CHALLENGES, CAPACITY AND PROTOCOL 
ISSUES” G. S. Mamatha1 and Dr. S. C. Sharma 

8. Jochen Schiller. Mobile Communications. Addison-
Wesley, 2000. 

9. Krishna Moorthy Sivalingam, “Tutorial on Mobile Ad 
Hoc Networks”, 2003. 

10. Elizabeth M. Royer and Chai-Keong Toh. A review of 
current routing protocols for adhoc mobile wireless 
networks.Technical report, University of California 
and Georgia Institute of Technology, USA, 1999. 

11. Mobile Ad Hoc Networking Working Group – AODV, 
http://www.ietf.org/rfc/rfc3561.txt 

12. Mobile Ad Hoc Networking Working Group – DSR, 
http://www.ietf.org/rfc/rfc4728.txt. 

13. “Wireless Ad Hoc Networks” Zygmunt J. Haas, Jing 
Deng, Ben Liang, Panagiotis Papadimitratos, and S. 
SajamaCornell University School of Electrical and 
Computer Engineering 

14. Nsnam web pages: http://www.isi.edu/nsnam/ns/ 
15. IJCSNS International Journal of Computer Science 

and Network Security, VOL.9 No.7, July 2009 
261”PerformanceEvaluation of AODV, DSDV & DSR 

6.7

4.12

0

2

4

6

8

DSDV AODV

Ro
ut

in
g 

O
ve

rh
ea

d

Routing Protocols

Routing Overhead

Routing 
Overhead

46%

49.00%

44%

45%

46%

47%

48%

49%

50%

DSDV AODV

Pa
ck

rt
 D

el
iv

er
y 

Ra
tio

 (I
n 

%
)

Routing Protocols

Packet Delivery Ratio

Packet Delivery 
Ratio

Performance Evaluation of AODV and DSDV Routing Protocols for Ad-hoc Networks

© 2012 Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
V
I 
 V

er
sio

n 
I 

  
  
 

  

5

  
 

(
DDDD

)
E

  
20

12
Y
e
a
r



Routing Protocol in Grid Environment” Nor Surayati 
Mohamad, Usop Azizol Abdullah, Ahmad Faisal 
Amri Abidin. 

16. Tutorial for Simulation-based Performance Analysis 
of MANET Routing Protocols in ns-2By Karthik 
sadasivam. 

Performance Evaluation of AODV and DSDV Routing Protocols for Ad-hoc Networks

©  2012 Global Journals Inc.  (US)

  
  
  
 

  
  

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
V
I 
 V

er
sio

n 
I 

6

  
 

(
DDDD

)
E

  
20

12
Y
e
a
r



 
 

  
Global Journal of Computer Science and Technology 
Network, Web & Security  
Volume 12 Issue 16 Version 1.0 Year 2012 
Type: Double Blind Peer Reviewed International Research Journal 
Publisher: Global Journals Inc. (USA) 
Online ISSN: 0975-4172 & Print ISSN: 0975-4350 

 

Shallow Water Acoustic Networking [Algorithms & Protocols] 
  

                                                      Maharashtra Academy Alandi Pune 

Abstract - Acoustic networks of autonomous underwater vehicles (AUVs) cannot typically rely on 
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acoustic networks of AUVs. LASR shares some features with DSR but also includes an improved 
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decisions, which greatly increases performance compared to DSR. Provision for a node tracking 
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simulated acoustic modem, LASR includes a tracking system that predicts node locations, so that 
LASR can proactively respond to topology changes. LASR delivers 2-3 times as many messages as 
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Shallow Water Acoustic Networking [Algorithms  
& Protocols] 

 

Abstract - Acoustic networks of autonomous underwater 
vehicles (AUVs) cannot typically rely on protocols intended for 
terrestrial radio networks. This work describes a new location-
aware source routing (LASR) protocol shown to provide 
superior network performance over two commonly used 
network protocols—flooding and dynamic source routing 
(DSR)—in simulation studies of underwater acoustic networks 
of AUVs.  LASR shares some features with DSR but also 
includes an improved link/route metric and a node tracking 
system.  LASR also replaces DSR's shortest-path routing with 
the expected transmission count (ETX) metric. This allows 
LASR to make more informed routing decisions, which greatly 
increases performance compared to DSR. Provision for a 
node tracking system is another novel addition: using the time-
division multiple access (TDMA) feature of the simulated 
acoustic modem, LASR includes a tracking system that 
predicts node locations, so that LASR can proactively respond 
to topology changes. LASR delivers 2-3 times as many 
messages as flooding in 72% of the simulated missions and 
delivers 2–4 times as many messages as DSR in 100% of the 
missions. In 67% of the simulated missions, LASR delivers 
messages requiring multiple hops to cross the network with 2–
5 times greater reliability than flooding or DSR. 
Keywords : acoustic network, auv, under water 
communication. 

I. Introduction 

s autonomous underwater vehicles (AUVs) 
continue to become less expensive and more 
capable, they are being deployed in larger 

groups. As a result, the need to communicate between 
multiple, mobile underwater systems is growing as well. 
Underwater communication is best accomplished 
through the use of acoustic links, and interconnecting 
multiple underwater vehicles is best accomplished 
through the use of an acoustic network. Such a network, 
one using a shared medium and comprising mobile 
nodes, is called a mobile ad hoc network (MANET). It is 
difficult to efficiently forward data across a MANET 
because node mobility means network topology—the 
overall set of connections between nodes—changes 
over time. The network must spontaneously organize, 
learn the topology, and begin routing with a minimum of 
overhead traffic for route discovery and maintenance. 
There has been a great deal of attention paid to this 
problem, but almost exclusively as it applies to wireless 
radio networks [1–4].In a network, a node is a 
communication endpoint able to send and receive data. 
 

 
  

When two nodes can communicate with one 
another, they are said to have a link between them. 
Links can be of varying quality: some links may deliver 
almost every message without error, others may deliver 
only a small fraction of the messages sent across them. 
In shared-medium communications like underwater 
acoustics, every transmission has exactly one sender 
but can have one or more receivers.A message may 
have to be forwarded across one or more links to 
intermediate nodes before reaching its intended 
destination. Routing is the process of choosing the links 
that will comprise the route the message will follow 
across the network. A routing protocol is responsible for 
selecting the route. Most routing protocols collect, 
manage, and disseminate information about the network 
in order to function, for example, by monitoring network 
topology, specifying the next hop of a message, 
queuing messages awaiting routes, and tracking which 
messages have already been processed. Unlike in a 
traditional, wired network, routing in a mobile ad hoc 
network (MANET) is complicated by the possibly rapid 
and unpredictable topological changes caused by 
movement of the nodes. A given routing protocol is 
typically intended for a particular type of network, and 
many have been developed specifically for MANETs [5–
9].Little of the existing research into MANET routing 
protocols addresses the specific limitations of 
underwater acoustics [10]. While few MANETs are as 
drastically low-bandwidth as an underwater acoustic 
network, many have little bandwidth when compared 
with wired networks, and some MANET techniques 
specifically address this by reducing protocol overhead 
[11–13]. The greater problem is that the existing 
research assumes—almost without exception—that 
wireless networks in general, and MANETs in particular, 
use radio links. The particular problem is the speed of 
the nodes compared to the communication latency. 
Most advanced routing protocols need to propagate 
topology information throughout the network. The high 
latency of acoustic links means that the movement of 
underwater vehicles can change the network topology 
more quickly than updates can be propagated. This is 
especially a problem for protocols developed for radio 
MANETs, which overall assume a much slower rate of 
topology change compared to communication latency 
[11–17].This paper describes the location-aware source 
routing (LASR) protocol, a network routing protocol 
specifically designed for use in low-bandwidth, high-

A 

© 2012 Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
V
I 
 V

er
sio

n 
I 

  
  
 

  

7

  
 

(
DDDD

)
E

  
20

12
Y
e
a
r

Rohini Avinash Nere  & Mrs. Uma Nagraj
α σ

ασAuthor   : Department of computer engineering, Maharashtra aca-
demy of engineering alandi pune. E-mail : rohini.nere9@gm ail.com



latency underwater acoustic networks of mobile nodes. 
LASR is loosely based on the dynamic source routing 
(DSR) [9] protocol and is specifically designed for use in 
underwater acoustic networks where the topology 
changes frequently. The results presented here show 
that, in simulated underwater acoustic networks of 
AUVs, LASR outperforms both blind flooding and DSR in 
throughput and packet delivery ratio. Note that LASR is 
intended for use in missions where vehicle movement 
dominates energy consumption, so that it maximizes 
successful communication rather than energy 
conservation. A performance comparison between 
protocols in terms of energy consumption is not the 
focus of this publication, but it is an important future 
study.The remainder of this paper is organized as 
follows. Related work is discussed in Section 2. The new 
LASR protocol is described in Section 3. Specifics of 
handling routes and messages are covered in Section 4. 
Section 5 presents some results of LASR in a simulated 
underwater network. Section 6 summarizes our 
conclusions. 

II. Swan communication architecture 

A TWO DIMENTIONAL ARCHI for ocean bottom 
monitoring. These are constituted by sensor nodes that 
are anchored to the bottom of the ocean. Typical 
applications may be environmental monitoring, or 
monitoring of underwater plates in tectonics.  

 
Fig. 1 : Two-dimensional underwater Sensor Networks 

Reference architecture for two-dimensional 
underwater networks is shown in the figure above. A 
group of sensor nodes are anchored to the bottom of 
the ocean with deep ocean anchors. By means of 
wireless acoustic links, underwater sensor nodes are 
interconnected to one or more underwater sinks (uw-
sinks), which are network devices in charge of relaying 
data from the ocean bottom network to a surface 
station. To achieve this objective, uw-sinks are equipped 
with two acoustic transceivers, namely a vertical and a 
horizontal transceiver. The horizontal transceiver is used 
by the uw-sink to communicate with the sensor nodes in 
order to: i) send commands and configuration data to 

the sensors (uw-sink to sensors); ii) collect monitored 
data (sensors to uw-sink)[9]. The vertical link is used by 
the uw-sinks to relay data to a surface station. Vertical 
transceivers must be long range transceivers for deep 
water applications as the ocean can be as deep as 10 
km. The surface station is equipped with an acoustic 
transceiver that is able to handle multiple parallel 
communications with the deployed uw-sinks. It is also 
endowed with a long range RF and/or satellite 
transmitter to communicate with the onshore sink (os-
sink) and/or to a surface sink (s-sink).  

Sensors can be connected to uw-sinks via 
direct links or through multi-hop paths. In the former 
case, each sensor directly sends the gathered data to 
the selected uw-sink. This is the simplest way to network 
sensors, but it may not be the most energy efficient, 
since the sink may be far from the node and the power 
necessary to transmit may decay with powers greater 
than two of the distance. 

 
Fig. 2 : Three-dimensional underwater Sensor Network 

Furthermore, direct links are very likely to 
reduce the network throughput because of increased 
acoustic interference due to high transmission power. In 
case of multi-hop paths, as in terrestrial sensor 
networks, the data produced by a source sensor is 
relayed by intermediate sensors until it reaches the uw-
sink. This results in energy savings and increased 
network capacity, but increases the complexity of the 
routing functionality as well. In fact, every network device 
usually takes part in a collaborative process whose 
objective is to diffuse topology information such that 
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efficient and loop free routing decisions can be made at 
each intermediate node. This process involves signaling 
and computation. Since, as discussed above, energy 
and capacity are precious resources in underwater 
environments; in UW-ASNs the objective is to deliver 
event features by exploiting multi-hop paths and 
minimizing the signaling overhead necessary to 
construct underwater paths at the same time [9].  

Three-dimensional networks of Autonomous 
Underwater Vehicles (AUVs).  

These networks include fixed portions 
composed of anchored sensors and mobile portions 
constituted by autonomous vehicles. Three dimensional 
underwater networks are used to detect and observe 
phenomena that cannot be adequately observed by 
means of ocean bottom sensor nodes, i.e., to perform 
cooperative sampling of the 3D ocean environment. In 
three-dimensional underwater networks, sensor nodes 
float at different depths in order to observe a given 
phenomenon. One possible solution would be to attach 
each uw-sensor node to a surface buoy, by means of 
wires whose length can be regulated so as to adjust the 
depth of each sensor node. However, although this 
solution allows easy and quick deployment of the 
sensor network, multiple floating buoys may obstruct 
ships navigating on the surface, or they can be easily 
detected and deactivated by enemies in military 
settings. For these reasons, a different approach can be 
to anchor sensor devices to the bottom of the ocean. In 
this architecture, depicted in the figure above, each 
sensor is anchored to the ocean bottom and equipped 
with a floating buoy that can be inflated by a pump. The 
buoy pushes the sensor towards the ocean surface. The 
depth of the sensor can then be regulated by adjusting 
the length of the wire that connects the sensor to the 
anchor, by means of an electronically controlled engine 
that resides on the sensor. Many challenges arise with 
such an architecture, that needs to be solved in order to 
enable 3D monitoring, including: 

Sensing coverage: Sensors should 
collaboratively regulate their depth in order to achieve 
full column coverage, according to their sensing ranges. 
Hence, it must be possible to obtain sampling of the 
desired phenomenon at all depths.  

Communication coverage: Since in 3D 
underwater networks there is no notion of uw-sink, 
sensors should be able to relay information to the 
surface station via multi-hop paths. Thus, network 
devices should coordinate their depths such a way that 
the network topology is always connected, i.e., at least 
one path from every sensor to the surface station always 
exists.  

Sensor Networks with Autonomous Underwater 
Vehicles (AUVs): 

AUVs can function without tethers, cables, or 
remote control, and thus have a multitude of 
applications in oceanography, environmental 

monitoring, and underwater resource study. Previous 
experimental work has shown the feasibility of relatively 
inexpensive AUV submarines equipped with multiple 
underwater sensors that can reach any depth in the 
ocean hence, they can be used to enhance the 
capabilities of underwater sensor networks in many 
ways. The integration and enhancement of fixed sensor 
networks with  

AUVs is an almost unexplored research area 
which requires new network coordination algorithms, 
such as: 

 
Fig. 3 : Three-Dimensional Sensor Network with AUVs 

Adaptive sampling: This includes control 
strategies to command the mobile vehicles to places 
where their data will be most useful. This approach is 
also known as adaptive sampling and has been 
proposed in pioneering monitoring missions. For 
example, the density of sensor nodes can be adaptively 
increased in a given area when a higher sampling rate is 
needed for a given monitored phenomenon [9]. 

Self-Configuration: This includes control 
procedures to automatically detect connectivity holes 
due to node failures and request the intervention of an 
AUV. AUVs can either be used to deploy new sensors or 
as relay nodes to restore connectivity. 

N easy way to comply with the conference 
paper formatting requirements is to use this document 
as a template and simply type your text into it. 

III. Routing issues and protocols 

Y2.1. Medium Access Control Radio and 
acoustics are both shared medium techniques: multiple 
senders and receivers use the same medium (e.g., the 
water of the ocean) and there must be some sort of 
medium access control (MAC) to keep them from all 
“talking at once”. Inherent in shared-medium systems is 
the problem of collision—the interference among 
multiple, simultaneously-received signals. A large 
number of MAC protocols have been developed, some 
better suited to mobile underwater acoustic use than 
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others [10, 18–24].Time-division multiple access (TDMA) 
divides the medium into time-slots [4]. Each node may 
use the entire bandwidth, but may only transmit 
according to a given schedule. LASR must use TDMA 
as its MAC protocol. The TDMA transmit-time 
information is what allows LASR to collect implicit time-
of-flight information for the nodes in the network and is 
crucial for effective use of its tracking system.2.2. Blind 
Flooding Blind flooding is a network broadcasting 
protocol [4], and the simplest of the flooding protocols. 
It delivers its messages to every node in the network, 
and does so without knowledge of the topology. The 
basic operation is simple: the first time a node receives 
a given message, the node automatically rebroadcasts 
it. Because blind flooding does not require the topology 
to be known, many of the more-sophisticated routing 
protocols employ it before routes are known, for 
example, during route discovery. Blind flooding's 
advantages include operation without topological 
information and low end-to-end delay. The main 
disadvantage of blind flooding is that it can produce a 
significant amount of unnecessary traffic, especially as 
the size of the network increases.2.3.  Shortest-Path 
Routing Flooding delivers a message by network 
broadcast, and every node in the network receives the 
message. This is very inefficient when the destination is 
a single node. An alternative is shortest-path routing, 
where a message follows the path with the fewest hops. 
This is much more efficient: rather than every node in 
the network forwarding the message to all its neighbors 
by broadcast, each node along the shortest path 
forwards the message to the next hop by unicast. 
However, this makes it necessary for the network nodes 
to have at least partial knowledge of the network 
topology. It is also important to avoid routing loops, 
which occur when mismatches in topology information 
across several nodes cause messages to be routed in 
circles. Examples of shortest-path routing include the 
Destination-Sequenced Distance Vector (DSDV) 
protocol [5], Ad hoc On-demand Distance Vector 
(AODV) [6], Topology Dissemination Based on Reverse-
Path Forwarding (TBRPF) [8], and the Temporally-
Ordered Routing Algorithm (TORA) [7]. Of particular 
interest here is the Dynamic Source Routing (DSR) 
protocol [9], a reactive protocol which, depending on 
the implementation, uses either distance-vector or link-
state routing. In source routing, the entire route to the 
destination is determined by the originator (the source) 
and is carried along with the message. Routes are 
discovered as needed via a route-request/route-reply 
process, and there are no periodic updates.2.4. Delay-
Tolerant Routing In some networks, there may never be 
an end-to-end connection. Instead, individual mobile 
nodes must hold data until a forwarding opportunity 
arises [25]. For example, a protocol can exploit vehicles' 
nonrandom mobility patterns to improve routing 
performance [26]. These routing techniques are not 

necessarily suitable to the cooperating-AUVs problem. 
When cooperating, the nodes will likely actively work to 
stay connected, that is, each node will maneuver such 
that it always stays within range of the network. More 
importantly, certain types of data do not need to be 
delivered immediately and can tolerate significant delay 
in their delivery, but when cooperating on short time-
scales, some communication is very likely to be time-
sensitive and delivery cannot wait long periods for an 
opportune vehicle motion to put it in range.2.5. Position-
Based and Location-Aware Routing A routing protocol 
spends most of its time determining and tracking the 
network topology. With communication technologies 
such as radio and acoustics, which links are available 
largely depends on the distance between the various 
nodes. Some routing protocols use knowledge of the 
location of network nodes to provide or augment 
topology information. These are known as location-
aware or position-based protocols. Routing by absolute 
geographical location typically employs a locating 
service that is queried by nodes to look-up the current 
location of a destination node. Messages are routed to 
the neighbor that is geographically nearest to the 
destination. Routing by relative location typically requires 
both relative location (e.g., range and bearing) as well 
as traditional topology information. LASR routes by 
relative location. A protocol similar to LASR is [27], 
which also estimates range from one-way time-of-flight 
using TDMA and uses it to discover network topology for 
routing via DSR. However, it includes pseudo noise 
probe patterns as a part of each frame because 
localization is of primary importance in that system. The 
network supports only very few nodes and the overall 
communication rate is extremely low. The new LASR 
protocol has been specifically designed to address the 
problems of routing in low-bandwidth, high-latency 
underwater acoustic networks of mobile nodes. It is 
loosely based on the DSR [9] protocol. Like DSR, LASR 
is a self-organizing, infrastructureless, distributed 
protocol. It learns and maintains only those routes that 
are in use. LASR uses the source route principally as a 
means to communicate topology information. Each 
intermediate node updates the source route in every 
message it forwards, applying the route most likely to 
require the fewest transmissions (which does not 
necessarily correspond to the fewest hops) to reach the 
destination. Every message transmission is therefore 
routed according to the most current topological 
knowledge, rather than DSR's approach which routes 
according to the topological knowledge at the time the 
message was originated.3.2. Assumptions The LASR 
protocol is designed for small underwater networks 
using low-speed acoustic links. The network should not 
contain more than 20–30 nodes, a reasonable 
assumption given typical multiple-AUV operations such 
as [28]. This network size limitation is due in lesser part 
to the source route header overhead in each message. 
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The size of the source route grows linearly with the 
length of the longest path through the network. In 
greater part, this assumption is due to LASR's required 
use of TDMA, which does not scale well into large 
networks. Nodes may move at any time and in any 
direction. The only restriction on node motion is that 
speeds should be in the range 0–3 m/s; this speed 
range is typical for most current AUVs. This assumption 
is necessary to limit the rate at which node motion can 
change the network topology. All nodes must use 
identical LASR algorithms, and all must fully participate 
in the protocol, including forwarding the messages of 
others. Every node must have accurate timekeeping, 
for example, by means of a low-drift clock. No two node 
clocks may differ by more than 50 milliseconds 
throughout a mission, although this network time may 
differ from true time by any amount. This is necessary 
for TDMA window timing. Equipped with the optional 
time synchronization feature, the FAU Dual Purpose 
Acoustic Modem (DPAM) fits this requirement over 8 
hours using low-drift clocks [29]. Also, prior work [30] 
has shown that for LASR, this is the minimum 
timekeeping precision necessary to preserve the 
accuracy of the time-of-flight range estimates based on 
TDMA window timing. The communication link 
endpoints should be identical acoustic modems, and 
these modems should be effectively omnidirectional. 
They must support overhearing—the reception of 
messages not specifically addressed to them. 
Overhearing is an important source of topology 
information. To allow the tracking system to function, 
each modem must report the time at which any 
incoming transmission is detected, regardless of 
whether or not the transmission can be successfully 
decoded. The detection time reporting must be accurate 
to within 30 milliseconds. As with the timekeeping 
precision, this reporting precision has been shown [30] 
to be the minimum necessary for time-of-flight range 
estimate accuracy. LASR's implementation of ETX 
assumes that network links are bidirectional (acoustic 
modem links are traditionally bidirectional, albeit half-
duplex) and symmetrical, meaning packets can cross 
the link between any pair of nodes in either direction with 
equal probability of success. In practice, the links are 
not perfectly symmetrical, but symmetry is a fair 
assumption so long as the transducer is assumed 
omnidirectional and the environmental conditions (and 
range between nodes) do not change significantly 
between two transmissions. The development of a 
nonsymmetrical and unidirectional version of LASR is 
beyond the scope of this article, but constitutes a future 
key for development of LASR. The links are assumed to 
be through a shared medium. The network must use 
TDMA as the MAC protocol so that implicit time-of-flight 
range estimate is possible. The ETX implementation 
also assumes that a medium model exists for the 
modem, which can provide a reasonably accurate 

estimate of the frame-error rate (FER) between two 
modems given the distance between them. The FER is 
the probability that a given transmission (a frame) on the 
link will be received in error. All nodes must use identical 
medium models and the FER estimate must be 
deterministic: every use of the model at every node must 
return the same FER for a given range. Note that the 
FER model includes other input parameters (sea state, 
ambient noise, water depth, bottom type …). A 
complete list is provided in [31]. The FER model used in 
the simulation was developed from field data [32]. For 
simplicity, the study assumes that every input parameter 
is constant, with the exception of range. These other 
parameters impact the FER, thus the LASR 
performance. At fixed range, the authors showed in [33] 
that the LASR performance drops with ambient noise 
and sea state, as the FER increases with these two 
parameters. A range-only tracking system is assumed to 
be available at each node. Regular measurements of 
the distance from the local node to each of the various 
other nodes within detection range will be available from 
a combination of the modem's transmission detection 
and TDMA window timing. The tracking system must 
use those time-of-flight based range measurements to 
predict the current location of those nodes relative to the 
local node. Prior work [30] has shown that the tracking 
system must predict relative node position to within 
200 m of the true relative node position. If the estimated 
prediction error exceeds this amount for a given node, 
the tracking system must cease reporting the predicted 
position of that node.3.3. Link Metric The expected 
transmission count (ETX) [34] estimates the number of 
times a node will have to transmit a message before it 
successfully receives an acknowledgment. The ETX of a 
route is simply the sum of the ETXs of each link in the 
route, and any two ETX route metrics are directly 
comparable. The ETX is calculated from a link's FER. 
The technique described in [34] to calculate the ETX 
uses probe messages sent periodically across a link—
once a sufficient number of probe messages have been 
sent, it is possible to estimate the link's FER, and then to 
calculate the ETX. In a MANET however, node motion 
can cause considerable variation in link quality over 
short time scales. This is a problem because, while ETX 
outperforms hop-count in a static network, hop-count 
can react more quickly to link changes and outperforms 
ETX when nodes are moving [35].LASR uses expected 
transmission count (ETX), but overcomes this mobile-
node measurement-delay problem by calculating the 
delivery ratio directly from the FER estimated by the 
medium model. LASR assumes symmetric links, so the 
probability that a message and its acknowledgement will 
cross a link successfully is, making the equation for 
ETX:  

How LASR handles the ETX information is 
described in Appendix B.3.4. Tracking System 
Neighborhood topology is predicted by the tracking 
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system based on information from both implicit and 
explicit communication. Combining the time-of-detection 
information from the modem with the current TDMA 
state provides both an estimated time-of-flight and the 
identity of the transmitter. The range to the transmitter 
can then be estimated using the medium model. A 
series of range estimates to other nodes, coupled with 
knowledge of a node's own motion, can form the basis 
for localization and tracking of the other nodes. When 
combined with minimal information from the other nodes 
about their ranges to each other, the relative, 
progressive location of the other nodes can usually be 
uniquely determined to some accuracy. A tracking 
system was not implemented as part of this work. The 
behavior of the tracking system was simulated based on 
the minimum established performance requirements. A 
recursive state-estimation filter, such as a particle filter, 
is expected to be able to localize and track some or all 
of the network nodes, depending on the amount of 
information available about each node. The more 
information that is available about another node, the 
more accurate tracking and location prediction can be. 
Even a low-order motion model (e.g., maximum, 
minimum, and typical speed and turning rate) will help 
constrain tracking and prediction uncertainty. A behavior 
model providing knowledge of the types of behaviors 
the node may exhibit (e.g., lawn mowing, line-following 
or hovering) can further reduce uncertainty. Information 
for tracking can be characterized as either explicit or 
implicit. Explicit information is carried as overhead in 
network messages. The LASR source routes, for 
example, carry explicit link range information. Implicit 
information is communicated without overhead, simply 
by the act of communicating. An example of implicit 
information is the time-of-flight measured when a 
message is received. Some modems, such as the FAU 
DPAM [31], preface each packet with a known 
sequence of symbols. The optional time synchronization 
feature of the FAU DPAM is used for TDMA 
communications and tracking [29]. This detection 
sequence is used by the receiver to identify an incoming 
transmission because, unlike the coded variable data in 
a message, the symbols in the detection sequence are 
known a priori, making them substantially easier to 
identify, even in very weak signals. It is frequently 
possible to correctly identify the detection sequence in 
transmissions from ranges far beyond the range at 
which there is sufficient signal to successfully decode 
the variable data. Under such modems, incoming 
transmissions fall into three categories: strong enough 
to decode (providing implicit range and explicit data), 
strong enough to detect but too weak to decode 
(providing implicit range only), and too weak to detect 
(providing nothing). Because the detection sequence 
can be reliably identified even across a link with an 
extremely high FER, the second category includes 
transmissions from nodes far beyond the useful explicit 

range of the modem. A comparison of implicit and 
explicit data is shown in Figure versus explicit data. 
Node transmits a message for node and each detect 
and receive it (the message is intended for but has 
overheard it). The detection provides an implicit range 
estimate to node; the reception provides all of the 
explicit routing information contained in the message 
(e.g., in the source route). Node detects but does not 
receive the message, thus gains an implicit range 
estimate to node  

 
Fig. 1 :  Implicite vs explicit data 

But gets none of the explicit data.3.5. LASR 
Packet Structure Each LASR packet contains one or 
more messages. A message can contain user data or 
protocol data. A user-data message contains a source-
route in addition to the user data. There are several 
protocol message types; these are described in 
Appendix A. Packets are small in a typical acoustic 
network, typically on the order of tens to hundreds of 
bytes only. This makes header overhead very expensive 
as even a small header can represent a large fraction of 
a packet. LASR uses a different header structure than 
DSR in order to reduce the size of the header as much 
as possible. LASR's header structure is shown.in    

 

Figure 2
 
:
 
Lasr header

 

The number of bits added to the header by a 
given layer can change from message to message. To 
accommodate this, the header is implemented as a 
stack of bits.7659: The LASR header is a variable-size 
stack of bits. This shows the source route portion of a 
three-hop route.

 
A source route is structured as a series 

of triples followed by an end marker. Each triple is a hop 
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in the route starting at the originator and ending one hop 
before the destination. A triple comprises the address of 
the node, the best-available estimate of the range from 
the node to the next hop (or the destination) and the 
timestamp of the range estimate. Both the range and its 
timestamp are quantized to conserve space in the 
header, see [30] for details on the quantization. The 
route end is the special network address zero, which is 
never a valid address. The network addresses are 
represented as the smallest number of bits that can 
represent the number of nodes in the network, plus one 
for the special zero address. For example, a 16 node 
network would require 17 unique addresses and would 
therefore require 5-bit addresses. 

IV. Network design challenges 

a) Underwater Acoustic Sensor Networks: Design 
Challenges  

In this section, we itemize the main differences 
between terrestrial and underwater sensor networks, 
detail the key challenges in underwater communications 
that influence protocol development, and give 
motivations for a cross-layer design approach to 
improve the efficiency of the communication process in 
the challenging underwater environment [5]. 

b) Differences with Terrestrial Sensor Networks  
The main differences between terrestrial and 

underwater sensor networks can be outlined as follows:  
• Cost. While terrestrial sensor nodes are expected to 

become increasingly inexpensive, underwater 
sensors are expensive devices. This is especially 
due to the more complex underwater transceivers 
and to the hardware protection needed in the 
extreme underwater environment [9].  

• Deployment. While terrestrial sensor networks are 
densely deployed, in underwater, the deployment is 
generally more sparse.  

• Power. The power needed for acoustic underwater 
communications is higher than in terrestrial radio 
communications due to higher distances and to 
more complex signal processing at the receivers to 
compensate for the impairments of the channel.  

• Memory. While terrestrial sensor nodes have very 
limited storage capacity, uw-sensors may need to 
be able to do some data caching as the underwater 
channel may be intermittent.  

• Spatial Correlation. While the readings from 
terrestrial sensors are often correlated, this is more 
unlikely to happen in underwater networks due to 
the higher distance among sensors.  

Underwater acoustic communications are 
mainly influenced by path loss, noise, multi-path, 
Doppler spread, and high and variable propagation 
delay. All these factors determine the temporal and 
spatial variability of the acoustic channel, and make the 

available bandwidth of the Under Water Acoustic 
channel (UW-A) limited and dramatically dependent on 
both range and frequency. Long-range systems that 
operate over several tens of kilometers may have a 
bandwidth of only a few kHz, while a short-range system 
operating over several tens of meters may have more 
than a hundred kHz bandwidth. In both cases these 
factors lead to low bit rate [9].  

Hereafter we analyze the factors that influence 
acoustic communications in order to state the 
challenges posed by the underwater channels for 
underwater sensor networking. These include:  

c) Path loss  
Attenuation: It is mainly provoked by absorption 

due to conversion of acoustic energy into heat, which 
increases with distance and frequency. It is also caused 
by scattering a reverberation (on rough ocean surface 
and bottom), refraction, and dispersion (due to the 
displacement of the reflection point caused by wind on 
the surface). Water depth plays a key role in determining 
the attenuation.  

Geometric spreading: This refers to the 
spreading of sound energy as a result of the expansion 
of the wave fronts. It increases with the propagation 
distance and is independent of frequency. There are two 
common kinds of geometric spreading: spherical 
(Omni-directional point source), and cylindrical 
(horizontal radiation only).  

d) Noise  
Man made noise. This is mainly caused by 

machinery noise (pumps, reduction gears, power plants, 
etc.), and shipping activity (hull fouling, animal life on 
hull, cavitation), especially in areas encumbered with 
heavy vessel traffic.  

Ambient Noise: Is related to hydrodynamics 
(movement of water including tides, current, storms, 
wind, rain, etc.), seismic and biological phenomena.  

e) Multi-path  
Multi-path propagation may be responsible for 

severe degradation of the acoustic communication 
signal, since it generates Inter-Symbol Interference (ISI).  

The multi-path geometry depends on the link 
configuration. Vertical channels are characterized by 
little time dispersion, whereas horizontal channels may 
have extremely long multi-path spreads. The extent of 
the spreading is a strong function of depth and the 
distance between transmitter and receiver [9]. 
High delay and delay variance  

The propagation speed in the UW-A channel is 
five orders of magnitude lower than in the radio channel. 
This large propagation delay (0.67 s/km) can reduce the 
throughput of the system considerably.  

The very high delay variance is even more 
harmful for efficient protocol design, as it prevents from 
accurately estimating the round trip time (RTT), which is 
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the key parameter for many common communication 
protocols. 

f) Doppler spread  
The Doppler frequency spread can be 

significant in UW-A channels, causing degradation in the 
performance of digital communications: transmissions 
at a high data rate cause many adjacent symbols to 
interfere at the receiver, requiring sophisticated signal 
processing to deal with the generated ISI.  

The Doppler spreading generates: i) a simple 
frequency translation, which is relatively easy for a 
receiver to compensate for; ii) a continuous spreading of 
frequencies, which constitutes a non-shifted signal, 
which is more difficult for a receiver to compensate for.  

If a channel has a Doppler spread with 
bandwidth B and a signal has symbol duration T, then 
there are approximately BT uncorrelated samples of its 
complex envelope. When BT is much less than unity, the 
channel is said to be under spread and the effects of the 
Doppler fading can be ignored, while, if greater than 
unity, it is overspread [9].  

In the above sections the introduction, 
communication architectures and design challenges of 
the underwater acoustic network are discussed. Now in 
the further section some technologies for real-time 
monitoring of SWANs are discussed. 

V. Realization of underwater 
networking 

a) Realization of Underwater Networking 
A realization of underwater acoustic networking 

is the U.S. Navy’s experimental Telesonar and Seaweb 
program. Telesonar links interconnect distributed 
underwater nodes, potentially integrating them as a 
unified resource and extending naval net centric 
operations into the underwater battle space. Seaweb 
provides a command control, communications, and 
navigation infrastructure for coordinating autonomous 
nodes to accomplish given missions in arbitrary ocean 
environments. More generally Seaweb networking is 
applicable for oceanographic telemetry, underwater 
vehicle control, and other uses of underwater wireless 
digital communications. Telesonar and Seaweb 
experimentations address the many aspects of this 
problem including propagation, signaling, transducers, 
modem electronics, networking command-centre 
interfacing and transmission security. The major sea 
tests have included Seawebs ‘98,’99 and 2000[3]. 

 
 
 
 
 
 

Fig. 5 : Seaweb underwater acoustic networking enables 
data telemetry and remote control and other 

autonomous peripherals and Gateways 

 

VI. New protocol results 

This section discusses the simulation results for 
the new LASR protocol for underwater acoustic 
networks. The new protocol has been tested under a 
variety of simulated underwater missions, each in 
several operational scenarios. For comparison 
purposes, these tests are also conducted with the 
flooding and DSR protocols. The results demonstrate 
that the LASR protocol provides improved network 
communication performance compared to flooding and 
DSR.DSR is run without any of its optional features 
enabled as initial work demonstrated that each of the 
optional features negatively impacted DSR performance 
in an acoustic network. Three configurations of the LASR 
protocol are tested, which differ in number of retries and 
time spent waiting for acknowledgment. The LASR 
acknowledgment guarantee means that a receiver will 
acknowledge receipt within the specified time; this 
controls how much delay is introduced when a 
message, or its acknowledgment, fails to cross a link. 
The acknowledgment period is a multiple of the TDMA 
frame duration, to give each possible receiver some 
number of opportunities to transmit an acknowledgment 
(either implicit or explicit). The three LASR configurations 
are as follows. (a)LASR-0+3: no retries, 
unacknowledged messages are never retransmitted. 
However, receivers are still obligated to send an 
acknowledgment within three TDMA frames. (b)LASR-
2+3: two retries, acknowledgment required within three 
TDMA frames. (c)LASR-2+6: two retries, 
acknowledgment required within six TDMA frames.5.1. 
Scenarios every scenario uses 16 vehicles, which is 
selected as an average network size for LASR. The 
parameters are exhaustively combined, with each 
combination defining a scene. Each scenario contains 
all scenes. Due to the stochastic nature of the 
communication model, each scene is run 20 times and 
the results averaged to smooth the performance results. 
The authors limit the study to 20 runs per scene due to 
computation time. This paper shows only a small 
fraction of the extensive simulation results; full results 
are available in [33].The vehicles originate messages 
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containing arbitrary data and send the messages to 
randomly chosen destinations. Every node transmits at 
every opportunity. If no message is ready to be sent 
when the node's transmission time-slot opened, a new 
message is generated by either the application layer or 
a protocol layer. Here, we assume that there is always at 
least one packet in the buffer of each transmitting node, 
with the objective to discover the maximum possible 
throughput (in practice, the LASR performance is also 
related to the mean packet generation rate). The 
random selection of the destination node is according to 
a uniform distribution: each node (except the originating 
node itself) has an equal probability of being selected as 
the destination. This means the network had full 
utilization at all times: there is never a TDMA time-slot 
that passes without a transmission, either to forward a 
protocol or user-data message or to originate a new 
user-data message. Each vehicle is equipped with an 
FAU dual-purpose acoustic modem (DPAM). Every 
modem uses Frequency-Hopped, M-ary Frequency Shift 
Keying (FH-MFSK) modulation with convolutional coding 
[31]. Packets are fixed-size, carrying 32 source bytes 
each. Each transmission takes 2.65 s and has a guard 
time of 2.35 s, for a total TDMA time-slot duration of 5 s. 
The FER is determined at run-time using the FAU DPAM 
medium model [32], a stochastic model derived from 
the Nakagami model, which considers channel 
geometry, fading characteristics, background noise, 
bottom type, modulation, and error coding. The network 
simulation tool was developed at FAU and is described 
in detail in [32, 33]. The best-case conditions for 
communication are when Nakagami-m is 2.0 and noise 
PSD is -55dB/√ Hz, the worst-case when Nakagami-m 
is 1.5 and noise PSD is 65dB/√Hz.7.2. Graph 
Methodology There are two graphed network metrics: 
messages-delivered versus range and message 
success ratio. These metrics measure different aspects 
of the network performance: messages-delivered 
measures throughput, success ratio measures reliability. 
Note that every message size is fixed to 32 bytes, so 
that the message-based analysis can be easily 
converted to a byte-based analysis. The graphs count 
as delivered or successful only unique user-data 
messages that reach the intended destination. User-
data messages which never reached their destination, 
duplicate user-data messages received at the 
destination and protocol-only messages are not 
counted as delivered or successful. The uncounted 
messages are the protocol's message overhead. The 
messages-delivered graphs show the total number of 
originated user-data messages that are successfully 
delivered versus the distance between the originating 
node and the delivery node at the time of message 
origination. It does not consider protocol messages 
(e.g., route requests and route replies) and counts only 
messages containing user data. The successful delivery 
of a protocol message is not counted towards 

messages-delivered, so in general, the greater a 
protocols message overhead, the lower its messages-
delivered count. These graphs provide a measure of 
throughput versus range. The messages-delivered 
graphs should be consulted if throughput is of primary 
importance, especially if the loss of packets can be 
tolerated. The delivery success ratio graphs show the 
ratio of user-data messages successfully delivered to 
user-data messages originated. Again, only user-data 
messages are considered. This ratio is graphed versus 
the same distances as the messages-delivered graphs. 
Messages still in the network when the simulation ends 
are considered lost, and so reduce the success ratio. 
This metric provides a measure of reliability versus 
range, that is, the probability that a user-data message 
sent over a given range will eventually be delivered. The 
success ratio graphs should be consulted if assured 
delivery is of primary importance, especially if a loss of 
throughput can be tolerated. Note that it is not valid to 
assume that delivering a greater volume of messages 
implies that messages are also delivered with greater 
reliability, or vice versa. They are commonly inversely 
related because increasing the delivery reliability 
generally requires increasing protocol overhead, which 
reduces the total number of messages that can be 
delivered for a given network bandwidth. A protocol with 
little overhead may be able to send a tremendous 
number of user-data messages, losing most but still 
delivering a large number. On the other hand, a protocol 
with large overhead may be able to send only a few 
user-data messages, but may deliver almost all of them. 
These metrics both count messages, not bytes. Larger 
packets would likely increase byte throughput but are 
also likely slightly decrease both messages-delivered 
and message success ratio because larger packets 
would take longer to transmit, thus lengthening the 
TDMA window, and would probably increase the FER of 
the links. 

VII. Conclusion 

In this paper we discussed introductory part of 
Shallow water acoustic network, its different 
architectures-Two dimensional underwater sensor 
network and three dimensional underwater sensor 
networks. Also we compare underwater acoustic 
network with the terrestrial sensor network and found 
challenges for implementing under water sensor 
network. Underwater acoustic communications are 
mainly influenced by path loss, noise, multi-path, 
Doppler spread, and high and variable propagation 
delay. Over the next decade, significant improvements 
are anticipated in the design and implementation of 
shallow water acoustic networks as more experience is 
gained through at-sea experiments and network 
simulations. 
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Vinita Sharma α, Jitendra Kumar Guptaσ & K. K.  Mishra σ

Abstract - Security plays a vital role during the transmission of 
private data from one sender to the other. Although there are 
many security algorithms implemented but here we are 
providing the security algorithms on the RFID devices. The 
authentication techniques implemented in RFID is based on 
the new algorithm based on smart cards. The data send 
through the tags can be made secure using the proposed 
algorithm so that the un-authorised users can’t access the 
data without any further unique numbers. 
Keywords : RFID, tags, reader, authentication, 
counterfeiting, privacy, security. 

I. Introduction 

adio Frequency Identification (RFID) system is the 
latest technology that plays an important role for 
object identification as ubiquitous infrastructure. 

RFID has many applications in access control, 
manufacturing automation, maintenance, supply chain 
management, parking garage management, automatic 
payment, tracking, and inventory control. 

RFID tag: is a tiny radio chip that comprises a 
simple silicon microchip attached to a small flat aerial 
and mounted on a substrate. The whole device can then 
be encapsulated in different materials (such as plastic) 
dependent upon its intended usage. The tag can be 
attached to an object, typically an item, box, or pallet, 
and read remotely to ascertain its identity, position, or 
state. For an active tag there will also be a battery. 
Reader or Interrogator: sends and receives RF data to 
and from the tag via antennas. A reader may have 
multiple antennas that are responsible for sending and 
receiving radio waves. 

RFID offer several advantages over barcodes: 
data are read automatically, line of sight not required, 
and through non conducting materials at high rate and 
far distance. The reader can read the contents of the 
tags by broadcasting RF signals via antennas. The tags 
data acquired by the readers is then passed to a host 
computer, which may run middleware (API). Middleware 
offers processing modules or services to reduce load 
and network traffic within the back-end systems. RFID 
basic operations can be summarized as in Figure. 

RFID systems are vulnerable to a broad range 
of malicious attacks ranging from passive 
eavesdropping  to  active  interference.  Unlike  in  wired 
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Author σ : Assistant Professor, Department of Computer Science & 
Engineering, SR Group of Institution, CSE Campus Jhansi, India. 

networks, where computing systems typically have both 
centralized and host-based defenses (e.g. firewalls), 
attacks against RFID networks can target decentralized 
parts of the system infrastructure, since RFID readers 
and RFID tags operate in an inherently unstable and 
potentially noisy environment. Additionally, RFID 
technology is evolving quickly – the tags are multiplying 
and shrinking - and so the threats they are susceptible 
to, are similarly evolving. 

 

Basic Operations of RFID 

RFID tags may pose a considerable security 
and privacy risk to organizations and individuals using 
them. Since a typical tag answers its ID to any reader 
and the replied ID is always the same, an attacker can 
easily hack the system by reading out the data of a tag 
and duplicating it to bogus tags. Unprotected tags may 
have vulnerabilities to eavesdropping, location privacy, 
spoofing, or denial of service (DoS). Unauthorized 
readers may compromise privacy by accessing tags 
without adequate access control. Even when the content 
of the tags is protected, individuals may be tracked 
through predictable tag responses. 

a) Security Issues 
1. Security of the tag and the reader as well as the 

server: As the data from tag moves to the reader, 
security has to be maintained during the flow of 
data. Hence the security is maintained at the tag 
and the reader for the better efficiency of the data. 

2. The original data stored at the receiver side: The 
original data from the tag is readed by the reader 
and is stored at the server, if the server can be 
accessed in an unauthorized manner and if the 
server damages the data will be lost, hence 
chances of fault tolerance. 
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3. Low computational and storage cost: During the 
manufacturing of tag and the reader devices various 
functions have been designed for the better 
authorization of the data, hence when this function 
are been implemented the tag and the reader 
should not increase the computational and the 
storage cost. 

4. Various security features implemented in various 
protocols: The table shown below is the various 
security features that are implemented in various 
protocols used in RFID devices. Hence the protocol 
that doesn’t contain these security features is not 
very efficient and can be attacked by the external or 
internal user. 

5. Chances of eavesdropping: The protocols that are 
implemented for the security of the data from tag to 
reader should be authenticated so that the chance 
of eavesdropping has been reduced. 

6. Synchronization between tag and the reader: 
Synchronization between the tag and the reader is 
the flow of control from tag to the reader. The data 
moved from tag to the reader should be 
synchronized such that the data can’t be lost and 
the chance of congestion has been reduced. 

b) Performance 
RFID schemes cannot use computationally 

intensive cryptographic algorithms for privacy and 
security because tight tag cost requirements make tag-
side resources (such as processing power and storage) 
scarce. 
• Capacity minimization: The volume of data stored in 

a tag should be minimized because of the limited 
size of tag memory. 

• Computation minimization: Tag-side computations 
should be minimized because of the very limited 
power available to a tag. 

• Communication compression: The volume of data 
that each tag can transmit per second is limited by 
the bandwidth available for RFID tags [4, 18]. 

• Scalability: The server should be able to handle 
growing amounts of work in a large tag population. 
It should be able to identify multiple tags using the 
same radio channel [11]. Performing an exhaustive 
search to identify individual tags could be difficult 
when the tag population is large [6]. 

II. Related works 

Most of the security protocols implemented in 
RFID are based on cryptographic and hash functions. 
But these security protocols are not much secure. The 
OSK protocol was proposed by Ohkubo, Suzuki and 
Kinoshita (OSK) in 2004. Its aim is to assure the valid 
answer of the tag even under an active attack. In this 
scheme each tag is initialized with a secret value xi and 
two unidirectional functions h1 and h2. When a tag 
receives a request from a reader, it updates the value xi 

with the new value obtained from the computation of ht 
1(xi). 

Weis, Sarma, Rivest and Engels proposed in 
2003 the use of hash-locks in RFID devices. A first 
approach, called Deterministic hash locks, was 
presented in. A tag is usually in a \locked" state until it is 
queried by a reader with a specific temporary meta-
identifier Id. This is the result of hashing a random value 
(nonce) selected by the reader and stored into the tag. 
The reader stores the Id and the nonce in order to be 
able to interact with the tag. The reader can unlock a tag 
by sending the nonce value. When a tag receives it, the 
value is checked [22].  

Most of the security protocols implemented in 
RFID are based on cryptographic and hash functions. 
But these security protocols are not much secure. The 
OSK protocol was proposed by Ohkubo, Suzuki and 
Kinoshita (OSK) in 2004 [13]. Its aim is to assure the 
valid answer of the tag even under an active attack. In 
this scheme each tag is initialized with a secret value xi 
and two unidirectional functions h1 and h2. When a tag 
receives a request from a reader, it updates the value xi 
with the new value obtained from the computation of ht 
1(xi) [8].  

YA-TRAP (Yet-Another Trivial RFID 
Authentication Protocol) was proposed by Tsudik in 
2006 [14]. This protocol describes a technique for the 
inexpensive untraceable identification of RFID tags. YA-
TRAP involves minimal interaction between devices and 
a low computational load on the back-end server. With 
these features, this scheme is attractive for applications 
where the information is processed in data groups [8]. 

Weis, Sarma, Rivest and Engels proposed in 
2003 [15] the use of hash-locks in RFID devices. A first 
approach, called Deterministic hash locks, was 
presented in. A tag is usually in a \locked" state until it is 
queried by a reader with a specific temporary meta-
identifier Id. This is the result of hashing a random value 
(nonce) selected by the reader and stored into the tag. 
The reader stores the Id and the nonce in order to be 
able to interact with the tag. The reader can unlock a tag 
by sending the nonce value. When a tag receives it, the 
value is checked [8].  

In 2012, Dr.S.Suja proposed an RFID 
Authentication protocol for security and privacy which   
is based on Cyclic Redundancy Check (CRC) and 
Hamming Distance Calculation in order to achieve 
reader-to-tag authentication and the memory read 
command is used to achieve tag-to reader 
authentication. It will resist against tracing and cloning 
attacks in the most efficient way [1].  

In 2011, Liangmin WANG, Xiaoluo YI, implies 
improved protocol merely uses CRC and PRNG 
operations supported by Gen-2 that require very low 
communication and computation loads. They also 
develop two methods based on BAN logic and AVISTA 
to prove the security of RFID protocol. BAN logic is used 
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to give the proof of protocol correctness, and AVISTA is 
used to affirm the authentication and secrecy properties 
[2].  

In 2008, Tieyan Li analyze the security 
vulnerabilities of a family of ultra-lightweight RFID mutual 
authentication protocols: LMAP, M2AP  and EMAP[17]*, 
which are proposed by Peris-Lopez et al. Here they 
identify two effective attacks, namely de-synchronization 
attack and full disclosure attack, against their protocols. 
The former permanently disables the authentication 
capability of a RFID tag by destroying synchronization 
between the tag and the RFID reader [3]. 

The weakness of this authentication protocol 
comes from the fact that each round the advesary gets 
some information from the same key. So a quick way to 
counter our attack is to include a key-updating 
mechanism similar to OSK[18] at the end of the protocol 
using a one-way function. In this case, adversaries do 
not get more than P equations for each key so that the 
security proof and reduction to the SAT problem 
become sound. The resulting protocol is even forward-
private providing that adversaries do not get side-
channel information from the reader [28].  

D. N. Duc, J. Park, H. Lee, and K. Kim. 
Enhancing security of EPCglobal gen-2 RFID tag 
against traceability and cloning. In Symposium on 
Cryptography and Information Security —

 
SCIS 2006, 

Hiroshima, Japan[7],
 

Hash-based Access Control (HAC), as defined 
by Weis et al. [16]*, is a scheme which involves locking 
a tag using a vone-way hash function. A locked tag uses 
the hash of a random key

 
as its metaID. When locked, a 

tag responds to all queries with its metaID. However, the 
scheme allows a tag to be tracked because the same 
metaID is used repeatedly [5].

 

In[13] Ohkubo, Suzki, and Kinoshita (OSK) 
propose an RFID privacy protection scheme providing 
indistinguishability (i.e. a tag output is indistinguishable 
from a truly random value and unlinkable to the ID of the 
tag) and backward untraceability. This scheme uses a 
low-cost hash chain mechanism to update tag secret 
information to provide these two security properties.

 

III.

 

Problem statement

 

The attack on SASI is a passive one. Passive 
attacks are achievable in practice since they only 
necessitate only eavesdropping, which is a typical 
hazard or threat in RFID setting where the physical 
wireless communication station or channel is open to 
parties within communication and transmission. The 
security provided by the SASI might be more but for the 
passive attacks only and the chances of eavesdropping 
is more.

 
 
 
 

IV. Proposed solution 

Registration Phase - In the registration phase, 
Tag Ti wants to register himself/herself in remote server 
S. Firstly Tag chooses his/her ID and PW. Before 
register on Server, registration authority computes h (ID) 
and h (ID||PW) and sends to Reader R over a secure 
channel. Upon receiving the registration request from 
Tag Ti. Reader R computes same parameters related to 
the Tag Ti. 
R computes Ai= h (ID) xor h (X || h (ID)) 
Bi = Ai xor h (ID || PW) 
Ci = h (Ai) 
Di = h (ID || PW) xor h(X) 

And stored some of them in the memory and 
issues this to Tag Ti.  

Login Phase- This phase provides the facility of 
a secure login to the Tag .Tag wants to access same 
services on remote server S. first it gain the access right 
on the remote server S. Tag keys in ID* and PW*. The 
Tag device memory computes – 

Ai*= Bi xor h (ID* || PW*) 

And Ci* = h (Ai*) and checks whether Ci 
(stored in the Tag memory) and Ci* are equal or not. If 
not, terminate to again login process. Otherwise yes, 
Tag Ti is legitimate bearer of the device. Then the Tag 
device generates a random nonce Ri and computes – 
Ei = Ai* xor Ri 
Cid = h (ID || PW) xor Ri 
Fi = h (Ai || Di || Ri || Tu) 

Where Tu is current time when login request 
proceed. And send the login request massage {Fi, Ei, 
Cid, Tu, h (ID)} to remote Reader R. 

Verification Phase- Upon receiving the login 
request massage {Fi, Ei, Cid, Tu, h (ID)}. Reader verifies 
the validity of time delay between Tu‟ and Tu. Where Tu’ 
is the travel time of the massage. Tu’-Tu ≤ ΔT where ΔT 
denotes expects valid time interval for transmission 
delay. Then Reader accepts the login request and go to 
next process, otherwise the Reader reject login request.  
Reader computes – 
Ai* = h (ID) xor h (X || h (ID)) 
Ri* = Ai* xor Ci 
G = h (ID || PW)* =Cid xor Ri 
Di* = h (ID || PW)* xor h(X) 

And computes F* = h (Ai* || Di* || Ri* || Tu) 
And checks whether F and F* are equal or not. If they 
are not then reject the login request. If equal, then 
Reader R 
Computes– 

Fs = h (h (ID) || Di || Ri || Ts) 

  Where, Ts is remote Reader current time. And 
send acknowledge massage {Fs, G, Ts} to Tag Ti. 
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Upon receiving acknowledge massage Tag device 
compute G* = h (ID || PW) Fs* = h (h (ID) || Di || Ri 
|| Ts) And checks where G =G*and Fs = Fs* are 
same or not. It is mutual authentication process. In 
which both Reader and Tag verify to each other. If they 
are same then Tag device makes session key (Sk) and 
both Reader and Tag share it. Sk = h (h (ID) || Ts || Tu 
|| Ai) Otherwise terminate to again login process. 

Password change Phase- This phase is 
involved whenever Tag T want to change the password 
PW with a new Password PWnew. Tag T keys in ID* and 
PW* and request to change password. The Tag device 
checks whether C = C* are equal or not. If it is satisfy 
User U is a legitimate bearer of the device. Then the Tag 
device asks the Tag Ti to input new password PWnew. 
After entering the new password the Tag calculate- 
Bnew = Ai xor h (ID || PWnew) and 
Dnew = h (ID || PWnew) xor h (ID || PW) xor Di 

And change B with Bnew and D with Dnew in 
Tag device memory. 

Tag Ti                                                    Reader Ri 
                               Initial Phase 
 
                                                                Select p,q,x 
                                                                Keep p,x secretly 
                               Registration Phase 
Select IDi and PWi                  A=h(ID^x mod p) xor h(pWi) 
                                                       Store (ID,A,h(.),E(.) into                                                 
package                                          <------------   card 
                               Login and Authentication Phase 
Input IDi and PWi 
Select R 
K=A xor h(PWi) 
W=EK(R xor Tu) 
Cu=h(Tu||R||W||IDi) -------- verify IDi and Tu 
                                                  K=h(ID^x mod p) 
                                                  R’=DK(W) xor Tu 
                                                  Cu’=h(Tu||R||W||IDi) 
                                                  Verify cu’=cu 
                                                   Cs=h(IDi||R’||Ts) 
 Verify ID and Ts                                                <-----------    
Cs=h(IDi||R||Ts) 
Verify Cs’==Cs 
                             Compute Common Secrete Key 
Sk=h(IDi||Ts|||Tu||R) ------- Sk=h(IDi||Ts||Tu||R’) 

V. Result analysis 

Storages 
/Scheme 

 

Our 
Scheme 

 

Yoon Yoo 
al et. [3] 

 

Liou al 
et. [7] 

 

R.Song al 
et.[10] 

 

Tag
 

480 bits
 

 480 bits
 

 480 bits
 

 320 bits
 

 

Server
 

160 bits
 

 320 bits
 

 320
 
bits

 
 480 bits

 
 

Table 1 : Storage Capacity Comparison 

Table 1 shows, the storage comparison of the 
proposed scheme with the relevant user authentication 

based on smart card, Which shows our proposed 
scheme is reduced burden on the server, because the 
Server has store only server secret key (X). 

Communication/S
cheme 
 

 

Our 
Scheme 

 
 

Yoon Yoo 
et al. [3] 

 Liou et 
al. [7] 

 
R.Song 

et 
al.[10]  

Authentication 
(bits)  

 
5*160

 
 5*160

 
 6*160

 
5*160

 
 

Table 2 : Communication Cost 

The proposed scheme requires little more 
computation cost and equal to related user 
authentication scheme, Because our proposed scheme 
has strong secure mutual authentication scheme is 
resistance to insider attack, resistance to masquerade 
attacks, parallel session attack, replay attack, password 
attack, secure password change, protecting server 
spoofing attack, session key generation and agreement 
and other possible attack, that why some cost of 
execution are little more. Table 2 shows, the 
communication cost of the proposed scheme with the 
relevant user authentication based on Tag memory, 
which shows communication cost weightage between 
Tag and Reader in term of authentication. 

Resistance to / 
Scheme

 
 

Our 
Scheme

 
 

Yoon Yoo 
et al. [3]

 
 

Liou et 
al. [7]

 
 

R.Son
g et 

al.[10] 
 

Insider attack  
 

Yes No Yes No 

Masquerade 
attack  

 

Yes
 

No
 

Yes
 

Yes
 

Parallel session 
attack  

 

Yes
 

No
 

Yes
 

No
 

Replay attack  
 

Yes Yes Yes No 

Offline password 
attack  

 

Yes
 

No
 

Yes
 

No
 

Secure 
password 
change process  

 

Yes

 

Yes

 

Yes

 

Yes

 

Denial of service  
 

Yes No Yes No 

Session key 
generation and 
agreement  

 

Yes
 

No
 

No
 

Yes
 

             Table 3 : The Efficiency Comparison 

The efficiency of the proposed algorithm is very 
high because it is not involved in any time consuming 
modular exponential computing as shown in the Table 
3. 
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VI. Conclusion 

In this paper we show that the other 
authentication techniques involved in RFID are not so 
much secure and have high communication cost. We 
showed that our scheme is vulnerable to Denial-of-
Service attack, Insider attack, Offline password attack 
Forward secrecy attacks. We present an efficient and 
secure ID- base remote user authentication scheme. 
The proposed scheme is proved to be able to withstand 
the various possible attacks. The proposed algorithm 
provides here provides a more authenticated protocol 
using the concept of pre shared secrete key for the 
authenticity between the tags and the reader using the 
technique of card generation. 
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Routing in Mobile Ad hoc Networks: Qos by 

Clogging Control 
N. Nagaraju α & M.L.Ravichandra σ

Abstract - Here in this paper a MAC layer level clogging 
detection system has been projected. The planned model 
aims to explores a system to compute the degree of clogging 
at victim node with maximal accuracy. This clogging detection 
apparatus is integrated with a Two-Step Cross Layer Clogging 
Control Routing Topology. The proposed model involves 
controlling of clogging in two steps with effective energy 
capable blocking detection and optimal cost of routing. Packet 
drop in routing is mostly due to link crash and clogging. Most 
of the existing clogging control solutions do not have the 
ability to distinguish between packet loss due to link collapse 
and packet loss due to clogging. As a result these solutions 
aim towards action against packet drop due to link 
malfunction which is an unnecessary effort and ends with of 
energy resources. The other limit in most of the available way 
out is the utilization of energy and resources to detect 
clogging state, degree of clogging and alert the source node 
about blocking in routing path. This paper explores a cross 
layered model of clogging recognition an control mechanism 
that include energy efficient clogging detection, Multicast 
Group Level Clogging Evaluation and Handling Algorithm 
[MGLCEH] and Multicast Group Level Load Balancing 
Algorithm [MGLLBA], which is a hierarchical cross layered 
base clogging recognition and avoidance model in short can 
refer as Qos Optimization by cross layered clogging handling 
(MGLCEH). This paper is supported by the investigational and 
simulation results show that better store utilization, energy 
efficiency in clogging detection and clogging control is 
possible by the proposed topology. 
IndexTerms : Ad-hoc networks,  manets, clogging, 
cross-layer design, optimization, random access, 
wireless network. 

I. Introduction 

he regular TCP clogging control mostly adapted 
for internet is not an apposite for MANETs because 
MANETs are known to affect topology and 

topology stacks of control mechanisms .also the 
MANETs are environmentally irreconcilable with standard 
TCP. 

The packet salvage setbacks and losses in 
MANETs   are   primarily   due   to   their   node   mobility 
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combined with intrinsically unexpected medium which is 
a direct consequence of the common wireless multi hop 
channel cannot be construe as clogging losses . 

The primary individuality of a wireless multi hop 
channel is that within interfering range of one node only 
a single data is transmitted. In MANETs’ networks in an 
complete area are congested due to shared standard 
where as internet clogging is single router. A note 
valuable point is that in a MANET the nodes are not 
overcrowded. 

The main reason for the incompatible of a 
regular TCP and a MANET is the fact that package 
losses in MANET may not always be due to network 
clogging and the transmission times (including the 
round trip times) vary highly making the package losses 
quite difficult to observe . 

It is difficult to find the source of clogging in a 
multi hop network because a single user has the 
capability to produce a clogging resulting in 
comparatively lower bandwidth of mobile ad-hoc 
networks .The wireless networks are more susceptible to 
clogging problems when compared with the traditional 
wire line network. Therefore a balanced clogging control 
system is to be employed compulsorily for the stability 
and superior performance of a wireless network. 

The non homogeneous nature of the application 
topologys in the multihop wireless networks, a single 
and unified solution for the clogging related problems 
cannot be obtained .Instead a suitable clogging control 
depending upon the properties and functions of the 
related network can be designed .As a result, these 
proposal majorly form a subset of solutions for the 
identified problems rather than a complete, instantly 
used topology. They pose as a parent for application-
tailored topology stacks. Exceptionally, few of the 
topology properties serve wide range of applications. 

The recent years have witness a much more 
focus on the clogging control methods directed on the 
modeling, analysis, algorithm development of closed 
loop control schemes (e.g. TCP) making them 
sympathetic for adaption to the mobile hoc networks 
.under the provision of constraints of routing path and 
bandwidth algorithms possessing the ability to unify and 
stabilize operation have been evolved .Another major 
constraint to be painstaking in a wireless hoc network is 
due to the MAC[Media access Control) layer. Majority of 

T 
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wireless MACs possess a time constriction permitting a 
single user to access a physical channel at a given time. 
The sections in the paper are organized to provide the 
following details as regards. The section2 explores the 
most cited works in the area of text .section3 gives a 
detail discussion of the projected topology and section 
4 relies on the simulation and their results to be 
consummate by conclusion and references. 

a) Related Work 
QoS centric clogging control solution can be 

found in [1]. was Yung Yi et al [13] proposed few metrics 
for clogging aware routing ] Xiaoqin Chen et al [2] 
introduced metrics to evaluate data-rate, MAC 
transparency and buffer delay, which helps to identify 
and deal the blocking contention area in network. 
Hongqiang Zhai, et al., [3] projected a solution by 
arguing that clogging and severe medium debate is 
interrelated. Tom Goff et al., [5] discussed a set of 
algorithms that initiates different path usage when the 
quality of a path in use turns out to be suspect. A cross-
layer hop-by-hop clogging control scheme projected by 
Xuyang et al., [6] to improve TCP performance in 
multihop wireless networks. Dzmitry et al [7] presents 
the impact blocking on transport layer that decreases 
the performance. Duc et al.[15] proposed that current 
designs for routing are not adjustable to clogging.  

The existing models aim at identify clogging 
losses in routing path .The packet loss generate a link 
failure. Making efforts to manage the packet losses that 
cause link failure are in effective. Another exclusive 
approach is regularizing the outflow at all nodes 
participating in routing. In majority of cases of control 
the clogging at hop level [13][8]. Henceforth outflow 
regularization at each node of the network involves 
operation of expensive wealth. Here in this paper we 
argue that it is a important to identify the reason for 
packet loss. Hence we can avoid the clogging control 
process via outflow regularization under the status of 
link failure. And also we continue the spat that hop level 
blocking control alone is not plenty when the hop levels 
are unable to normalize themselves. The outflow load to 
control the blocking by utilizing the same resources can 
be done as in spring level outflow regularization models. 
Here we propose a cross layer based clogging control 
routing topology that contains Clogging detection and 
clogging control models. 

II. Groups Structure Based Multi Cast 
Routing: An ordered cross layer 
approach for qos provisioning by 

clogging control 

a) Measuring degree of clogging at Relay hop level 
node 

Unlike conventional networks, nodes in the ad 
hoc network exhibit a high degree of heterogeneity in 

terms of both hardware and software configurations. 
The heterogeneity of the relay hop nodes can reflect as 
varied radio range, maximum retransmission counts, 
and barrier capacity. Hence the degree of 
communication load, packet drop frequency, and 
degree of buffer consumption at relay hop level node is 
minimum combination to find the degree of clogging. 
The usage of these three purposeful values supports to 
decouple the clogging measure process from other 
MAC layer behavior. 

The degree of channel load, packet drop rate 
and degree of buffer operation together provide a scope 
to envisage the blocking due to inappropriate ratio 
between collision and retransmission count. When 
retransmissions compared to collision rate are 
significantly low then outflow delay of relay hop node will 
increase proportionally, which leads to clogging and 
reflected as clogging due to buffer overflow.  

b) Measuring degree of clogging at path level traffic 
The degree of clogging at each relay hop 

together helps to identify the degree of clogging at path 
level traffic from source to goal node. Each relay hop 
level node receives the degree of clogging from its 
neighbor node in hierarchy. Since the destination node, 
which is last node of the routing path is not outlet the 
emptiness status. Hence the destination node initiates 
to assess the degree of clogging at path level traffic. 
The interrupted updates of clogging status at each relay 
hop level node to its heir in routing path is significantly 
energy consuming activity. Hence to conserve the 
energy, the clogging update strategy considers two 
restricted behavior, which follows: 

1. Degree of blocking ( )c id h  at relay hop level node 

ih will be sent to its successor 1ih + iff the ‘ ( )c id h ’ is 
greater than the node level clogging threshold

( )cd τ . Hence the energy conserves due to 
conditional transmission. 

2. If degree of blocking at path level traffic ( )cd rp that 

received by node ih from its doorway initiator 1ih −  is 

smaller than ( )c id h then it update the ( )cd rp else it 
remains same, hence energy conserve due to 

prevention of ( )cd rp update.  

III. Cross layered model for Clogging 
Control 

The packet dipping often occurs in Manets. The 
reasons for this packet plummeting are as below  
• Transmission Link failure. 
• Inferred Transmission due to weighed down Inflow 

that leads inflow balancing ability to low. This also 
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can claim as packet dropping due to blocking at 
routing. 

The clogging control can be evaluated in two 
stages by turning over of the zonal head with the 
network partitioned into Cells as follows  
• The Status of blocking at intra Group level 
• The status of clogging at inter Group level 

This helps in minimization of source level 
outflow balancing cost and balances the power 
consumption. 

Table 1 : Notations Used in Proposed Model 

Group A geographical area, which is the part of 
preferred mobile ad hoc network 

DPG  
 Distance Power Gradient 

EIL  Inflow inferred Loss 

LFL   Link Failure Loss 

IRS  
 Inflow balancing ability 

pIRS
 

 Present Inflow balancing ability 

eIRS
 

 Expected Inflow balancing ability 

RP   Routing Path 

ndt
 

Delay time at node n  

N Number of nodes in entire network 

iZn
 Number of nodes in a Group i  

izh
  Group head of the 

thi Group 

'izh
 Reserved Group head of the 

thi Group 

cZ
 

 Current Group in the hierarchy  

pZ
  Preceding Group to the current Group cZ

in 
hierarchy 

fZ
 Fallowing Group to the current Group cZ

in 
hierachy 

iZ
 

thi Group in the routing path 

zn
 

Group of the node n  

Zζ  
 Group level Transmission Load Threshold 

nζ  
Node level Transmission Load Threshold 

Tζ  
projected threshold that indicates interval among 
two transmissions at one hop level 

tζ  
Interval observed between last two transmissions  

etζ  
time spent since last transmission at one hop level 

IRS
Tζ  

Average Inflow balancing ability threshold observed 

for predefined interval Tζ  
'∂  

Average threshold of the receiving strength 

IRSce  
Expected Inflow balancing ability threshold at 
current interval 

IRSr  
Inflow balancing ability ratio 

crIRS
 

Current inflow balancing ability ratio 

nBT
 

Buffering time at node n 

izdil
 Group level degree of inflow load, here i is a Group 

id. 

kndil
 Node level degree of inflow load, here k  is the 

node id of Group i  

a) Network and Node activities under projected 
topology 

The network is to be crack into Cells 

For each Group i where 1.. | |i Z= ; (| |Z  is 

entirety number of Cells )  

Select Group-head for each Group i  

Find spread load threshold nζ for each Group i  

By using nζ of each Group spread load 
threshold for entire network can be measured. 

b) Splitting the network into Groups 
We opt to the approach described by 

Mohammad M. Qabajeh et al [15]. With the knowledge 
of the presented nodes the region is divided into equal 
partitions. Hexagon is mostly chased for the zonal 
shape because it covers a highest surface and also 
provides the improvement of communicating with more 
neighbors as they have near circular shape of the 
transmitter. The availability of small, economical low 
power GPS receiver makes it possible to apply position-
based in MANETs. The communication range of node is 
denote as R and the side of hexagon as L.As the nodes 
should be able to correspond with each other the R and 
L are related as L=R/2. 

Each Group has a Group characteristics ( zid ), 

Group Header ( zh ) and Group Leader Backup (
'zh ). 

The zh node maintains in sequence about all the nodes 
in a Group with their positions and IDs. Also, maintain 

information about the zh  of the neighboring Cells as 
shown in the figure 1. The CLB node keeps a copy of 

the data stored at the zh so that it is not lost when the 
zh node is off or touching the Group. By knowing the 
coordinates of a node location, nodes can execute our 
self-mapping algorithm of their present locations onto 

the current Group and calculate it’s zid easily. Figure 
1.shows the general overview of the network 
architecture. 

c) Selecting Group Heads 
A Group-Head selection occur under the 

pressure of the Following metrics: 

© 2012 Global Journals Inc.  (US)
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a. Node positions: A node with a position p that is 
close to the centre is more likely to act as a Group 
head. 

b. Optimum energy available: a node with higher 
energy e more probably acts as a Group head. 

c. Computational ability: the node with high 
computational ability c is more possible to act as a 
Group Head. 

d. Low mobility: the mobility m of a node is inversly 
proportional to its selection as a Group head. 

Each node of the Group broadcasts its
( , , , )p e c m . The node that identified itself as most 

optimal in ( , , , )p e c m  metrics, announces itself as 

Group head zh . The next optimal node in sequence 

claims itself as reserve Group head
'zh . 

d) Information sharing within multicast group [between 
Node and group head] 

Each node n that is a subset to Group Z verifies 

the Inflow load and shares degree of inflow load ndil  

with Group head. Once kndil received from each node 
k  of the Group i , the Group head zh  calculates the 

degree of inflow load at Group level izdil . 

1

zni
ndilk

kzdilzi zni

∑
==

 e) Multicast Group Level Clogging Evaluation and 
Handling Algorithm (MGLCEH) 

Multicast Group Level Clogging Evaluation and 
Handling Algorithm abbreviated as MGLCEH is 
presented in this section. MGLCEH is an optimal 
algorithm that helps in locating the packet dropping 
under clogging. This evaluation occurs under Mac layer 
and then alerts network layer. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

At an event of inflow receiving by node i : 
 
Updating Inflow balancing ability: 

( )

1 1' ': ( )
2 2

:

(( ) ( ))

':

:

if dot T
IRS IRScr T

t

t T tIRS IRS IRScrT TT T

endif

if dot T
IRS IRScr T

t

IRS IRScrT

endif

ζ ζ

ζδ δ
ζ

ζ ζ ζ
ζ ζζ ζ

ζ ζ

ζδ
ζ

ζ

<

− 
= +  

 

   −
= +   

   

¬<

−
=

=

 

Detecting transmission failure by Mac layer level 
'

( )

:

:

IRS IRSce etT

if IRS IRS doce r

macAlert link failure

else

MacAlert congestion

endif

δ ζζ= +

<

−
 

Fig. 2 : MGLCEH for determining clogging caused 
packet dropping 

f) Multicast Group Level Load Balancing Algorithm 
(MGLLBA) 

This event occurs if Mac-layer alert indicates the 
clogging circumstance. Once the routing topology [4] 
gets an alert from the Mac layer a propos the blocking at 

a node i , it alerts the fellow citizen node which is the 

source node s for conflict node i . Hence s evaluates it’s 

sdil by comparing with zdil of cZ (Group of the node 

s). If sdil is more in magnitude than czzdil
the variation 

between sdil and zszdil
should be either greater or 

equal to the outflow threshold ε then node s  
regularizes the outflow load by manipulate its buffer time

sBT  such that z zs s sndil zdil ε≥ +
. 

Here ε can be calculated with following equation 

1

jzn

j k
k

j
j

zdil dil

zn
ε =

−
=
∑

 

In case that the node s  not able to normalize 
its outflow so that disagreement node i terminates 
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blocking then it alerts the zszh
(Group-head of the cZ ,

cs Z∈ ). Subsequent that event czzh
alerts all the nodes 

in the network building the all nodes in the upstream of 
source node to way out load using the above stated 

slant. Then all nodes update their ndil and send to 

Group-head czzh
, then Group-head czzh

calculate zdil
and confirms integrity of the zdil by evaluation with dil . 

cZzdil dil ε≥ +
concludes that clogging at contention 

node maintained by outflow regularization at current 

Group level. If czzdil dil ε< +
 then CEA will be started 

at pZ
, which is adjacent upstream Group to cZ in 

transmissible. In this process Group head of the cZ

firstly alerts the Group head of the counterpart pZ
then 

pzzh
alerts all nodes that belongs to pZ

, of the route 
path. The above procedure of outflow regularization at 
Group level can be referred as BGLLBA (Multicast 
Group Level Load Balancing Algorithm). Hence the 

nodes belong to pZ
 regularize their outflow load by 

utilize BGLLBA and alert Group-head about their 

efficient degree of inflow load ndil  . Then pzzh

measures pzzdil
and verifies the result of

pZzdil dil ε≥ +
 .True indicates the elimination or 

minimization of clogging at the Group due to the outflow 

regularization at Group pZ
, if false then Group head of 

the pZ
 performs the action of alerting all other Group 

heads using a broadcasting[12] instrument about the 
clogging at adjacent Group in downstream of the 
heridetary. Hence all Cells in the upstream side of the 

pZ
apply BGLLBA and the Cells in downstream side of 

the pZ
fill in their zdil . Then all Cells broadcast zdil to 

resource Group. Hence the source Group revaluates the 
dil .Basing on the dil , source node regularize its 
outflow load.  

Notations used in Algorithm: 
i: Node that had been effected by emptiness  
s: source node of the i. 

cZ
: current Group where 

, ci s Z∈
 

pZ
: Immediate Group to cZ

in upstream side of the pecking 
order. 

1 2{ , ,..., }
cu u uk Zn n n

: All upstream nodes to s . 

1 2{ , ,..., }
cd d dk Zn n n

: All downstream nodes to s . 

1 2{ , , ,..., }S u u ukZ Z Z Z
: Set of upstream Cells to pZ

in 

routing path, here SZ
is a Group that contains source node of 

the routing path 

1 2{ , ,..., ,..., }d d dm TZ Z Z Z
: Set of downstream Cells to pZ

in routing path, here TZ
is a Group that contain target node of 

the routing path 
ε : Group level outflow threshold 
ε : Network level Outflow threshold 
Algorithm: 

Mac layer alerts about the blocking at node of Group cZ
to 

routing topology, hence the following steps perform in 
sequence 

1

znZc
zdil dilZ kc

kZc znZc
ε

−∑
==

 
complete following at node s  

If cs Zndil zdil>
and c cs Z Zndil zdil ε− ≥

begin 

s sBT BT bt= +
 

Note: Value of buffer threshold bt should be certain such that 
dil zdils Z Zc cε≥ +

 
Return. 
Endif 

s sends alert to cZzh
about conflict node i . 

cZzh
alerts all nodes that belongs to Group cZ

 

1 2{ , ,..., }
cu u uk Zn n n

updates their ndil by apply BGLLBA 

recursively and alerts cZzh
 

1 2{ , ,..., }
cd d dk Zn n n

measures their ndil and alerts cZzh
 

cZzh
Measures zdil  as fallows 

1

znZc
ndilk

kzdilz znc Zc

∑
==

 

If cZzdil dil>
 and 

( )
cZzdil dil ε− ≥

 begin 

Alert: blocking at contention node handle at current Group cZ
 

level. 
Return. 
Endif 

cZzh
Alerts pZzh

 

Zpzh
Alerts all nodes that belong to Group pZ
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For each node pn Z∈
begin 

If pn Zndil zdil>
and p pn Z Zndil zdil ε− ≥

begin 

n nBT BT bt= +
 

Note: Value of barrier threshold bt should be decided such 

that 
dil zdiln Z Zc cε≥ +

 
Endif 

Find ndil
and send ndil

to pZzh
 

End-of-for each 

pZzh
measures pZzdil

 

if pZzdil dil>
 and 

( )
pZzdil dil ε− ≥

begin 

Alert: Outflow regularization at pZ
leads to overcome clogging 

situation at contention Group.  
Return; 

Endif 

pZzh
 Alerts all Group heads in network regarding clogging 

contention Group. 

 For each Group z in 1 2{ , , ,..., }S u u ukZ Z Z Z
begin 

zzh
Alerts all nodes that belongs to Group z  

For each node n z∈ begin 

If n zndil zdil>
and n z zndil zdil ε− ≥

begin 

n nBT BT bt= +
 

Note: Value of barrier threshold 

bt should be understood such that 

dil zdiln z zε≥ +  
Endif 

Find ndil
and send ndil

to zzh
 

End-of-foreach 

zzh
measures zzdil

and broadcast towards source Group. 
End-of-foreach 

For each Group z in 1 2{ , ,..., ,..., }d d dm TZ Z Z Z
begin 

For each node n belong to Group z begin 

determine nndil
and sends to zzh

 
End-of-foreach 

zzh
measures zzdil

as 

1

znz
ndilk

kzdilz znz

∑
==

 

zzh
Sends zzdil

to source Group via propagation [12] 
End-of-foreach 

SZ
Measures dil as 

 
| |

1
| |

Z
zdili

idil
Z

∑
==

 
Hence source node S of Group ZS, which is source node of 
the routing path regularize it’s outflow load to direction-finding 
path  
Hence source node S of t’s outflow l

oad to direction-finding 
path.

 

Fig. 3 : Multicast Group Level Load Balancing Algorithm
 

IV. SIMULATIONS AND RESULTS DISCUSSION 

In this section we discuss the outcome acquired 
from simulation conducted using a simulation model 
developed by using MXML in this section. We evaluated 
concert using madhoc with the following considerations: 

Table 2 : Parameters Used in Simulation Model for 
Performance Analysis 

No of Hops 225 
Approximate Hop distance 300 meters 
Approximate total network  1000X1000 meters 
fairly accurate Group Rdious 100X100 meters 
Physical channel bandwidth 2mbps 
Mac Layer: 802.11 DCF with option of 

handshaking prier to data 
transferring  

Physical layer illustration 802:11B 
presentation Index Outflow regularization cost 

and end-to-end throughput 
be very successful simulation 
time 

150 sec 

The simulations are conducted on three routes 
differing by the no of hops and length. 
a. Short length path: A route with 15 hops 
b. Middling length : A route with 40 hops 
c. Max Length: A route with 81 hops 

The same load is given to all the paths with 
regular intervals. The figure 3 indicates the load given in 
simulations. The fig 4 concludes the improvement of 
MGLCEH over clogging control topology [8] in clogging 
control cost. A. The clogging detection cost evaluation 
between MGLCEH and clogging control topology[8] is 
explore in fig 5 that elevates the energy good 
organization achieved under.  

The process of capacity of clogging control and 
clogging detection cost is as follows: 

Based on the resource ease of use, bandwidth 
and energy, for individual operation a threshold value 
between 0 and 1 assigned. In the mechanism of 
clogging detection and control the total cost is 
calculated by summing the cost threshold of every 
involved event. In fig 5 the judgment between clogging 

©  2012 Global Journals Inc.  (US)
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costs observed for MGLCEH and clogging and 
contention control model [8] are shown. 

1
cos

E

ch e
e

t ct
=

=∑
 

Here cos cht  is the price of a clogging 

controlling activity ch , E  is total amount of events 

included. ect  is the threshold cost of an event e . The 
example events are: 
1. “Alert to source node from Mac layer” 
2. “Alert from node to Group head”, “propagation by 

Group head to other Group heads” 
3. “Inflow judgment and outflow regularization”.  

4. Alert about ( )c id h  

5. Bring up to date ( )cd rp  

 

Fig. 3 : Load in bytes drive by source node of the routing 
path [in regular interval of 10 sec] 

V. CONCLUSION 

This manuscript discussed about proposed 
“Energy Efficient Cross layered blocking Detection and 
Control Routing Topology” in short referred as MGLCEH 
(Clogging Detection and have power over with Control 
seaplane Functionality). MGLCEH derived a cross 
layered clogging detection mechanism with energy 
effectiveness as primary criteria that included as 
clogging detection. 

 

Fig. 4 : Clogging Control cost 

 

Fig.
 
5

 
:
 
Clogging detection cost
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Integration of Knowledge Management System 
in Telecommunication: A Case Study of Saudi 

Telecom 
Khalid AlRowaily α & Abdulaziz O.Alsadhanσ  

Abstract - Accelerated business growth has pushed 
telecommunication companies to implement knowledge 
management systems to systematically manage knowledge 
created within the organization. This helps them to retain their 
competitive edge in the rapid changing telecom sector. This 
study plan to explore the emerging role of Knowledge 
Management (KM) system in telecommunication industry. 
Moreover it also encompasses KM issues related to people 
and technology in telecom sector. The results of this study are 
based on field interviews /observations and will be compared 
with existing body of research in the field.  
Keywords : saudi telecom, knowledge management, 
taxonomy, knowledge management strategy.  

I. Introduction 

elecommunication got immense growth in the last 
few years. Saudi Telecom (STC) is one of the 
growing telecom sectors worldwide. The rapid 

growth in this market makes it one of the leading 
businesses in Saudi Arabia The mutual understanding of 
sharing expedient data steadily become the most 
important perspective in STC culture. KM applications 
deploy in telecommunications refereeing to the real case 
study, to identify and observe that how management 
tools impact the whole business process effectively by 
allocating resources using KM methods. The best 
methods of attaining vital information need 
comprehensive investigation through interview, 
conferences and analysis reviews.  

Subsequently having skilled experiences from 
field observation, the main emphasis on different events 
related to KM methods within the telecommunication 
business. As for more analysis of strengthen and 
weaknesses of the KM implementation is concerned, 
this study suggested some recommendation for 
improvement because future prospectus of KM 
development still needs improvement within the 
industry.  

a) Role of Knowledge Management in the 
Telecommunication Industry  

Telecommunication has taken up a protracted 
development history in  Saud  Arabia economy. Typically 
 

   
 

  
 

it is directly liable for the expansion of the service sector 
within the community. With state-of-the-art IT 
infrastructure and excellent world network designed, 
telecommunication business demonstrates its true price 
to the Saudi Arabia society. Since 2005, 
telecommunication market in Saudi Arabia is open for 
keen competition [13]. Following STC the other 3 new 
firms (Mobily, Zain and Atheeb) were licensed 
respectively to produce telecommunication services on 
a competitive basis. Consequently, a high level of 
quality in telecommunication services is obtainable 
within the market at affordable prices. To maintain 
glorious service and to survive within the competitive 
market, individual organization has developed a 
scientific approach resulting in the achievement of final 
business goals [11,12].  

b) Serve as important business intelligence  

In [2] the author claims telecommunication 
industry as the “Sunset industry” due to the reason of 
rapid growth in technological developments and 
product innovations. In the competitive environment, to 
hold a significant position in the market, business 
organizations have to keep updated with the global 
trend and current status about telecommunications. “In 
view of the business structure, telecommunications are 
featured with hybrid science of collaborations among 
people, process and technology”. To take more benefit 
business organizations are concerned to integrate these 
three components with a consistent and promising 
management system. The advantage of shared 
knowledge system is to exchange knowledge from 
individuals to the whole enterprises, in order to retain 
valuable information and skillful experiences within the 
companies. “Besides, intellectual capital from workers 
offers as knowledge experts for business activities and 
future development at different aspects. When facing 
business conflicts and production problems, the 
knowledge intensive process works with the case by 
providing effective solutions for performance 
improvement. In addition, business intelligence 
enhances communications among departments so that 
co-operative team production can be more integrated 
with strong collaboration from different divisions. Having 
a high degree of accuracy and accessibility for 

T 
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informationenables the organizations to respond more 
quickly upon market changes and decision-making”[2].  

c) Keep along as good practice captured  
In [2] the authors also demonstrate that now a 

days KM is the essential parameter for industrial growth. 
By employing professional experts and consultants, 
workers are trained with the use of KM in order to follow 
creative ways for the successful achievements of 
business targets. The interactions between workers and 
understanding between departments are enhanced by 
incorporating KM as the key production mechanism. 
Finding new production processes with the idea of KM, 
enhance the business feats. Such learning is useful 
which flows around in the KM cycle for creating new 
thinking.  

d) Manage relationships with key customers  
The authors argued that People are the primary 

core in knowledge management application in the 
telecommunication market, to assimilate several 
informative connections to form inventive business 
knowledge. For conventional telecommunication 
company, typically sales persons work at the forefront in 
the business fabrication and deal with consumers to 
provide high-quality services and in return, gets frequent 
business connections. By the resources of KM, data is 
held and kept with suitable arrangements so that it can 
be easily regained and transported concerning different 
needs urged from employees. In the past, employees 
had to hunt out the material in persons and such cases 
really tool up a long time and even a high cost for 
business processes [2].  

The paper is organized as follows. Section 1 
presents the literature review. Section 2 describes Saudi 
Telecom (STC) as a case study. Section 3 lists findings 
and results of implementing KM in STC. Finally section 4 
concludes the paper.  

II. Literature review 

The general introduction of KM is  

a) What is KM?  
In [6] the authors give the best and simple 

definition that KM is the set of processes that seeks to 
change the organization’s present pattern of knowledge 
processing to enhance it and its outcomes.  

b) KM in Telecommunications Industry  
KM is crucial to all or any styles of trades which 

might facilitate the organizations to think about how to 
capture the tenant information within the organization. 
Mostly in telecommunication sector throughout the 
world, a large number of data staff have been hired to 
perform the schedule operation of the organization, it is 
vital for them to speak and share their knowledge. 
Therefore, telecom corporations today are willing to 
invest and capture the maximum amount of knowledge 

as attainable from their most experienced staff. Some 
massive telecommunications service provider begins to 
form a senior-level management position in their 
organization to make sure that KM operates effectively 
[7,8]. According to authors in [16],some reputable 
telecom corporations like British Telecom, AT & T, and 
Deutsche Telekom have created chief information officer 
positions in their organization., It demonstrates the fact 
that the telecommunications industry believe that 
intellectual assets have worth.  

The following numerous factors identified in [16] 
which are important for an effective KM systems in 
telecommunication sector.  
i. IT supports needs to be adequate in both scale 

and communications response time.  
ii. Database should include user-friendly search 

capabilities.  
iii. Tools in the search engine need to pinpoint the 

proper information when requested.  
iv. Processes need to support the facilitation of 

information retrieval and must be in place to assist 
in the creation of new information.  

v. System performance metrics should be 
maintained in order to help to determine the 
criteria for new data to enter the system.  

vi. Type of data to be available must pass tests 
defined in the design phase, it should be limited 
to information that will increase the performance 
of employees or improve the customer’s 
experience.  

vii. Effective incentives and supportive core values 
should be encouraged to the most expert 
employees to share their knowledge.  

People conjointly perpetually argue that the 
advantages of information management systems seem 
to be too theoretical to measure; the subsequent is an 
example of returns from implementing KM in 
telecommunication trade [5]. Quantification of 
advantages is most blatant in client service sectors like 
sales and client support department for instance, a 
client service center may use a KM system to assist 
service representatives to spot the supply of issues by 
listing troubleshooting measures that were successful 
within the past. Therefore, additional issues are resolved 
with one decision in client service centers [1]. 
Telecommunications service suppliers have used KM 
systems to extend their sales productivity. Sales 
representatives tend to concentrate on those services 
sold successfully in past. KM systems will assist to 
extend sales services by providing data to the sales 
representative in smaller amount. [9, 10, 17].  

The progressive development made in 
ontologies to represent knowledge. The aim of 
developing ontologies is to provide flexibility and 
richness in KM. To develop semantics KM, researchers 
paying attention to contribute significantly in developing 
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theoretical and practical understanding of ontologies 
[3,4].  

The authors describe a research project to 
deploy knowledge networks in a high technology 
company. The aim of implementing this project was to 
make deep understanding of network setup and show to 
be sustained. In this paper two different projects are 
discussed with two different level of maturity and some 
tentative modules were analyzed as follows [14, 15].  
 To categorize and support knowledge activists.  
 Apply strategic agenda to put knowledge networks.  
 Major organizational changes may be vulnerable to 

formal networks.  

 To build and understand that how formal networks 
can coincide with line organization.  

III. Stc case study 

This section elaborates the present study and 
investigation on integration of KM implementation with 
STC.  

a) Saudi Telecom Overview  
The following figure shows the years wise 

planning of knowledge management in STC 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 : Important historical events [18] 

b) STC Mission  
To be a leader in world of constant change, 

STC strives to exceed our customer’s expectations to 
reach new horizons  

i. STC Values  
• Loyalty Honesty  
• Commitment  
• Cooperation  
• Respect  
• Initiative 
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c) Saudi Telecom Company Strategy  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.

 

2

 

:

 

Main STC Strategy [18] (Adopted from STC)

 

F (Fulfill Mobile Potential) Shift voice traffic to 
mobile and deploy mass 3.5G 

 

O (Offer Wholesale Services) Grow wholesale 
business through broadening service offering to capture 
revenue opportunity from national and international 
customers 

 

R1 (Re-invent Home Communication) 
Accelerate retail broadband adoption in the kingdom 
supported by Multi-Play offering 

 

W (Win Enterprise Customers) Address 
untapped potential in the enterprise customer segment 
and optimize STC cost to serve 

 

A (Achieve External Growth) Pursue non-
organic growth aiming at generating 10% of STC 
revenues from external sources by 2010. 

 

R2 (Re-organize Internal Structure) Adopt 
customer facing organizational model supported by 
strategic and transactional support functions 

 

D (Derive Operational Efficiencies) Implement 
“True Shared Services” and pursue manpower 
optimization 

 

1.

 

Maintain the leading role at market and bolster STC 
competitiveness in the Saudi market 

 

2.

 

Upgrade STC operational efficiency 

 

3.

 

Achieve further expansions abroad

 
 
  

d)

 

Saudi Telecom Organization Structure

 
 
 
 
 
 
 
 
 
 
 

Fig.

 

3

 

:

 

KM position in STC hierarchy [18] (Adopted from STC)
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e) Project Work Plan 
The project work flow having four phases summarized in the following Figure 4: 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 : Project Work Plan[18](Adopted from STC) 

i. KM Audit & Taxonomy  
The different characteristics of KM Audit and 

Taxonomy are as under  
a. Basic Characteristics of Taxonomy 

Taxonomy is the systematic methodology used 
to classify data, information & knowledge into a 

standard hierarchy of ordered groups based on certain 
natural similarities and relationships. 

 
 
  

 

 

 

 

 

 

 

 

 
Fig. 5

 
:
 
Audit &

 
Taxonomy [18](Adopted from STC)

 
The below are two basic characteristics of Taxonomy: 

 
 

Taxonomy is purely a methodology for classification 
 

 
It is independent of the company’s corporate 
strategy, and is an enabler which depends on the 
industry and characteristics of the specific firm 
under consideration 

 
b.

 
Knowledge Management and Taxonomy 

 Effective knowledge sharing is possible only if a 
common terminology and classification of concepts 
exists to create a common ground for sharing in the 
entire organization.
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Fig. 6 : KM & Taxonomy[18](Adopted from STC) 

c. Development of Taxonomy – Knowledge Required 
by STC  

This visual representation gives a view of all the 
data, information and knowledge – internal and external- 

required by STC to create and capture value common to 
all stakeholders, this representation of the business 
concepts will easily enable everyone in STC to interact 
and therefore will be used to create a Knowledge Base.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7

 

:

 

Development of Taxonomy[18](Adopted from STC)

 

d.

 

Taxonomy-

 

Knowledge Areas 

 

In this taxonomy, all content of STC categorized 
into the following seven broad knowledge areas as 
shown in Fig 9.
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Fig.

 

8

 

:

 

Knowledge areas [18] (Adopted from STC)

 

e.

 

Deployment of STC Taxonomy-Process for 
Completion of Concepts 

 

The concepts lists will be completed by STC 
across knowledge areas to obtain a version 1 of the lists 
as addition is possible after periodic intervals.

 

 
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9 : Deployment of Taxonomy[18](Adopted from STC) 

f. Deployment of STC Taxonomy – Roles & 
Responsibilities of the Administrator  

The administrators of the taxonomy will make 
these additions to the taxonomy, circulate it, train users, 
and support their needs as explained below:  

Administration 
 Monitoring, suggesting and managing the periodic 

addition of new concepts to the taxonomy long lists  

Training  
 Training of KM, user support within each sector to 

support and propagate taxonomy usage within 
sectors  

 Training of employees towards using the taxonomy 
effectively  
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Taxonomy Support  
 Ensure compatibility and integration of business 

rules in the taxonomy  
 Manage email for all queries and taxonomy-support 

taxonomy@stc.com.sa  

Circulation and Usage  
 Circulation of taxonomy concepts list across STC  
 Fostering use of taxonomy by all STC employees 

through targeted initiatives  

 ii.
 

KM Strategy 
 The KM strategy features described below in detail: 

 a.
 

KM Strategy Directions 
 STC has identified three work streams

 
for the 

KM strategy to focus on, after analyzing the results of 
the KM audit and the collaboration requirements to 
implement FORWARD.

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 60 KM Strategy Direction[18](Adopted from STC) 

b. KM Strategy – Summary  
The KM Strategy is aimed at aligning KM in STC 

so as to support the execution of FORWARD, with 
priority on inter-sector collaboration  

i. KM Strategy Objectives  
Completion of 3 KM initiatives in 3 months, 20 

initiatives in 18 months and 40 initiatives in 36 months  

ii. Content  
STC identified over 200 telecom concepts & 

divided them into 3 levels of conceptualization (data, 
information and knowledge) across 7 knowledge areas.  

iii. Targeted Groups 
STC has defined the content targets in 

accordance with the clusters arising from FORWARD.  

iv. Organization / Process  
Based on the 4 clusters, STC has created a 

functional organization structure that enables increased 
access to content, process efficiencies and superior 
collaboration, in line with the FORWARD strategy 
priorities  

v. KM Roles and Responsibilities  
STC increased the complementarities of the KM 

resources by specializing them either on STC-wide 
activities, or on specific work streams (Content 

Sourcing, User Support and KM initiatives leader) that 
benefit all internal clients of each cluster  

vi. Infrastructure / Media  
STC has emphasized the fact that the priority 

should be utilizing current infrastructure to its full 
potential & increasing the opportunities for knowledge 
sharing in specific contexts according to FORWARD 
requirements  

vii. Culture  
STC specified the role of Change Management 

and drew guidelines to deliver clear messages to 
employees in order to influence their practices of 
knowledge sharing  

c.
 

KM Strategy & Objectives 
 

KM
 

needs to achieve specific short, medium 
and long term objectives, in accordance with the KM 
Strategy which supports FORWARD and prioritizes inter-
sector collaboration.  
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Fig. 71 KM Strategy Objectives[18](Adopted from STC) 

d. KM Strategy Directions- KM Support to 
FORWARD:  

The specific KM initiatives to support 
FORWARD, the pilot projects and KM Roadmap will be 

determined through the following three steps in next 
phase as shown in following Fig. 13 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 82 KM Support to FORWARD[18](Adopted from STC) 

iii. KM Potential Pilot Projects  
The objectives of the prospective pilot projects fall 

into two categories – to support FORWARD and to put in 
place the fundamentals required for KM in STC  
Potential Pilot Projects  

a. FORWARD  
Objective  

Specific KM Initiatives identified to support the 
FORWARD strategy implementation  
Codification used  
F1, F2…; O1, O2,…; R1 1, R1 2, … 
  

b. KM Fundamentals  
Objective  
Basic KM Initiatives to support the KM strategy  
Codification used  
KM Fund 1, KM Fund 2, KM Fund 3, …  

The list of prospective pilots will contain both 
KM Initiatives to support FORWARD, & initiatives to set 
up KM Fundamentals in STC, which will be later used to 
select the top 2 pilot projects for quick wins.  

c. Two main pilot projects  
STC has shortlisted number of potential pilot 

projects after prioritizing the entire KM long list in terms 
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of quick wins (ease of implementation and business 
impact). Below are the first two:  

i. Retention Best Practices  
Initiative Name: Share best practices for 

retention and win back strategy between Personal and 
Home  
Project Description  
 Within STC, the Personal BU has been in a 

competitive market for a few years while Home is 
now starting to face competition. In this context, 
Home needs a strong retention program to avoid 
churn.  

 The project will bring together retention teams from 
Home and Personal and leverage their experience in 
customer retention, through  

 Identification of existing best practices for retention 
in both BUs, and analyzing the potential synergies 
between them  

 Creation of new retention best practices resulting 
from the knowledge sharing between sectors  

 The implementation will require some joint efforts 
between the marketing teams and additional 
support from Customer care, Human Capital and IT  

Objectives  
 Support the FORWARD strategy in its customer 

retention objectives  
 Create new common programs between the two 

Sectors, based on current Best Practices  

Deliverables  
 Personal and Home presentations of Best Practices  
 New Best Practices presentations and 

implementation plans  
 Training materials  

ii. Business Rules  
Initiative Name: Finance to develop and share 

business rules for STC-specific concepts (from the 
taxonomy) across all sectors.  

Project Description 

 



 
STC specific concepts may be defined in different 
ways, and need to be explicitly defined & commonly 
agreed upon across STC 

 



 
Business Rules will define them so as to be 
generally accepted across the entire organization 

 



 
Examples of STC specific concepts 

 


 

Revenue (defined for STC based on revenue 
recognition) 

 


 

Churn (defined for STC based on when a customer 
is designated as churning) 

 



 
Concepts defined by Business Rules need to be 
tagged (marked out) in Systems and Media. Users 
will then be able to refer to the definitions of these 
concepts and reaffirm their understanding of the 
term 

 

Objectives 
 

Provide a common definition for key business 
concepts used across STC, so as to 

 



 
Have a common understanding of STC-specific 
concepts 

 



 
Ensure that these concepts are

 
used systematically 

for all content across the organization 
 

Deliverables 
 



 
List of Business Rules (definition and specification) 

 



 
Business rules creation, storage, sharing and 
update processes 

 



 
Systems to support storage and sharing of 
Business Rules 

 



 
Committee for definition and maintenance of 
Business Rules 

 

iv.
 

KM Roadmap 
 

The following are the two main characteristics of 
KM road map. The specific KM objectives for Saudi 
Telecom using a proven KM approach shown in Fig. 14. 

 



 
Prioritization of entire Long list of KM Initiatives 

 



 
Detailed roadmap (3 year implementation plan) for 
KM initiatives

 
  

 

 

 

 

 

 

 

 

 

 

Fig. 10 : STC KM approach [18](Adopted from STC) 
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IV. Findings and Analysis of the Case 
Study 

KM integration in Telecom sector helps to 
improve monitoring, assessing, etc., STC has also 
implemented various policies to improve some 
functional units of customer services and attain 
satisfactory result up to some extent. But still exist a little 
resistance from functional unit’s staff. The following 
areas in customer services have been improved.  
 The ability of front line to solve customer complaint.  
 Realizing of needs of customer service center and 

marketing department.  
 The functional units level of communication.  

In result of achieving such e benefits, 
management has considered some changes in the 
future, such as:  
 Dedicated functional unit to track the quality of 

service (QoS).  
 Improve marketing environment and tools, e.g. 

online marketing, marketing through games and 
competition, to improve the self-service motivation.  

 Giving more authority to the outstanding performing 
employees.  

 Staff has given incentives and awards on their 
performance to motivate him for future.  

V. Conclusion 

Learning from the real case study, literature and 
KM text books, maintaining the sustainability of KM is a 
long term task. It concludes that success of KM project 
in an organization depends on the involvement and 
contribution of all the parties, especially strong initiative 
and passionate Top Management. The inter-related 
characteristics of KM create the complexity on real world 
practice. In order to develop an Enterprise-wide KM, an 
integrated view must be adopted. The courtesy should 
not be only given to theoretical and technology aspects, 
but also the cultural adoption and education among the 
participants needs to be given more attention.  

This study helps in implementing different 
policies to improve various functional units and achieve 
satisfactory results. Customer services also improved 
like ability of front line to solve customer complaints, to 
realize needs of customer service and marketing 
departments.  

This study also gives clue to management for 
future change such as to track quality of service (QoS), 
Improve marketing environment using various tools i.e. 
online marketing, marketing through games and 
competition  

In this study, the paper outlined the role of KM 
in the telecommunication industry. On the basis of 
Literature review, KM integration and implementation is 
analyzed in Saudi Telecom (STC) as a case study and 
finally some findings and results are highlighted.  
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Abstract -  Wireless Sensor Networks (WSNs) pose a new 
challenge to network designers in the area of developing 
better and secure routing protocols. Many sensor networks 
have mission-critical tasks, so it is clear that security needs to 
be taken into account at design time. However, sensor 
networks are not traditional computing devices, and as a 
result, existing security models and methods are ill suited. The 
security issues posed by sensor networks represent a rich field 
of research problems. Improving network hardware and 
software may address many of the issues, but others will 
require new supporting technologies. With the recent surge in 
the use of sensor networks, for example, in ubiquitous 
computing and body sensor networks (BSNs) the need for 
security mechanisms has a more important role. Recently 
proposed solutions address but a small subset of current 
sensor network attacks. Also because of the special battery 
requirements for such networks, normal cryptographic network 
solutions are irrelevant. New mechanisms need to be 
developed to address this type of network. 
Keywords : wireless sensor networks, routing, protocol, 
security, cryptographic. 

I. Introduction 
ireless Sensor Networks (WSNs) are made up 
of a group of sensor nodes; each node is 
equipped with its own sensors and actuators, 

radio frequency transceiver, power source, processing 
capability – Digital Signal Processing (DSP) chips [1] or 
CPUs and memory [2], which can monitor and sense 
changes in the environment and forward that data to a 
sink or base station in the network. Sensor nodes can 
measure a variety of properties in the environment 
based on the sensors and actuators that are built into 
them. These include physical properties – pressure, 
temperature, humidity, flow; motion properties – 
acceleration, velocity, position; contact properties – 
force, strain, vibration, slip, torque; presence – proximity, 
motion, tactile/contact, distance/range; biochemical; 
identification – vision, retinal scans, fingerprints; noise 
levels; and lighting conditions [1].  

The sensors in-built into the nodes depend on 
the specific application area in which the WSN is 
implemented. WSNs have been used traditionally in 
military applications but other areas include 
environmental such as ocean, wildlife, wildfire, and 
pollution monitoring; medical such as wearable sensors 
– temperature measurement, respiration and heart 
monitors, glucose sensors, and implanted sensors – 
endoscope   capsule,   brain   liquid   pressure   sensor, 
 
 
Author α : Koffka Khan. E-mail : koffka.khan@sta.uwi.edu 
Author σ : Wayne Goodridge. E-mail : wayne.goodridge@sta.uwi.edu 

cardiac arrhythmia monitor; crisis management; smart 
spaces; building safety and earthquake monitoring; 
water quality monitoring; and machinery performance 
monitoring in production and delivery  [5], [10]. 

Given the broad range of applications, there is 
intensive, active research being undertaken in WSNs 
involving networking, hardware and system design, 
distributed algorithms, data management, and security. 
At present most of the major wireless sensor network 
(WSN) routing protocols are insecure, because during 
their initial development very little emphasis was put 
around security as a foremost goal. However it became 
a relevant issue with the deployment of such networks, 
for example, in border control systems. Due to the 
complexity involved addressing the security issues of 
WSNs is non-trivial to fix. Emphasis must be placed 
around the routing protocols of sensor networks 
themselves and security must be designed using a 
bottom-up approach, that is, it must be designed into 
the protocol from scratch or during the earliest possible 
development time for such networks.  

There are specific classes of attacks which 
affect wireless sensor networks and are applicable to 
only such types of networks. This is because wireless 
sensor networks have special characteristics (security 
protocols cannot maintain much state, communication 
bandwidth is extremely dear, power is the scarcest 
resource of all, which distinguish themselves from other 
types of networks, for example, mobile ad hoc networks. 
Further to this countermeasures and design 
considerations for sensor networks (we must discard 
many preconceptions about network security) need to 
be proposed or developed to address the special needs 
for such networks. Because power is the most important 
consideration when deploying such networks, public key 
cryptography cannot be used as it is too expensive. 
Even fast symmetric-key ciphers must be used 
sparingly. Hence some ad-hoc network security 
mechanisms based on key cryptography are unsuitable 
for sensor networks.  

New security mechanism must be proposed for 
wireless sensor networks. In I we introduce the problem 
statement. Attacks on sensor network routing are 
discussed in I. Section III shows some countermeasures 
and conclusions are given in IV.  

II. PROBLEM STATEMENT 

The characteristics of WSNs that make security 
a difficult challenge, in terms of being different from 
security in traditional networks, are their limited power, 

W 
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communication and processing or computation 
capabilities [5], [11]. Additional challenges to security in 
WSNs are that they operate in real-time as opposed to 
not real-time, have dynamically changing sets of 
resources as opposed to a fixed set of resources, the 
aggregate behavior of all nodes is important as 
opposed to a wired network where every node is 
important, their location is critical as opposed to location 
independent networks and finally, they utilize sensors 
and actuators instead of screen and mice as interfaces 
to the nodes. WSNs also communicate wirelessly, are 
deployed in an ad hoc fashion and are self-organized.  

Römer and Mattern in [3] offered dimensions in 
the design of WSNs which could be used to better 
understand what security measures should be 
implemented in a given WSN. The first dimension of 
design is network size – nodes can range from a few to 
thousands and the size of the network affects the design 
of protocols and algorithms. The lifetime of WSNs can 
be measured in hours or up to years and impacts the 
power efficiency and robustness of nodes. Connectivity 
within a WSN can be fully connected all the time, have 
intermittent connectivity or designed to be sporadic – 
nodes occasionally enter the transmission range of 
other nodes. Connectivity has an influence on methods 
of data gathering and choice of communication 
protocols. 

Furthermore, coverage within a WSN can be 
sparse, dense, or redundant based on the degree of 
coverage of the nodes in the network. High coverage 
(redundant nodes) is important to the robustness of the 
network. The topology of the WSN is another dimension 
and can be single-hop, star, tree or graph; this affects 
the diameter of the network which influences latency, 
robustness and capacity. Heterogeneity of the WSN 
means either it consists of homogenous nodes in terms 
of hardware and software or heterogeneous, where 
nodes can be different devices with various functions. 
This affects complexity and security of the system. 
Complexity and security of the system is also affected 
by the cost, size, resource and energy dimensions of a 
WSN. 

Other dimensions include mobility – degree of 
mobility, frequency of movement, active or passive 
movement; deployment – one-time or continuous set up 
of nodes, random locations or chosen spots; 
communication modality – radio, light, inductive, 
capacitive or sound transmissions; and finally quality of 
service (QoS) – robustness, real-time constraints, 
eavesdropping resistance, tamper resistance and 
unobtrusiveness or stealth. These dimensions also 
impact security measures in various ways. 

These unique characteristics and design 
dimensions of WSNs pose constraints to applying 
existing security approaches and provide obstacles in 
developing security defenses [4]. These unique 
characteristics and dimensions contain several 

vulnerabilities of WSNs to which threats can occur. 
When threats are carried out, they are considered 
attacks.  

Generally radio links are insecure. Nodes can 
be either a general type or one with more capabilities 
(generally the base stations with more transmitting 
power). The adversary can deploy a few malicious 
nodes with similar hardware capabilities as the 
legitimate nodes or can “turn” a few legitimate nodes 
into threat agents. Since sensor nodes were not 
developed with security in mind these nodes are not 
tamper resistant. Base stations are generally assumed 
to have a higher trust factor, while aggregation points 
can be suspect of being threat agents. 

Threat models are categorized as being either 
mote-class attacks versus laptop-class attacks or 
outsider attacks versus insider attacks. For WSNs the 
security goals that should be prioritized are integrity, 
authenticity and availability of messages.  

III. SENSOR NETWORK ROUTING ATTACKS 

First, several threat models will be explained, 
followed by the attacks categorized by the network 
architecture layer to which they apply. There are two 
types of attackers, mote class and laptop class. Mote 
class attackers only have access to a few nodes, 
whereas, laptop class attackers have access to more 
powerful devices such as laptops with great battery 
power, powerful CPUs, sensitive antennas and high 
power radio transmitters. Two types of attacks include 
insider and outsider attacks. In an insider attack, the 
attacker is considered to be an authorized member of 
the network, whereas, outsider attackers do not have 
authorized access to the network. Additionally, insider 
attacks can take place from laptops using stolen data 
from legitimate nodes or from compromised sensor 
nodes. 

Attacks in the first four layers of the network 
architecture are now discussed [7], [12]. The attacks in 
the Physical layer are Jamming and Tampering [7]. 
Jamming occurs when an adversary blocks the radio 
frequencies that legitimate nodes are using. A complete 
Denial of Service (DoS) (cf. Figure 1) occurs if the 
adversary blocks the entire network. Tampering refers to 
physical damage, replacement or modification of a node 
or part of a node. Damage to sensors, modification of 
circuitry, replacement of a node’s hardware or of the 
entire node, and replacement of sensors with malicious 
sensors are examples of tampering. Additionally, an 
adversary can interrogate nodes electronically to gain 
access to cryptographic data and information on 
accessing other communication layers. 

©  2012 Global Journals Inc.  (US)
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Fig.1 : Denial of Service Attack 

Collisions, Unfairness and Exhaustion are 
attacks in the data link layer [7]. Collision is a type of link 
layer jamming. Part of the transmission is corrupted so 
that a mismatch in the checksum occurs. This leads to a 
disruption of the packet. Also, an attacker could deny 
access to a channel, intentionally, leading to more 
collisions in other channels or to packets never being 
received at the destination. 

Unfairness happens when MAC priority 
schemes are abused, which leads to degradation of 
service though loss of real-time deadlines. Exhaustion 
attacks aim to drain power resources of the node.  

In the data link layer, repeated retransmissions 
even after late collisions can drain power. Also, 
compromised nodes can self-sacrifice by continuously 
asking for access to a channel; its neighbors are then 
forced to respond with a ‘clear to send’ message, 
draining resources of many nodes. 

The network layer has the most kinds of attacks 
- spoofed, altered or replayed information; Sybil attacks; 
sinkhole attacks; selective forwarding; hello flood 
attacks; wormholes; and acknowledgement spoofing 
[7]. Firstly, Spoofed, Altered or Replayed Information is 
the most direct attack. Here, the attacker complicates 
the network and many negative consequences may 
result including the creation of routing loops, attract or 
repel network traffic, extend or shorten source routes, 
generate false error messages, partition the network, 
replay attacks (cf. Figure 2), increase end-to-end 
latency, etc. 

 

Fig.
 
2

 
:
 
Replay Attack

 
 

The Sybil attack works by using a compromised 
node to pose multiple identities to the network in order 

to confuse geographic routing protocols, since the 
adversary appears to be in multiple locations at once 
(cf. Figure 3). The Sybil attack targets fault tolerant 
schemes such as multipath routing, dispersity, 
distributed storage and topology maintenance.  

 

Fig.
 
3

 
:
 
Sybil Attack

 

In Sinkhole attacks, the goal is to bait traffic to a 
malicious part of the network (cf. Figure 4). This is done 
by first making a compromised node look appealing to 
its neighbors in terms of routing of packets. The 
compromised node advertises low latency routes and 
fooled legitimate neighbor nodes forward their packets 
to the lying node, thus creating a sinkhole in the 
network.

 

 

Fig.
 
4

 
:
 

Sybil Attack

 

In Selective Forwarding, an adversary includes 
itself in the data flow path of interest. (cf. Figure 5) The 
adversary can then choose not to forward packets sent 
to it, thus creating a kind of black hole. Instead, the 
adversary can drop packets that come from a specific 
source while continuing to route all other packets 
reliably. In this case, the attack is harder to detect.
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Fig. 5 : Selective Forwarding 

In Wormhole attacks, the messages received in 
one part of the network are channeled over a low latency 
link, to be replayed in another part of the network (cf. 
Figure 6). 

 
Fig. 6 : Wormhole Attack 

In this attack, faraway nodes are convinced that 
they are neighbors, thus quickly depleting their power 
resources through inefficient routing. For instance, an 
attacker near the base station can convince nodes 
which are many hops away that they are close to the 
base through the wormhole. 

HELLO’ messages are broadcasted to 
announce their presence to neighboring nodes (cf. 
Figure 7). In the Hello Flood attack, the goal is to 
convince every node in the network that it is its neighbor, 
as well as advertising that it has a high quality route. 
This is done by the attacker using a high powered 
antenna. Thus, nodes that are a great distance away 
from the attacker will send packets to it, into oblivion, 
since the messages will never reach, causing confusion 
in the network. 

 
Fig. 7 : HELLO Flood Attack 

Another attack is called Acknowledgement 
Spoofing (cf. Figure 8). The acknowledgement packet is 
spoofed to convince the node that a weak link is strong 
or a dead node is alive. Essentially, packets sent along 
such links will be lost. Protocols prone to this attack are 
those that choose the next hop based on reliability 
issues. 

 

Fig.
 
8

 
:
 
HELLO Flood Attack

 

In the transport layer Flooding and 
Desynchronisation attacks occur [7]. Flooding is similar 
to SYN attacks in TCP and the aim is to deplete a 
victim’s memory resources. When many connection 
establishment requests are sent, the victim must 
allocate memory to maintain state for each connection, 
thus eventually overloading its memory. In 
desynchronisation, the attacker forges messages 
between sender and receiver, changing sequence 
numbers and control flags in the packet header. The 
sender and receiver could be prevented from ever 
exchanging messages if the attacker gets the timing 
right since they will continually request retransmission of 
previous invalid messages. This causes an infinite cycle 
which depletes power resources.

 

There are four
 
additional attacks that will not be 

discussed within a particular network layer. These are 
Traffic Analysis attacks, Node Replication attacks, 
attacks against Privacy and Data Aggregation attacks 
[8]. There are two types of traffic analysis attacks, rate 
monitoring attack, in which nodes closest to the base 
station are observed as forwarding more packets than 
those farther away from the base, and time correlation 
attacks, in which the adversary generates an event to be 
sensed and observes to whom packets are sent. In both 
cases, the base station can be determined and 
disabled.

 

©  2012 Global Journals Inc.  (US)

  
  
  
 

  
  

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
V
I 
 V

er
sio

n 
I 

46

  
 

(
DDDD

)
E

  
20

12
Y
e
a
r

Security in Wireless Sensor Networks



In Node Replication attacks, the ID of an 
existing sensor node in the WSN is copied. This can 
disrupt network performance through corrupted and 
misrouted packets leading to false sensor readings and 
a disconnected network. Also, if physical access is 
gained and cryptographic keys are copied, the 
replicated node can be inserted at strategic points in the 
network leading to manipulation or disconnection of a 
certain part of the network. Monitoring, eavesdropping, 
traffic analysis and camouflaging of adversary nodes in 
the network are all attacks against privacy. 

Due to the computational constraints placed on 
individual sensor nodes, Data Aggregation [5] is used 
where some nodes act as aggregators and are 
responsible for collecting the raw data from nodes and 
processing/aggregating it into more usable data. This 
technique is vulnerable to attack since only the 
aggregator node needs to be targeted. A specific attack 
called the Stealthy attack seeks to provide incorrect 
results to the user without its knowledge. 

IV. COUNTERMEASURES 

This section looks at solutions to each of the 
attacks described in the previous section. Firstly, in 
Jamming, spread spectrum communication, at least 
until the jammers figure out how to block a wider part of 
the radio frequency band, is one solution. Code 
spreading is another, but it requires more design effort 
and power. Changing the mode of communication to 
infrared or optical can work but is costly. Also, the 
network can be made to switch to a low power cycle 
which it is under attack [7]. Additionally, channel 
hopping and blacklisting are part solutions [9]. Finally, 
neighboring nodes under attack could alert the base 
station, or could observe a change in the background 
noise of their neighbours and send an alert [7]. 

For Tampering, it is necessary to provide 
tamper-resistant packaging, but this is costly [7]. 
Camouflaging of nodes, programming nodes to erase 
sensitive data on capture [7] and protection and 
changing of keys are alternative solutions [9]. 

For prevention of Collision attacks, collision 
detection, error correcting codes – though costly, cyclic 
redundancy checks (CRCs) and time diversity are 
possible solutions [9]. For prevention of Unfairness 
attacks, prevent the channel from being captured for 
long time periods using small time frames [7]. To 
prevent exhaustion attacks, the problem of indefinite 
postponement during collisions can be solved using 
time division multiplexing [7]. Additionally, the link layer 
can ignore excessive requests without having to send 
radio messages by using the MAC admission control 
rate. Finally, protection of network ID and other data that 
is required for joining the network is part solution [9]. 

To defend against data being Spoofed, Altered 
or Replayed, link layer encryption and authentication 

must be used [7]. Also, use of different paths for 
resending failed messages can work [9]. For Selective 
Forwarding, redundancy via multi-path routing as well as 
regular network monitoring using source routing are 
adequate defenses [7], [9]. 

The countermeasure to the Sybil attack is 
verification of identities of participating nodes [7]. The 
first step is to have each node share a unique key with 
the base station. Then, two neighboring nodes can 
share data by encrypting data using a shared key and 
verifying the link between them. The base station can 
limit the number of legitimate nodes a compromised 
node can communicate with by limiting the number of 
verified neighbors a node can have. However, a 
compromised insider can still participate in the network, 
but should only be allowed through using compromised 
identities and no additional ones. Sybil attacks can also 
be prevented in the lower layers by regular changing of 
keys, resetting and physical protection of devices [9]. 

Since wormholes use invisible channels and the 
routes advertised by sinkholes are hard to verify, it is 
difficult to defend against Wormhole and Sinkhole 
attacks [7]. One solution is to use Geographic Routing 
Protocols which routes messages to the physical 
location of the base station. False links are easily 
discovered when the physical distance of a route 
exceeds the radio signal ranges of nodes. Providing 
tight time synchronization is another solution, but this is 
difficult. Finally, regular monitoring of the network and 
physical monitoring of field devices can be done [9]. 

Hello Flood attacks can be defended against by 
determining whether action should be taken on 
information received over a link through verifying the bi-
directionality of that link [7]. This is known as the 
Needhan-Schroeder verification protocol. The base 
station can prevent this attack entirely by reducing the 
number of verified neighbours. Defense against 
Acknowledgement Spoofing entails authentication using 
encryption of all sent packets and packet headers [7]. 
Countermeasures for WSN attacks are shown on Table 
I. 

Attacks Countermeasures 
Link layer Link layer encryption. Selective forwarding, 

sinkhole and Sybil attacks stopped 
Selective forwarding Use multi-path routing and probabilistic-

based routing. 
Sybil Unique symmetric keys. Verify identities of 

neighbors 
Wormhole Use private channel 
Sinkhole Verify routing metric information (such as 

remaining energy). 
HELLO flood Verify the bi-directionality of a link 

Outsider Authentication using a globally shared key. 
Selective forwarding, sinkhole and sybil 
attacks stopped 

Table 1 : Countermeasures for WSN attacks [13] 
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To prevent Flooding attacks, the sender must 
solve a puzzle in order to get a connection. The puzzle 
is distributed with each connection request [7]. To flood 
the network, the attacker has to consume more energy; 
however, to get connected, legitimate nodes also have 
to use up additional resources. For Desynchronisation, 
two solutions can be used. The first is to authenticate all 
packets sent and all control fields, but requires 
expenditure of resources for legitimate nodes [7]. The 
second is to use different neighbours for time 
synchronization [9]. For Traffic Analysis attacks, regular 
monitoring of the network and sending of dummy 
packets in quiet hours are solutions [7], [9]. For 
Eavesdropping, defenses are using keys to protect the 
Data Link Protocol Data Unit and the Transport Protocol 
Data Unit from eavesdroppers [9]. 

Finally, in Stealthy attacks, data plausibility 
checks can be used, but requires some redundant 
information [8]. Additionally, multiple levels of 
aggregator nodes, use of deviation query where only 
values that deviate from a pre-defined base are 
transmitted, and the (CDA) concealed data aggregation 
approach using encryption can be used [6]. On Table II 
are shown security schemes for WSNs. 

Security 
Schemes Attacks Major Features 

JAM DoS Attack 
(Jamming) 

Avoidance of jammed region 
by using coalesced 
neighbour nodes 

Wormhole based DoS Attack 
(Jamming) 

Uses wormholes to avoid 
jamming 

TinySec, TinyPK [8] 

Data and 
information 
spoofing, Message 
Replay Attack 

Focuses on providing 
message authenticity, 
integrity and confidentiality, 
Works in the link layer 

SNEP & µTESLA 

Data and 
information 
spoofing, Message 
Replay Attack 

Semantic security, Data 
authentication, Replay 
protection, Weak freshness, 
Low communication 
overhead 

SMACS – Self-
Organized Medium 
Access Control for 
Sensor Networks, 
EARS – Eavesdrop 
and Register [12] 

Data Link Layer 
protocol for WSNs 
[12] 

Responsible for medium 
access, error control, 
multiplexing of data streams 
and data frame detection. 
Correcting of transmission 
errors [12] 

SMECN – Small 
Minimum Energy 
Communication 
Network, LEACH – 
Low Energy 
Adaptive Clus-
tering Hierarchy 
[12] 

Network Layer 
Protocols for WSNs 
[12] 

Responsible for intra-
network operation, different 
type addressing routing 
information through the 
sensor network, finding the 
most efficient path for a 
packet to travel on its way to 
a destination [12] 

Zigbee, 802.15.4 
Standard [7] 

Shared Keys, 
encryption [7] 

Hardware-based symmetric 
keying [7] 

DES – Data 
Encryption 
Standard, 3DES – 
triple DES, RC5, AES 
[8] 

Use in symmetric 
cryptography [8] 

Utilizing a shared key for 
both encrypting and 
decrypting data. [8] 

LIDS – local 
intrusion detection 

An intrusion 
detection 

All LIDS within the network 
exchange both security data 

Security 
Schemes Attacks Major Features 

system [8] architecture [8] and intrusion alerts. [8] 

Statistical En-Route 
Filtering 

Information 
Spoofing 

Detects and drops false 
reports during forwarding 
process 

Radio Resource 
Testing, Random 
Key Pre-distribution 

Sybil Attack 

Uses radio resource, 
Random key pre-
distribution, Registration 
procedure, Position 
verification and Code 
attestation for detecting 
Sybil entity 

Bi-directional 
Verification, 
Multipath multi-
base station 
routing 

Hello Flood Attack 

Adopts probabilistic secret 
sharing, Uses bidirectional 
verification and multi-path 
multi-base station routing 

On Communication 
Security 

Information or Data 
Spoofing 

Efficient resource 
management, Protects the 
network even if part of the 
network is compromised 

TIK 
Wormhole Attack, 
Information or Data 
Spoofing 

Based on symmetric 
cryptography, Requires 
accurate time 
synchronization between all 
communicating parties, 
implements temporal 
leashes 

Random Key Pre-
distribution 

Data and 
information 
spoofing, Attacks 
on information in 
Transit 

Provide resilience of the 
network, Protect the 
network even if part of the 
network is compromised, 
Provide authentication 
measures for sensor nodes 

REWARD Black hole attacks 

Uses geographic routing, 
Takes advantage of the 
broadcast inter-radio 
behaviour to watch 
neighbour transmissions and 
detect black hole attacks 

Table 2 : Security Schemes for WSNs [4] 

V. CONCLUSIONS 

Because of these strict requirements of wireless 
sensor networks modern security mechanisms needs to 
be developed. These security solutions have to be 
incorporated into the network protocol and have to be 
adapted to suit the nature of sensor networks. Currently 
proposed solutions solve specific attacks and much 
more work has to be done to find solutions that would 
solve the majority of sensor network attacks. Presently 
research efforts have been made on cryptography, key 
management, secure routing, secure data aggregation, 
and intrusion detection in WSNs, but there are still some 
challenges to be addressed. First, the selection of the 
appropriate cryptographic methods depends on the 
processing capability of sensor nodes, indicating that 
there is no unified solution for all sensor networks. 
Instead, the security mechanisms are highly application-
specific. Second, sensors are characterized by the 
constraints on energy, computation capability, memory, 
and communication bandwidth. With advances in 
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technology motes may get stronger and existing 
solutions, though limited, will have to be upgraded to 
meet the new technological landscape.  

Two future research topics are: (1) Exploit the 
availability of private key operations  on sensor  nodes: 
recent studies on public key cryptography have shown 
that public key operations may be practical in sensor 
nodes. However, private key operations are still very 
expensive to realize in sensor nodes. As public key 
cryptography can greatly ease the design of security in 
WSNs, improving the efficiency of private key operations 
on sensor nodes is highly desirable. (2) QoS and 
security: performance is generally degraded with the 
addition of security services in WSNs. Current studies on 
security in WSNs focus on individual topics such as key 
management, secure routing, secure data aggregation, 
and intrusion detection. QoS and security services need 
to be evaluated together in WSNs. By more carefully 
considering the threats posed to sensor networks, 
applications with intrinsic security considerations 
become immediately realizable. 
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Abstract - The role of the Internet is increasing and many 
technical, commercial and business transactions are 
conducted by a multitude of users that use a set of specialized 
/ sophisticated network applications. Today we face threats of 
the network which cause enormous damage to the community 
day by day to the Internet. In this context, the task of network 
monitoring and surveillance is of utmost relevance and 
honeypots are promising tools for information and 
understanding of "areas of interest" of the attackers, and the 
possible relationship between blackhat teams. In this situation, 
people are increasingly trying to prevent their network security 
using traditional mechanisms, including firewalls, Intrusion 
Detection System, etc. Among them honeypot is a versatile 
tool for a practitioner security, of course, they are tools that are 
intended to be attacked or interacted with other information 
about the attackers, their motives and tools. In this paper, we 
describe a comparative analysis of various IDS and their 
usefulness on various aspects. Two major categories of 
HoneyPot viz. low interaction honeypot and high-interaction 
honeypot have also been discussed in detail. In this paper, 
low-interaction honeypot is used as a traffic filter. Activities 
such as port scanning can be effectively detected by the weak 
interaction honeypot and stop there. Traffic that cannot be 
processed by the weak interaction honeypot is delivered over 
high-interaction honeypot. In this case, the weak interaction 
honeypot is used as a proxy for high-interaction honeypot then 
offer optimal realism. 
IndexTerms : intrusion detection system, honeypot, 
network security, ip address mapping. 

I. Introduction 

o matter how well defended your chicken coop 
is, a sly fox still finds the hole and carry off the 
most fat chicken. All the holes do not shut up ... 

But you can try to catch a fox in a trap by placing it 
towards a tempting bait, and then   - Broads!   - Shot at 
point-blank from a gun. With computers   - the same 
story. The software is vulnerable and prone to all 
attacks. The timely installation of patches, cuts off only 
the most stupid of the hacker attacks, and is not 
accustomed to think of his head. Professional burglars 
also involved in an independent search for new holes, 
patches do not stop.  

This tactic is commonly used for the detection 
of computer attacks. Vulnerable server is installed in a 
conspicuous place in the network, safely isolated from 
all other nodes. This server tracks unauthorized access 
attempts in real-time transmission  of  IP-address  of  the 
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attacker in the FSB or similar bodies. Even if the hacker 
hides behind clever words (proxy), IDS will still find it 
and coming out of the trap of an IDS is not an easy 
task[1-3].  

The server, acting as a decoy, the hacker jargon 
is called a "honey pot, a network of such servers, 
respectively, honeynet. A more practical, but more 
restrictive, definition is given by pcmag.com:  "A server that 
is configured to detect an intruder reflecting an actual 
production system. It appears as a ordinary server doing 
a job, but all data and transactions are false. Located 
inside or outside the firewall, the honeypot is used to learn 
about techniques intruders, and to identify vulnerabilities in 
the real system "[4].  The etymology of this name goes 
back to the English belief that if you leave a pot of 
honey, the bees will fly to it (the hackers). Honeypots [3-
9] can be useful for two main purposes. The first relates 
to an important possible assistance in finding rootkits, 
Trojans and potential risks of the network. The second 
objective relates to the chances of obtaining information 
and understanding of "areas of interest 'of attackers and 
the possible relationship between “blackhat” teams. 
Despite the relevance of the problem, only a limited 
number of works devoted to illustrate the results 
obtained by inspection of the network are present in the 
literature [10].  The honeypot logs all actions and 
interactions with users. Since honeypots do not provide 
legitimate services, any activity is prohibited (and possibly 
malicious). In practice working of honeypots is being 
analogous to the use of wet cement to detect human 
intruders [11]. 

The value of a Honeypot is directly proportional 
to the quantity and type of information that we can 
achieve with success from it. In addition to the collection 
of information, a honeypot has the ability to distract 
opponents from the most important machines on a 
network, and can provide warning signs of a new type of 
attack and exploitation trends, and provides a thorough 
examination of adversaries during and after exploitation 
of a host. Another function that allows the capture of 
Honeypot is key entered by an opponent attempting to 
compromise the Honeypot - this provides a particularly 
interesting if an attacker uses the compromised host as 
an IRC chat server. Two levels of interaction Honeypots 
are described as low and high interaction. 

The honeypot was the first publicly available as 
Deception ToolKit by Fred Cohen in 1998 which was 
"intended to reveal to attackers as if the system works 

N 
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DTK a large number of known vulnerabilities” [12]. More 
honeypots became both publicly and commercially 
available throughout the nineties. As began to proliferate 
from 2000, honeypots proved imperative to capture and 
analyze the worms. In 2004, virtual honeypots were 
introduced that allow you to run multiple honeypots on a 
single server. The paper laid the groundwork for the 
honeyd project and describes building virtual honeypots 
which meet help honeypots meet the need to monitor a 
large network address space [13].  A detailed history of 
honeypots can be found in [14] and [15].  

To resist honeypot is extremely difficult. 
Externally, they are no different from the normal servers, 
but in reality are well-disguised Trap[16]. One false step 
and the hacker has nothing to help.  

II. Inside the pot 

A typical honeypot is a huge hardware-software 
complex consisting of the following components: a 

node-bait, a network of sensor and the reservoir 
(storage media)[17].  

There are currently two types of honeypots: a 
physical honeypot is a real machine with its IP address, 
and a virtual honeypot is simulated by some another 
machine that reads network traffic. Physical honeypots 
are often termed as high-interaction, since the system 
can be totally compromised and are expensive to install. 
For instance- if someone wants to implement physical 
honeypot for a given/specified range of IPs on the LAN, 
he should create a separate physical honeypot for each 
IP address. Virtual Honeypots are often labeled as low 
interaction due to the implementation of low cost 
maintenance features. 

 
  

Figure 1 : Common Strategy for placement of Honeypot in Network 

The other variety of HoneyPot i.e. virtual 
honeypot is able to simulate services of multiple 
operating systems together, and maintain a separate 
TCP / IP stack for each instance of a Honeypot on that 
one machine. An example of a virtual honeypot service 
is Honeyd, which simulates almost all TCP / IP 
interactions of target multiple operating systems, in 
order to fool TCP / IP stack fingerprinting tools like 
Nmap from xProbe. These Virtual honeypots are used 
more frequently than physical honeypots because they 
are low in cost as lesser computer systems are required, 
which eventually reduces maintenance costs. The other 
advantage is that they provide a greater variety of hosts 
to be observed.  

Sensor network is most often realized on the 
basis of a UNIX-like operating systems, and for 
monitoring the information tcpdump utility is used or its 
analogs. Depending on network configuration, the 
sensor can be found as one of the nodes in this 
segment of the LAN and a router, located in front of the 
honeypot[18]. Sometimes the sensor network is 
combined directly with the bait as shown in figure 3. This 
greatly simplifies and reduces the cost of the system of 
honeypot, but it weakens the immune system (taking 
control of the lure, the attacker will quickly discover the 
sensor and make him safe). Placing the sensor in the 
broadcast segment gives it the greatest secrecy[19]. 
Network interface sensor may not have its own IP-

©  2012 Global Journals Inc.  (US)
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address, listening to traffic on Stealth-mode, which is 
achieved by physically cutting the wires transmitting the 
NIC[17].  

Dumps collected from tcpdump and others are 
processed by different analyzers (eg, intrusion detection 
systems) in the first place that recognize the fact of the 
attack, and secondly, determining the IP-address of the 
offender. Intrusion related information ends up in the 
reservoir, which is the heart of the database. This is the 
most vulnerable spot of honeypot. Administrator must 
choose in advance a clear set of criteria to uniquely 
identify what actions are normal and what are not. 
Otherwise, the administrator will either be constantly 
jerking, shivering from each port scanning, or skip lightly 
modified version of the well-known attacks.  

There is another problem. If the bait has no 
other traffic, except for the hacker (which is easy to 
determine the nature of change in the ID field in the IP-
packet headers, details of which were described in an 
article by wagner [20]. Then the attacker shall 
immediately recognize the trap and will not attack it. If 
the lure is serving the users outside the network then 
direct analysis of the traffic dump becomes impossible 
and the attacker does not cost anything. Very effective 
bait is a database with credit card numbers or other 
confidential information (of course, spurious.) Any 
attempt to access this file, as well as the use of stolen 
information on the usages of debit cards is a clear 
indication of cracking. There are other ways to catch 
offenders, but they are somehow reduced to rigid 
patterns and, hence, in principle, unable to detect 
hackers with non-trivial way of thinking.  

III. Preparation for the attack 

To start the hacker will need a reliable channel 
of communication from the authorities that could not 
trace him. Strictly speaking, all channels are monitored, 
however, the degree of security of each of them 
different. If you are in a broadcast network, the 
successful cloning of masking can restrict someone 
else's IP and MAC-address (of course, cloned vehicle at 
the time of the attack must be inactive). Provided that 
the network does not impose any additional equipment 
to determine the perpetrators, to identify the attacker is 
practically impossible, although there is a "but." If the 
machine is vulnerable to hackers, honeypot can quietly 
throw his computer "bug" with all the ensuing 
consequences. Many novice attackers are caught in the 
cookie, passed through a browser.   

a) Tearing the veil of darkness  
Before, to rush into battle, you must carefully 

examine his opponent: to reconstruct the network 
topology, determine the place of greatest congestion 
of opposing forces and, of course, to try to identify all 
the honeypots. The main weapon at this stage, the 
hacker will attack the port scanner that runs through 
"dumb" node and therefore concealing reliable IP-
attacker. Clearly vulnerable server is better to 
discard, where a high probability of being caught 
with them are present. 

 
  

 
Figure 2 : Network Attack being defended 

It is safest to attack workstations, corporate 
networks, bred for the firewall (if it really is). The 
probability of running into a honeypot is minimal. 
Unfortunately for the attacker, workstations contain a 
lot less holes than a server-based applications, and 
therefore to attack here, and nothing in particular.  

IV. Attack on the Honeypot 

Being by nature common network node, 
honeypot subject to various DoS-attacks [21]. The 
most vulnerable network sensor is obliged to listen to 
all the passing traffic. If an attacker can take it out of 
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the game, the fact that the invasion of the system at 
some time go unnoticed. Naturally, the attacked site 
should stay alive, otherwise no one will attack. We 

assume that the sensor to take all the packages, then 
sending a packet to a nonexistent node, or 
addressed to any other unnecessary node.  

Figure 3 : Dual Sensor Based Arrangement For Anomaly Detection 

Alternatively, one can flood the network of 
SYN-packets (look on the internet description of the 
SYN-attack) or call the ECHO - death (Storm ICMP 
packets directed at the victim with a few dozen high-

end servers, which is achieved by spoofing IP-
addresses   - That is, sending echo requests from the 
victim's behalf)  

Figure 4 : Snap-Shot of IDS Capturing/Monitoring Network Interactions 

The very same attack is best done over the 
protocols that are resistant to the interception of 
traffic, and support transparent encryption, blinding 
the sensor network. Most often used for this purpose 
SSH (Secure Shell), however, it limits the choice of 
attacking only the explicit support of its nodes, which 
negates the whole advantage of the encryption.  

V. Drowned in Honey 

If the attacked site had Honeypots installed, 
the attacker will not take any success (the vulnerable 
server silently "eats" an abandoned shell-code, 
continuing to work properly), or show empty resource 
does not contain almost anything interesting because 
Honeypots are dumb stations. In this situation the 

©  2012 Global Journals Inc.  (US)

  
  
  
 

  
  

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
V
I 
 V

er
sio

n 
I 

54

  
 

(
DDDD

)
E

  
20

12
Y
e
a
r

Network Security in Organizations Using Intrusion Detection System Based on Honeypots



main thing is not to panic and not to get confused. 
The first step is to get rid of compromising your 
Machine by disconnecting from network for some 
time. Next is to destroy everything related to the 
attack, software and related files, including 
temporary. Naturally, the above applies only to 
attacks on the really serious resources (government 

websites, banking institutions, etc.). Expect that after 
breaking someone's home page for you will take 
seriously, a bit naive. Reinstallation of web-pages will 
temporarily resolve the issue and then after the 
behavior/pattern of attack should be made learnt to 
the IDS. An example of such sequence of actions has 
been shown in Figure-5 below. 

Figure 5 : The Attacker Thinks He Is Attacking The Vulnerable Service, In Fact, He Fells Into A Pot (With Honey) 

VI. Conclusion 

The strength of honeypot lies in their novelty 
and obscurity. Hackers are no adequate methods of 
confrontation with them, however one should not expect 
that such a balance of power will continue in the future. 
Architecture of honeypot is still ill-defined and 
vulnerable. Even today, nothing is impossible for 
experienced attacker (to bypass honeypots), tomorrow 
every teenager shall be capable of bypassing such IDS. 

Honeypots are positioned to become an 
essential tool for defending the corporate enterprise 
from hacker attacks, it is a way to spy on your enemies, 
it might even be a form of concealment. Hackers could 
be misled into thinking they have achieved a corporate 
network, when in reality they are just kicking around a 
honey pot, while the real network remains safe and 

sound. Honeypots have gained increased prominence 
in the strategy to protect against intrusions overall 
business. Security experts do not recommend that these 
systems replace existing technologies for intrusion 
detection security, they see the honeypots as a 
complementary technology to protect against network 
and host intrusion. 

The advantages that honeypots provide to 
intrusion protection strategies are difficult to ignore. In 
time, as security officials understand the benefits, 
honeypots will become an essential ingredient in a 
operation of enterprise-class security. We believe that 
although honeypots have legal problems now, they do 
provide useful information regarding the security of a 
network. It is important that new legal policies be 
formulated to promote and support research in this 
area. This will help solve the current challenges and 
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make possible to use honeypots to benefit the Internet 
community at large. 
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Designing and Implimentation of Spatial IP
Address Assignment Scheme for a Wireless 

Network
Fazal Wahab Khattak

Abstract - Wireless sensor networks are composed of large 
numbers up to thousands of tiny radio- equipped sensors. 
Every sensor has a small microprocessor with enough power 
to allow the sensors to autonomously form networks through 
which sensor information is gathered. Wireless sensor 
networks makes it possible to monitor places like nuclear 
disaster areas or volcano craters without requiring humans to 
be immediately present. Many wireless sensor network 
applications cannot be performed in isolation; the sensor 
network must somehow be connected to monitoring and 
controlling entities. This research paper investigates a novel 
approach for connecting sensor networks to existing networks: 
by using the TCP/IP protocol suite in the sensor network, the 
sensors can be directly connected to an outside network 
without the need for special proxy servers or protocol 
converters.

Bringing TCP/IP to wireless sensor networks is a 
challenging task, however. First, because of their limited 
physical size and low cost, sensors are severely constrained in 
terms of memory and processing power. Traditionally, these 
constraints have been considered too limiting for a sensor to 
be able to use the TCP/IP protocols. In this research paper, I 
show that even tiny sensors can communicate using TCP/IP. 
Second, the harsh communication conditions make TCP/IP 
perform poorly in terms of both throughput and energy 
efficiency. 

With this research paper, I suggest a number of 
optimizations that are intended to increase the performance of 
TCP/IP for sensor networks. The results of the work presented 
in this research paper have a significant impact on the 
embedded TCP/IP networking community. The software 
evolves as part of the research paper has become widely 
known in the community. The software is mentioned in books 
on embedded systems and networking, is used in academic 
courses on embedded systems, is the focus of articles in 
professional magazines, is incorporated in embedded 
operating systems, and is used in a large number of 
embedded devices.

I. Introduction

ireless sensor networks consist of large 
numbers of sensors equipped with a small 
microprocessor, a radio transceiver, and an 

energy source, typically a battery. The sensors nodes 
autonomously form network through which sensor 
readings   are   transported.   Applications   of  wireless

Author : ICMS, Hayatabad, Peshawar, Pakistan. 
E-mail : pakis007@gmail.com

sensor networks can be found in such diverse areas as 
wild-life habitat monitoring [5], forest fire detection [6], 
alarm systems [3], medicine [8], and monitoring of 
volcanic eruptions [12]. 

In order to make large scale networks feasible, 
the sensor nodes are required to be physically small 
and inexpensive. These requirements severely 
constraints the available resources on each sensor node 
in terms of memory size, communication bandwidth, 
computation speed, and energy. Many wireless sensor 
network applications do not work well in isolation; the 
sensor network must somehow be connected to 
monitoring and controlling entities. 

Since communication within the sensor network 
is done using short range radios, a straightforward 
approach to connecting the sensors with the controlling 
entities is to deploy the controlling entities physically 
close to the sensor network. In many cases however, 
placing those entities close to the sensors, and hence to 
the phenomenon being observed, is not practical. 

Instead, by connecting the sensor network and 
the controlling entities to a common network 
infrastructure the sensors and the controlling entities can 
communicate without being physically close to each 
other. Because of the success of the Internet, the TCP/IP 
protocols have become the de-facto standard protocol 
stack for large scale networking. However, conventional 
wisdom states that TCP/IP is inherently unsuitable for 
communication.
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TCP/IP Sensor networks 

Figure 1.1 :  Using TCP/IP both outside of and inside the wireless sensor network 

Using TCP/IP both outside of and inside the 
wireless sensor network station within wireless sensor 
networks, because of the extreme

 
communication 

conditions in sensor networks. Hence, a large number of 
protocols specifically tailored for sensor networks have 
been developed. While it is unquestionably true that the 
TCP/IP protocols were not designed to run in the kind of 
environments where sensor networks are envisioned, 
the claim that TCP/IP is inherently unsuitable for wireless 
sensor networks has not been verified. 

 

The purpose of this licentiate research paper
 
is 

to lay the groundwork for exploring the use of TCP/IP for 
wireless sensor networks. Using TCP/IP for sensor 
networks allows connecting the sensor networks directly 
to IP network infrastructures, as shown in Figure 1.1. In a 
set of four papers I present the software for an 
experimental platform, describe the problem area, and

 

propose a set of mechanisms that are intended to allow 
TCP/IP to be efficiently used in wireless sensor 
networks.

 

The software platform consists of a lightweight 
implementation of the TCP/IP protocol stack and an 
equally lightweight and flexible operating system. Both 
the operating system and the protocol implementation 
are specifically designed to run on resource constrained 
sensor nodes. 

 

a)
 

Method
 

In order to explain and motivate the work in this 
research paper, I use two perspectives: the engineering 
perspective and the research perspective. 

 

Engineering is about founding solutions to 
complex problems, within a given set of limitations. 
Research is about developing understanding. In 
experimental computer science [20], this understanding 
commonly is developed by producing artifacts and 

solving complex problems doing engineering and 
drawing conclusions from the solutions. 

 

A single solution may not be possible to 
generalize, but taken together, a number of solutions 
can be said to span a solution space to a particular 
problem. Exploring, characterizing, and analyzing this 
solution space develops understanding for the character 
of the problem. This classification of engineering and 
research is based on definitions from Brooks' [15] and 
Phillips and Pugh [6].

 

The research in this research paper
 
has mostly 

been exploratory. The problem area was not defined in 
advance, but has

 
been developed as part of the 

research paper
 
work. The exploratory method starts with 

finding an interesting question to answer. The question 
usually involves an interesting problem to solve. 

 

The problem is then solved in a set of different 
ways, using either different tools or methods or 
variations of the same method. Based on observations 
of the solutions, or of the process leading to the 
solutions, an initial answer to the question can be 
formulated. From the answer and the solutions to the 
problems, it might be possible to generalize the 
question into a hypothesis.

 

This hypothesis
 

can then be tested using 
experimentation in order to validate or invalidate it. The 
process of testing the hypothesis

 
typically leads to a 

number of questions that need to be
 
answered. 

 

Thus the research process is iterative in that a 
research question leads to a hypothesis, which leads to 
further questions. In this research paper, the initial 
question was if the TCP/IP protocol stack could be 
implemented so that it would fit in a severely memory 
constrained system. After twice solving the problem of 
implementing TCP/IP with limited resources, the 
question could be answered: the TCP/IP protocol stack 
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can be implemented using very small amounts of 
memory. 

This observation lead to the generalized 
question if TCP/IP could be useful is wireless sensor 
networks. This generalization was made because of the 
similarities of parts of the problem domains sensor 
network nodes have severely limited memory resources. 
as well as intuition developed when answering the initial 
question. The event-driven nature of sensor networks 
seemed to fit the event-driven design of the small 
TCP/IP implementations.  

Furthermore, it appeared that many of the 
problems with TCP/IP in sensor networks could be 
solved with relatively straight-forward mechanisms. 
These observations lead to the hypothesis that TCP/IP 
could be a viable alternative for wireless sensor 
networks. This research paper takes the first steps 
towards validating or invalidating this hypothesis.  

b) Research Issues 
This research paper takes the first steps 

towards the use of the TCP/IP protocol suite in wireless 
sensor networks. This section summarizes the research 
issues that are indentured and treated in this research 
paper. Many of these issues are of the engineering kind: 
a problem that needs a solution that is not only correct, 
but also is able to work within the available limitations. 
These issues are the primary focus of papers A and B. 
Papers A and B solve the specific problems of 
implementing TCP/IP on a limited device and on 
designing an operating system for sensor nodes that 
allows rapid prototyping and experimentation.  

Papers C and D focus on the research 
challenges involved in TCP/IP for wireless sensor 
networks. The formulation of these challenges are 
based on the software artifacts developed in paper A. 
Paper B presents a software framework designed to 
support future experimentation. 

i. TCP/IP on a Limited Device 
The TCP/IP protocol suite, which forms the 

basis of the Internet, is often perceived to be .heavy-
weight. in that an implementation of the protocols 
requires large amounts of resources in terms of memory 
and processing power. This perception can be 
corroborated by measuring the memory requirements of 
popular TCP/IP implementations, such as the one in the 
Linux kernel [13] or in the BSD operating system [16]. 
The TCP/IP implementations in these systems require 
many hundreds of kilobytes of random access memory 
(RAM).For most embedded systems; cost typically is a 
limiting factor. 

This constrains the available resources such as 
RAM and processor capabilities. Consequently, many 
embedded systems do not have more than a few 
kilobytes of RAM. Within the constraints of such a small 
embedded system, it is impossible to run the TCP/IP 
implementations from Linux or BSD Within this research 

paper, I investigate the solution space to the problem of 
running TCP/IP within constrained memory limits.  

By developing a very small TCP/IP 
Implementation that is able to run even on a system with 
very small amounts of memory, I demonstrate that the 
solution space of the problem is larger than previously 
shown. While this is not an exhaustive investigation of 
the solution and, hence, cost are not technical 
limitations, but functions of business models. It is 
therefore out of scope of this research paper to discuss 
these matters in any detail. For simplicity, I assume that 
cost is proportional to memory size and processor 
resources, but at the same time note that this is a gross 
oversimplification. 

c) Research Issues  
Space, it does show that the solution space is 

large enough to accommodate even small embedded 
devices. 

i. Operating Systems for Wireless Sensor Networks 
The resource limitations and application 

characteristics of wireless sensor networks place 
specific requirements on the operating systems running 
on the sensor nodes. The applications are typically 
event-based: the application performs most of its work 
in response to external events. Resources are typically 
severely limited: memory is on the order of a few 
kilobytes, processing speed on the order of a few MHz, 
and limited energy from a battery or some other non-
renewable energy source. Early research into operating 
systems for sensor networks [4] identified the 
requirements and proposed a system, called TinyOS, 
that solved many of the problems.  

The TinyOS designers did, however, decide to 
leave out a set of features commonly found in larger 
operating systems, such as multithreading and run-time 
module loading. In this research paper, I argue that 
multithreading and run-time loading of modules are 
desirable features of an operating system for sensor 
network nodes. I have implemented an operating 
system that includes said features and runs within the 
resource limitations of a sensor node, and thereby show 
that these features are feasible for sensor node 
operating systems. 

ii. Connecting Sensor Networks and IP Networks 
A number of practical problems manifest 

themselves when doing a real-world deployment of a 
wireless sensor network. One of these is how to get data 
into and out of the sensor network, which may be 
deployed in a remote location. One way to solve this 
problem is to connect the sensor networks to an existing 
network infrastructure as an access network to the 
sensor network.  

Today most network infrastructures, including 
the global Internet, use the Internet Protocol (IP) [17] as 
its base technology. It is therefore interesting to 
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investigate how wireless sensor networks can be 
connected to IP network infrastructures. From the 
engineering perspective, the problem of connecting a 
sensor network with an IP network can easily be solved. 
In many cases, it is possible to simply place a PC inside 
or on the border of the sensor network and connect the 
PC both to the IP network and to the sensor network.  

The PC then acts as the gateway between the 
sensor network and the IP network. There are also many 
other possibilities, such as using a special-purpose 
device that connects the two Networks [17] or using 
satellite access to a special base station connected to 
the sensor network [9]. From the research perspective, 
however, the problem still has opportunities for 
investigation.  

Paper C is a first step towards characterizing 
the solution space. It presents three different types of 
solutions to the problem: proxy architectures overlay 
networking and direct connection by using TCP/IP in the 
sensor network. This research paper focuses on the last 
solution: connecting sensor networks and IP networks 
by using the TCP/IP protocols inside the sensor network 
as in the outside IP network. 

iii. TCP/IP for Wireless Sensor Networks 
From the research perspective, investigating the 

use of TCP/IP in wireless sensor networks is of 
importance because the intersection of the TCP/IP 
protocol suite, the dominating communication protocol 
suite today, and wireless sensor networks, a new area in 
computer networking research, has not been previously 
studied. In general, the purpose of research is to 
provide understanding of problems and to gain new 
knowledge.  

Within this particular problem, we can develop 
new understanding of the interaction between wireless 
sensor networks and wired network infrastructures by 
identifying, solving, and studying the problems with 
TCP/IP in sensor networks. From the engineering 
perspective, however, using the TCP/IP protocol suite 
inside the wireless sensor network may not be the best 
approach to solving the problem of connecting wireless 
sensor networks to IP networks, for some arbitrary 
definition of best. 

There may be many other solutions to the 
problem that perform better both in a quantitative sense, 
e.g. that provide higher throughput or better energy 
efficiency, and in a qualitative sense, e.g. that provide a 
better security architecture. Prior to this research paper, 
however, no research has to the best of my knowledge 
been carried out to support claims in either way. There 
are a number of problems with TCP/IP for wireless 
sensor networks. An enumeration of the problems, 
which are identified in paper D, follows. 

d) IP Addressing Architecture 
In ordinary IP networks, each network interface 

attached to a network is given its own unique IP 

address. The addresses are assigned either statically by 
human configuration, or dynamically using mechanisms 
such as DHCP [8]. This does not fit well with the sensor 
network paradigm. For sensor networks, the addresses 
of the individual sensors are not interesting as such. 
Rather, the data generated by the sensors is the main 
interest. It is therefore advantageous to be able to 
loosen the requirement that each sensor has a unique 
address. 

e) Address Centric Routing 
Packet routing in IP networks is address centric, 

i.e., based on the addresses of the hosts and networks. 
The application specific nature of sensor networks 
makes data centric routing mechanisms [14] preferable. 
Data centric routing uses node attributes and the data 
contained in the packets to route packets towards a 
destination. Additionally, data centric mechanisms are 
naturally adapted to in-network data fusion [12]. 

f) Header Overhead 
The protocols in the TCP/IP suite have a high 

overhead in terms of protocol header size, particularly 
for small packets. For small data packets, the header 
overhead is over 95%. Since energy conservation is of 
prime importance in sensor networks, transmission of 
unnecessary or redundant packet header fields should 
be avoided.  

g) TCP Performance and Energy Efficiency 
The reliable byte-stream protocol TCP has 

serious performance problems in wireless networks, 
both in terms of throughput [7] and in terms of energy 
efficiency. To be able to use TCP as a reliable transport 
protocol in wireless sensor networks, methods must be 
developed to increase the performance of TCP in the 
specific setting of sensor networks. The end-to-end 
acknowledgment and retransmission scheme employed 
by TCP is not energy efficient enough to be useful in 
wireless sensor networks. A single dropped packet 
requires an expensive retransmission from the original 
source. Because sensor networks often are designed to 
be multi-hop, a single retransmission will incur 
transmission and reception costs at every hop through 
which the retransmitted packet will travel.  

h) Limited Nodes 
Sensor nodes are typically limited in terms of 

memory size and processing power. Any algorithm 
developed for sensor networks must therefore take 
these limitations into consideration.  

II. Contributions and Results 

The main scientific contributions of this research paper
 

are:
 

•
 

The design and implementation of the uIP and the 
IwIP TCP/IP stacks that demonstrate that TCP/IP 
can be implemented on systems with very limited 
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memory resources, without sacrificing 
interoperability or compliance.  

• The formulation of initial solutions to the problems 
with TCP/IP for sensor networks, which point 
towards the feasibility of using TCP/IP for wireless 
sensor networks. This opens up opportunities for 
new research. 

• The design and implementation of the Contiki 
operating system that has a number of features 
currently not found in other operating systems for 
the same class of hardware platforms. These 
features enable rapid experimentation for further 
research into the area of this research paper. 

The work presented in this research paper has 
had a visible impact on networking for embedded 
systems and, to a lesser degree, on sensor networks. 
Less than a year after paper D was published, the 
6lowpan IETF workgroup [16] was established. The 
focus of the workgroup is on standardizing transmission 
of IP packets over IEEE 802.15.4 [4], a sensor 
networking radio technology.  

The workgroup charter explicitly cites paper D 
and the uIP stack presented in paper A. The work in this 
research paper is mentioned in books on embedded 
systems and networking [5, 6] and cited in numerous 
academic papers (e.g. [3, 11, 14, 9, 13, 4, 12, 15, 16, 
13, 5, 6, 7]). Articles in professional magazines have 
been written by using the uIP software for wireless 
sensor networks [8]. 

The software has been used in academic 
projects [5, 2], in courses e.g. at University of California, 
Los Angeles (UCLA) [74] and Stanford University [19], 
as well as in laboratory exercises [18, 79]. Finally, the 
software is being used in embedded operating systems 
[1, 11], and in a large number of embedded products 
(e.g. [12, 20, 2, 12, 13, 16, 17, 18, 15]). 

III. Related work 

This chapter presents related work. The 
discussion is divided into four sections: small TCP/IP 
implementations, operating systems for sensor 
networks, connecting IP networks with sensor networks, 
and TCP/IP for sensor networks. 

a) Small TCP/IP Implementations 
There are several small TCP/IP implementations 

that fit the limitations of small embedded systems. Many 
of those implementations does, however, refrain from 
implementing certain protocol mechanisms in order to 
reduce the complexity of the implementation.  

The resulting implementation may therefore not 
be fully compatible with other TCP/IP implementations. 
Hence, communication may not be possible many small 
TCP/IP implementations are tailored for a specific 
application, such as running a web server. This makes it 
possible to significantly reduce the implementation 

complexity, but does not provide a general 
communications mechanism that can be used for other 
applications. The PICmicro stack [10] is an example of 
such a TCP/IP implementation. 

Unlike such implementations, the uIP and lwIP 
implementations are not designed for a specific 
application. Other implementations rely on the 
assumption that the small embedded device always will 
be communicating with a full-scale TCP/IP 
implementation running on a PC or work-station class 
device. Under this assumption it is possible to remove 
certain mechanisms that are required for full 
compatibility. Specifically, support for IP fragment 
reassembly and for TCP segment size variation are two 
mechanisms that often are left out.  

Examples of such implementations are Texas 
Instrument's MSP430 TCP/IP stack [12] and the TinyTCP 
code [19]. Neither the uIP or the lwIP stack are designed 
under this assumption. 

In addition to the TCP/IP implementation for 
small embedded systems, there is a large class of 
TCP/IP implementations for embedded systems with 
less constraining limitations. Typically, such 
implementations are based on the TCP/IP 
implementation from the BSD operating system [6].  

These implementations do not suffer from the 
same problems as the tailored implementations. 

Such implementations does, however, in 
general require too large amount of resources to be 
feasible for small embedded systems. Typically, such 
implementations are orders of magnitude larger than the 
uIP implementation. 

b) Operating Systems for Sensor Networks  
TinyOS [14] is probably the earliest operating 

system that directly targets the specific applications and 
limitations of sensor devices. TinyOS is built around a 
lightweight event scheduler where all program execution 
is performed in tasks that run to completion. TinyOS 
uses a special description language for composing a 
system of smaller components [13] which are statically 
linked with the kernel to a complete image of the 
system. After linking, modifying the system is not 
possible [15].  

The Contiki system is also designed around a 
lightweight event-scheduler, but is designed to allow 
loading, unloading, and replacing modules at run-time. 
In order to provide run-time reprogramming for TinyOS, 
Levis and Culler have developed Mat´e [15], a virtual 
machine for TinyOS devices. Code for the virtual 
machine can be downloaded into the system at run-
time. 

The virtual machine is specifically designed for 
the needs of typical sensor network applications. 
Similarly, the Magnet OS [9] system uses a virtual Java 
machine to distribute applications across the sensor 
network. The advantages of using a virtual machine 
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instead of native machine code is that the virtual 
machine code can be made smaller, thus reducing the 
energy consumption of transporting the code over the 
network. One of the drawbacks is the increased energy 
spent in interpreting the code. For long running 
programs the energy saved during the transport of the 
binary code is instead spent in the overhead of 
executing the code.  

Contiki does not suffer from the executional 
overhead as modules loaded into Contiki are compiled 
to native machine code.  

c) Connecting IP Networks with Sensor Networks  
SensorWare [13] provides an abstract scripting 

language for programming sensors, but their target 
platforms are not as resource constrained as ours. 
Similarly, the EmStar environment [18] is designed for 
less resource constrained systems. Reijers and 
Langendoen [19] use a patch language to modify parts 
of the binary image of a running system. 

This works well for networks where all nodes run 
the exact same binary code but soon gets complicated 
if sensors run slightly different programs or different 
versions of the same software. The Mantis system [2] 
uses a traditional preemptive multi-threaded model of 
operation. Mantis enables reprogramming of both the 
entire operating system and parts of the program 
memory by downloading a program image onto 
EEPROM, from where it can be burned into fiash ROM. 

Due to the multithreaded semantics, every 
Mantis program must have stack space allocated from 
the system heap, and locking mechanisms must be 
used to achieve mutual exclusion of shared variables. In 
Contiki, only such programs that explicitly require multi-
threading need to allocate an extra stack.  

At the time of publication of paper C, there was 
very little work done in the area of connecting wireless 
sensor networks and IP networks. Recently, however, a 
number of papers on the subject has been published. 
Ho and fall [4] have presented an application of Delay 
Tolerant Networking (DTN) mechanisms to sensor 
networks.  

Their work is similar to that presented in paper 
C, but is more focused on the specifics of the DTN 
architecture. The overlay architecture presented by Dai 
and Han [12] unifies the Internet and sensor networks 
by providing a sensor network overlay layer on top of the 
Internet. While this work is similar in scope to the work in 
this research paper, it explores a slightly different path: 
this research paper explores the interconnectivity in a 
lower layer of the protocol stack. 

The FLexible Interconnection Protocol (FLIP) 
[18] provides interconnectivity between IP networks and 
sensor networks, but relies on protocol converters at the 
border of the sensor network. This research paper 

investigates an architecture where no explicit protocol 
converters are required. Finally, the Plutarch architecture 

[2] changes the communication architecture of the 
Internet in a way that is able to accommodate natural 
inclusion of sensor networks in the new communication 
architecture. 

This work is orthogonal to the work in this 
research paper. The intention with this research paper is 
to investigate how sensor networks can be connected 
with today's IP network infrastructures. 

d) TCP/IP for Wireless Sensor Networks 
While I am not aware of any previous work on 

TCP/IP for wireless sensor networks, the area of mobile 
ad-hoc networks (MANETs) is the area which is most 
closely related to the area of TCP/IP for wireless sensor 
networks. MANETs typically use the TCP/IP protocol 
suite for communication both within the MANETs and 
with outside networks. 

There are, however, a number of differences 
between sensor networks and MANETs that affect the 
applicability of TCP/IP. First, MANET nodes typically has 
significantly more resources in terms of memory and 
processing power than sensor network nodes. 
Furthermore, MANET nodes are operated by human 
users, whereas sensor networks are intended to be 
autonomous.  

The user-centricity of MANETs makes 
throughput the primary performance metric, while the 
per-node throughput in sensor networks is inherently low 
because of the limited capabilities of the nodes. Instead, 
energy consumption is the primary concern in sensor 
networks. Finally, TCP throughput is reduced by mobility 
[16], but nodes in sensor networks are usually not as 
mobile as MANET nodes. 

While the specific area of TCP/IP for wireless 
sensor networks has not been previously explored, there 
are a number of adjacent areas that are relevant to this 
licentiate research paper. The following sections 
presents the related work in those areas.  

i. Reliable Sensor Network Transport Protocols 
Reliable data transmission in sensor networks 

has attained very little research attention, mostly 
because many sensor network applications do not 
require reliable data transmission. Nevertheless, a few 
protocols for reliable data transport have been 
developed.  

Those protocols target both the problem of 
reliable transmission of sensor data from sensors to a 
sink node, and the problem of reliable transmission of 
data from a central sink node to a sensor. Potential uses 
of reliable data transmission is transport of important 
sensor data from one or more sensors to a sink node, 
transmission of sensor node configuration from a central 
server to one or more sensors, program downloads to 
sensor nodes, and other administrative tasks. 

Most protocols for reliable transport in sensor 
networks are designed specifically for sensor networks 
and therefore cannot be readily used for e.g. 
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downloading data from an external IP network, without 
protocol converters or proxy servers. Reliable Multi-
Segment Transport (RMST) [18] provides a reliable 
transport protocol for bounded messages on top of the 
Distributed Diffusion routing paradigm [4]. RMST uses 
either hop-by-hop reliability through negative 
acknowledgments and local retransmissions, or end-to-
end reliability by using positive acknowledgments and 
end-to-end retransmissions. The authors provide 
simulation results and conclude that reliable transport 
for sensor networks is best implemented on the MAC 
layer. The results provided rely on the fact that the 
Directed Diffusion routing substrate is able to find 
relatively good paths through the network, however.  

Pump Slowly Fetch Quickly (PSFQ) [3] is a 
reliable transport protocol that focuses on one-to-many 
communication situations and uses hop-by-hop 
reliability. In PSFQ, data is slowly pumped towards the 
receivers, one fragment at a time. If a nodes along the 
path towards the receiver notices that a data fragment 
has been lost, it issues a fetch request to the closest 
node on the backward path.  

The number of fetch requests for a single 
fragment is bounded and fetch requests are issued only 
within the time frame between two data fragments are 
pumped. Event-to-Sink Reliable Transport (ESRT) [13] is 
a transport protocol that provides a semi-reliable 
transport in only one direction. Data that is sent from 
sensors to a sink is given a certain amount of reliability. 
The sink node, which is assumed to have more 
computational resources than the sensors, computes a 
suitable reporting frequency for the nodes. 

ii. Header Compression 

Header compression is a technique that 
reduces packet header overhead by refraining from 
transmitting header fields that do not change between 
consecutive packets. The header compressor and the 
decompressor share the state of streams that pass over 
them. This shared state is called the header 
compression context.  

The compression works by not transmitting full 
headers, but only the delta values for such header fields 
that change in a predictable way. Early variants of 
header compression for

 
TCP were developed for low 

speed serial links [15] and are able to compress most 
headers down to only 10% of their original size.

 

Early header compression schemes did not 
work well over lossy links since they could not recover 
from the loss of a header update. A missed header 
update will cause subsequent header updates to be 
incorrect because of the context mismatch between the 
compressor and the decompressor. The early methods 
did not try to detect incorrectly decompressed headers. 
Rather, these methods trusted recipients to drop 
packets with erroneous headers and relied on 

retransmissions from the sender to repair the context 
mismatch.  

Degermark et al. [16, 17] have presented a 
method for compressing headers for both TCP/IP and 
for a set of real-time data protocols. The method is 
robust in the sense that it is able to recover from a 
context mismatch by using feedback from the header 
decompressor. The feedback information is 
piggybacked on control packets such as 
acknowledgments that travel on the reversepath. 
Furthermore, authors introduces the TWICE algorithm.  

The algorithm is able to adapt to a single lost 
header delta value by applying the received delta value 
twice. Incorrectly decompressed headers are identified 
by computing the checksum of the decompressed 
packet. If the checksum is found to be incorrect by the 
decompressor, a full header is requested from the 
compressor, thus synchronizing the header 
compression context. Sridharan et al. [17] have 
presented Routing-Assisted Header Compression 
(RAHC), a header compression scheme that is 
particularly well-suited for multi-hop networks.  

Unlike other header compression schemes, the 
RAHC algorithm works end-to-end across a number of 
routing hops. The algorithm utilizes information from the 
underlying routing protocol in order to detect route 
changes and multiple paths. 

iii. TCP over Wireless Media 
TCP [18] was designed for wired networks 

where congestion is the predominant source of packet 
drops. TCP reduces its sending rate detecting packet 
loss in order to avoid overloading the network. This 
behavior has shown to be problematic when running 
TCP over wireless links that have potentially high bit 
error rates. Packet loss due to bit errors will be 
interpreted by TCP as a sign of congestion and TCP will 
reduce its sending rate. TCP connections running over 
wireless links may therefore see very large reductions in 
throughput.  

A number of mechanisms for solving these 
problems have been studied. Wireless TCP 
enhancements can be divided into three types [6]: 
splitconnection, end-to-end, and link-layer. The split-
connection approach, as exempli fied by Indirect TCP 
[5] and M-TCP [16], splits each TCP connections into 
two parts: one over the wired network and one over the 
wireless link. Connections are terminated at a base 
station to allow a specially tuned protocol to be used 
between the base station and the wireless host. TCP 
snoop [7] is a link-layer approach that is designed to 
work in a scenario where the last hop is over a wireless 
medium. 

TCP snoop uses a program called the snoop 
agent that is running on the base station before the last 
hop. The snoop agent intercepts TCP segments and 
caches them. If it detects a failed transmission, it will 
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immediately retransmit the lost segment .When 
duplicate acknowledgements to be sent towards the 
original sender of the segment. A-TCP [5] is primarily 
designed for wireless ad-hoc networks and is an 
example of the end-to-end approach. A-TCP inserts a 
conceptual layer in between IP and TCP that deals with 
packet losses because of transmission errors and 
unstable routes. Unlike the other approaches, A-TCP 
requires modifications to the end-host.  

iv. Addressing in Sensor Networks 
Addressing in sensor networks is different from 

addressing in other computer networks in that the 
sensors do not necessarily need to have individual 
addresses [12]. Instead, many sensor network 
applications benefit from seeing the data sensed by the 
network the primary addressing object [15]. This allows 
routing to be data-centric rather than the traditional 
address-centric. 

One of the earliest data-centric routing 
protocols is Directed Diffusion [14] which propagates an 
information interest through the network. When a sensor 
obtains information for which an interest has been 
registered, it transmits the information back towards the 
source of the information interest. A different approach 
is taken by TinyDB [18] where the sensor network is 
viewed as a distributed data base. 

The data base is queried with an SQL-like 
language. Query strings are processed by a base 
station, and compressed and optimized queries are 
disseminated through the sensor network. Results are 
distributed back through the routing tree that was 
formed when the query was propagated. This is an 
addressing scheme where the data is explicitly 
addressed and where individual nodes are not possible 
to address directly.  

IV. Conclusions and Future Work 

This licentiate research paper takes the first 
steps towards the use of the TCP/IP protocol suite in 
wireless sensor networks. It builds the framework in 
which the use of TCP/IP can be further investigated, 
identifies the problems with TCP/IP for sensor networks, 
and formulates initial solutions to the problems. The 
contribution of this work is that it for the first time brings 
TCP/IP, the dominant protocol stack, together with 
wireless sensor networks. 

The results of the work presented in this 
research paper have had a significant impact on the 
embedded TCP/IP networking community. The software 
developed as part of the research paper has become 
widely known in the community.  

The software is used in academic research 
projects, academic courses, as well as a large number 
of embedded devices. I will continue this work with 
experimental studies of the use of TCP/IP in wireless 
sensor networks.  

Further investigation must be made before the 
hypothesis that TCP/IP is a viable protocol suite for 
wireless sensor networks can be validated or 
invalidated. 

We have already made simulation studies of the 
Distributed TCP Caching mechanism [13] and are 
designing a MAC layer that will support DTC. We intend 
to evaluate the energy efficiency of TCP/IP for sensor 
networks by using the method described by Ritter et al. 
[17].  

While this method has been developed to 
experimentally evaluate a model of life-time bounds [4], 
it also is useful for comparing the energy efficiency of 
communication protocols. I will also continue to 
investigate software construction for memory stressed 
systems, based on the bindings in papers A and B.  

This work consists of developing mechanisms 
and methods for implementing computer programs for 
resource limited embedded systems and sensor nodes. 
I am currently working on a lightweight mechanism 
called proto threads that provides sequential flow of 
control for event-driven systems.  
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RASCP: Providing for a Secure Group 
Communication Plane Using RFID 

 K S Jagadeesh α, Dr. Somashekhar C Desaiσ, Chandramouli.H ρ & Kashyap D Dhruve Ѡ 

Abstract - Predominantly large distributed networks currently 
provide support for group oriented protocols and applications. 
Regardless of the type of distributed network there is a need to 
provide communication privacy and data integrity to the 
information exchange amongst the group members. This 
paper introduces a protocol named 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 Authentication 
based Secure Communication Plane (𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹) . 
𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 adopts the commutative RSA algorithm to maintain 
data integrity. The proposed protocol not only eliminates the 
overheads resulting from key distribution and key compromise 
attacks but also provide for information security in the 
presence of colluded group members. Radio Frequency 
Identification (𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹) tags is used for group member 
identification. The RACP protocol is compared with the RFID 
extended Secure Lock (𝑹𝑹𝑹𝑹𝑹𝑹) group communication protocol 
and its efficiency in terms of the computational complexity 
involved is discussed in this paper. 

  

 

I. Introduction 

FID systems and standards established by IEEE 
[1,2] are envisioned to be one of the most 
commonly used identification mechanisms in the 

near future [3]. A RFID authentication system primarily 
consists of a tag and a reader with a database to store 
the tag details. Tags available are of several types and 
classes [1][2] but the research work presented  here 
considers the most commonly available passive RFID 
tags of class 0. A lot of research is ongoing to provide 
security to the existing standards and the technology 
involved in manufacturing and Radio Frequency (RF) 
communication systems in place.  Currently there exist 
several threats to the existing RFID deployments like 
Denial of Service Attacks, RFID Tag Cloning, RFID Tag 
Tracing, Eavesdropping, Replay Attacks Data Forging, 
Invading Privacy Information and  Hot-listing to name a 
few [3][4][5][6][7][8][9][10]. More often than not 
researchers have  focused on the eliminating the threats 
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that currently exist in the RFID technology and methods 
towards improving it. In the research work presented 
here the use of the existing RFID technology for 
identification is adopted. The proposed protocol i.e. 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 assumes that the RFID communication module 
considered is secure and free of the above mentioned 
defects/attacks. 

Communication provisioning is considered as 
the basic essentials of any network. The prevalent large 
scale distributed networks existent provide support for 
various business, personal, commerce, banking, 
military, intelligence applications and services. These 
networks are prone to varied kind of attacks and data 
compromise issues. To counter the issue of data 
compromise cryptography is commonly used. 
Cryptographic algorithms could be broadly classified 
into two types namely Symmetric and Asymmetric type. 
The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 protocol proposed utilizes the asymmetric 
commutative RSA Algorithm to provide for security. 
These algorithms are discussed in detail in the future 
sections of this paper. 

The remaining paper is organized as follows. 
Section II discusses the commutative RSA algorithm. 
The Sieve of Eratosthenes prime number generation 
algorithm is discussed in the next section. The fourth 
section of the paper provides an in depth explanation of 
the proposed 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅group communication scheme. 
The fifth section of the paper presents the RFID 
extended secure lock group communication scheme. 
The penultimate section of the paper discusses the 
experimental evaluation wherein the propose 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 and the 𝑅𝑅𝑅𝑅𝑅𝑅 are compared. The conclusion and 
the future work is discussed in the last section of the 
paper. 

II.
 

Commutative rsa
 

A secure plane is realizable provided the data 
communicated over the plane is protected and cannot 
be colluded. The use of cryptographic techniques is 
generally preferred, hence the

 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 
proposed in this 

paper adopts the commutative RSA algorithm. The 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 
considers two prime numbers 

 
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

  

and 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
 

initialized amongst all the group 
members. Let 𝐺𝐺𝑅𝑅

 
and 𝐺𝐺𝐵𝐵

 
represent the group members 

required to communicate over the secure plane. To 
compute the encryption keys and decryption key pairs 
of the commutative RSA algorithm the parameters 

R 
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𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  and 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝜙𝜙𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  are computed using 
the following 
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  = ��𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅� × �𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅�� 
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝜙𝜙𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = ��𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 − 1�

× �𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 − 1�� 

From the above equations it is clear that 
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  and 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝜙𝜙𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =
 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝜙𝜙𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 for 𝑅𝑅 and 𝐵𝐵 . The encryption key pair 
of 𝑅𝑅 and 𝐵𝐵 represented as  
( 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ,𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  )  and 
( 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ,𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝐸𝐸𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  )  

is to be obtained.  The 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  is 
obtained by randomly selecting numbers such that it is 
a co prime of 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝜙𝜙𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  or in other terms 
ℱ𝓃𝓃𝐺𝐺𝑅𝑅𝐺𝐺(𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  ,𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝜙𝜙𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅) =  1 

Where ℱ𝓃𝓃𝐺𝐺𝑅𝑅𝐺𝐺(𝑥𝑥,𝑦𝑦) represents the greatest 
common divisor function between two variables 𝑥𝑥 and 𝑦𝑦. 

The decryption key pair of 𝑅𝑅 and 𝐵𝐵 is represented by 
( 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ,𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝐺𝐺𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  )  and 
 ( 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ,𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝐺𝐺𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  )  and the 
parameter 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝐺𝐺𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  is computed based on the 
following equation 
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝐺𝐺𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  
= ( 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  )−1 𝑀𝑀𝑀𝑀𝑀𝑀(𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  ) 

Let 𝐸𝐸𝐸𝐸𝐸𝐸𝑋𝑋  represent the encrypted data 𝑋𝑋. The 
encryption operation is defined as follows 
𝐸𝐸𝐸𝐸𝐸𝐸𝑋𝑋 =  𝑋𝑋𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 _𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  𝑀𝑀𝑀𝑀𝑀𝑀(𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  )  

The commutative RSA decryption operation on 
the encrypted data 𝑌𝑌  is defined  
𝐺𝐺𝐷𝐷𝐸𝐸𝑌𝑌 =  𝑌𝑌𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 _𝐺𝐺𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  𝑀𝑀𝑀𝑀𝑀𝑀(𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  )  

a) Commutative proof RSA Algorithm 
 The commutative property of the RSA algorithm 
adopted in 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 can be proved if data  𝑋𝑋 encrypted by 
 𝑅𝑅 and then encrypted by  𝐵𝐵 provides the same resultant 
if the encryption is performed by 𝐵𝐵 followed by the 
encryption performed by 𝑅𝑅  i.e. 

𝐸𝐸𝐸𝐸𝐸𝐸𝐵𝐵(𝐸𝐸𝐸𝐸𝐸𝐸𝑋𝑋𝑅𝑅) ≡ 𝐸𝐸𝐸𝐸𝐸𝐸𝑅𝑅(𝐸𝐸𝐸𝐸𝐸𝐸𝑋𝑋𝐵𝐵) 
𝐸𝐸𝐸𝐸𝐸𝐸𝐵𝐵 �  𝑋𝑋𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 _𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  𝑀𝑀𝑀𝑀𝑀𝑀(𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  )�

≡  𝐸𝐸𝐸𝐸𝐸𝐸𝑅𝑅 �  𝑋𝑋𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 _𝐸𝐸𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  𝑀𝑀𝑀𝑀𝑀𝑀(𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  ) � 

 𝑋𝑋�𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 _𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 × 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 _𝐸𝐸𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 � 𝑀𝑀𝑀𝑀𝑀𝑀�𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁𝑅𝑅
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  �

=   𝑋𝑋�𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 _𝐸𝐸𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 × 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 _𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 � 𝑀𝑀𝑀𝑀𝑀𝑀(𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  ) 

As 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁𝑅𝑅
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

  it can be concluded 
that 
 
𝑋𝑋�𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 _𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ×

 
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 _𝐸𝐸𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 �

 
𝑀𝑀𝑀𝑀𝑀𝑀�𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁𝑅𝑅

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  
�

=
  
𝑋𝑋�𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 _𝐸𝐸𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ×

 
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 _𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 �

 
𝑀𝑀𝑀𝑀𝑀𝑀(𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑁𝑁𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 
)
 

And hence

 

𝐸𝐸𝐸𝐸𝐸𝐸𝐵𝐵(𝐸𝐸𝐸𝐸𝐸𝐸𝑋𝑋𝑅𝑅) ≡ 𝐸𝐸𝐸𝐸𝐸𝐸𝑅𝑅(𝐸𝐸𝐸𝐸𝐸𝐸𝑋𝑋𝐵𝐵)

 
 
 

III. Prime number generation 

Prime number generation functions and their 
application to the arena of cryptography have been 
extensively studied by researchers. The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 proposed 
in this paper utilizes the Sieve of Eratosthenes Algorithm 
[11] to find a set of prime numbers based on the user 
𝑅𝑅𝑅𝑅𝑅𝑅𝐺𝐺 tags. Let  𝐸𝐸𝑀𝑀𝑃𝑃𝑥𝑥  represent a number derived from 
the user 𝑅𝑅𝑅𝑅𝑅𝑅𝐺𝐺 tag. Let us consider a Boolean Set  𝐵𝐵𝑇𝑇𝑃𝑃𝑝𝑝  
having  𝐸𝐸𝑀𝑀𝑃𝑃𝑥𝑥  Boolean values, each element are 
represented as 𝑏𝑏𝑅𝑅𝐸𝐸𝑀𝑀𝑥𝑥  where 𝑏𝑏 ∈ { 𝑇𝑇,𝑅𝑅} and 𝑅𝑅𝐸𝐸𝑀𝑀𝑥𝑥 
represents the index corresponding to the number 

   
   

    
      

 
 

Algorithm 1: Sieve of Eratosthenes Prime 
number generation algorithm  
Input:  
User RFID based Number  𝒏𝒏𝑴𝑴𝑴𝑴𝑴𝑴  
Output:  
Prime Number Set 𝑹𝑹  
Algorithm: 

I. Initialize  𝒩𝒩𝑇𝑇𝑃𝑃𝑝𝑝 = {2,3,4, … …  𝐸𝐸𝑀𝑀𝑃𝑃𝑥𝑥  }   
II. Initialize Boolean set 

 𝐵𝐵𝑇𝑇𝑃𝑃𝑝𝑝 = {𝑅𝑅1,𝑅𝑅2,𝑅𝑅3, … …𝑅𝑅 𝐸𝐸𝑀𝑀𝑃𝑃𝑥𝑥  }   
III. Initialize 𝑉𝑉𝑃𝑃𝑃𝑃 = 2 
IV. Do 
V. Set the index of all the multiples of 𝑉𝑉𝑃𝑃𝑃𝑃1 to 

        True i.e. 𝑇𝑇 occurring between 
𝑉𝑉𝑃𝑃𝑃𝑃2 and 𝐸𝐸𝑀𝑀𝑃𝑃𝑥𝑥  . 

VI. 𝑉𝑉𝑃𝑃𝑃𝑃 =  𝑅𝑅𝑅𝑅𝐷𝐷𝑃𝑃𝐿𝐿𝐿𝐿 (𝑉𝑉𝑃𝑃𝑃𝑃,  𝒩𝒩𝑇𝑇𝑃𝑃𝑝𝑝 ,  𝐵𝐵𝑇𝑇𝑃𝑃𝑝𝑝 )   
VII. While (𝑉𝑉𝑃𝑃𝑃𝑃2 >   𝐸𝐸𝑀𝑀𝑃𝑃𝑥𝑥 ) 
VIII. 𝑅𝑅 = Set of all indexes of  
 𝑏𝑏𝑅𝑅𝐸𝐸𝑀𝑀𝑥𝑥  ∈   𝐵𝐵𝑇𝑇𝑃𝑃𝑝𝑝 ∶  𝑏𝑏𝑅𝑅𝐸𝐸𝑀𝑀𝑥𝑥 = 𝑅𝑅   

From the above algorithm it is evident that the 
set 𝑅𝑅 obtained contains all the prime numbers between 
2 and 𝐸𝐸𝑀𝑀𝑃𝑃𝑥𝑥  . This algorithm is utilized to obtain the 
probable  𝑅𝑅𝑅𝑅𝑀𝑀𝑃𝑃𝑃𝑃 _𝑅𝑅𝑅𝑅𝑅𝑅

𝑅𝑅𝑃𝑃𝑀𝑀𝑏𝑏  and  𝑄𝑄𝑅𝑅𝑀𝑀𝑃𝑃𝑃𝑃 _𝑅𝑅𝑅𝑅𝑅𝑅
𝑅𝑅𝑃𝑃𝑀𝑀𝑏𝑏  sets required to 

initialize the commutative RSA algorithm in the 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 for 
each user considered in the communication plane. The 
computational complexity of this algorithm is 
𝑂𝑂( 𝐸𝐸𝑀𝑀𝑃𝑃𝑥𝑥 ln ln  𝐸𝐸𝑀𝑀𝑃𝑃𝑥𝑥 )[12][13]. 

IV. Rascp - rfid authentication based 
secure communication plane 

Let us consider a set of users who would like to 
communicate securely represented by a set defined as

 

𝐺𝐺 = {ℊ1,ℊ2,ℊ3, … … .ℊ𝑃𝑃 }
 

Where ℊ𝑃𝑃
 
represents the 𝑃𝑃𝐿𝐿ℎ

 
user of the group

 
𝐺𝐺. 

 

©  2012 Global Journals Inc.  (US)
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RASCP: Providing for a secure group communication plane using RFID

in 𝒩𝒩𝑇𝑇𝑃𝑃𝑝𝑝 = {2,3,4, … … 𝐸𝐸𝑀𝑀𝑃𝑃𝑥𝑥 }.  Let 𝑉𝑉𝑃𝑃𝑃𝑃1 =
𝑅𝑅𝐿𝐿𝐷𝐷𝑃𝑃𝐿𝐿𝐿𝐿 (𝐸𝐸, 𝒩𝒩𝑇𝑇𝑃𝑃𝑝𝑝 , 𝐵𝐵𝑇𝑇𝑃𝑃𝑝𝑝 ) represent a function that returns 
the smallest number 𝑉𝑉𝑃𝑃𝑃𝑃1 ∈ 𝒩𝒩𝑇𝑇𝑃𝑃𝑝𝑝 in 𝒩𝒩𝑇𝑇𝑃𝑃𝑝𝑝 that is 
greater than 𝐸𝐸 and 𝑏𝑏𝐸𝐸 = 𝑅𝑅 and 𝑏𝑏𝐸𝐸 ∈ 𝐵𝐵𝑇𝑇𝑃𝑃𝑝𝑝 .The Sieve of 
Eratosthenes Prime number generation algorithm is 
adopted to generate prime number set 𝑃𝑃. The Sieve of 
Eratosthenes algorithm adopted is given below



It is assumed that each user ℊ𝑃𝑃 ∈ 𝐺𝐺 posses a 
RFID Tag represented as 𝑇𝑇𝑃𝑃   and an RFID reader. The 
RFID tags are said to contain data of length 𝑅𝑅𝑇𝑇𝑃𝑃  where 𝑃𝑃 
represents the 𝑃𝑃𝐿𝐿ℎ  user and the users associated 
tag 𝑇𝑇𝑃𝑃 . The secure communication plane is constructed 
by adopting the commutative RSA algorithm. To 
initialization of the commutative RSA algorithm is based 
on the RFID tag data 𝑅𝑅𝑅𝑅𝑅𝑅𝐺𝐺𝑇𝑇𝑃𝑃  , used to obtain the 
parameters 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  and 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  using the 
Sieve of Eratosthenes Prime number generation 
algorithm. Each member of the group contributes 
towards the construction of the commutative RSA sets 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑅𝑅  and  𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑄𝑄  defined as 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑅𝑅 =
{𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅1

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ,𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅2
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ,⋯ ,𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅}   and 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑄𝑄    =
{𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄1

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ,𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄2
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ,⋯ ,𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  }    

The algorithm used to construct the 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑅𝑅  
and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑄𝑄 sets is as mentioned below  

Algorithm Name: 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑅𝑅  and 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑄𝑄 construction 
Input:  
I. Group Member Set 𝑮𝑮 = {𝓰𝓰𝟏𝟏,𝓰𝓰𝟐𝟐,𝓰𝓰𝟑𝟑, … … .𝓰𝓰𝒎𝒎}  
II. Group RFID Tag Associated with each Group 

Member 𝓰𝓰𝒎𝒎,𝑻𝑻𝒎𝒎 and its data  𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑻𝑻
𝒎𝒎 and 

length 𝑹𝑹𝑻𝑻𝒎𝒎 

Output: 
 I. 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑴𝑴_𝑹𝑹    
II.𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑴𝑴_𝑸𝑸 

Algorithm 
I.            Initilize 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑅𝑅 = ∅ and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑄𝑄 = ∅ 
II.           For Each group member ℊ𝑃𝑃  ∈  𝐺𝐺 
III. 𝑄𝑄�⃗ 𝑇𝑇𝑃𝑃𝑝𝑝𝑃𝑃  ,𝑅𝑅�⃗𝑇𝑇𝑃𝑃𝑝𝑝𝑃𝑃 = 𝑅𝑅𝑝𝑝𝑆𝑆𝑆𝑆𝐿𝐿(𝑅𝑅𝑇𝑇𝑃𝑃 ,  𝑅𝑅𝑅𝑅𝑅𝑅𝐺𝐺𝑇𝑇𝑃𝑃) 
IV.  𝑅𝑅𝑅𝑅𝑀𝑀𝑃𝑃𝑃𝑃 _𝑅𝑅𝑅𝑅𝑅𝑅

𝑅𝑅𝑃𝑃𝑀𝑀𝑏𝑏 𝑃𝑃 = 𝐺𝐺𝐷𝐷𝐿𝐿𝑅𝑅𝑃𝑃𝑆𝑆𝑃𝑃𝐷𝐷𝑅𝑅𝐷𝐷𝐿𝐿�𝑅𝑅�⃗𝑇𝑇𝑃𝑃𝑝𝑝𝑃𝑃 � 
V.  𝑄𝑄𝑅𝑅𝑀𝑀𝑃𝑃𝑃𝑃 _𝑅𝑅𝑅𝑅𝑅𝑅

𝑅𝑅𝑃𝑃𝑀𝑀𝑏𝑏 𝑃𝑃 = 𝐺𝐺𝐷𝐷𝐿𝐿𝑅𝑅𝑃𝑃𝑆𝑆𝑃𝑃𝐷𝐷𝑅𝑅𝐷𝐷𝐿𝐿�𝑄𝑄�⃗ 𝑇𝑇𝑃𝑃𝑝𝑝𝑃𝑃 � 
VI. 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑅𝑅𝑃𝑃𝐸𝐸𝑀𝑀𝑅𝑅𝐷𝐷𝑆𝑆� 𝑅𝑅𝑅𝑅𝑀𝑀𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅

𝑅𝑅𝑃𝑃𝑀𝑀𝑏𝑏 𝑃𝑃  , 𝐿𝐿� 
VII. 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑅𝑅𝑃𝑃𝐸𝐸𝑀𝑀𝑅𝑅𝐷𝐷𝑆𝑆� 𝑄𝑄𝑅𝑅𝑀𝑀𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅

𝑅𝑅𝑃𝑃𝑀𝑀𝑏𝑏 𝑃𝑃 , 𝐿𝐿� 
VIII. 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑅𝑅 = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑅𝑅 ∪ 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  
IX. 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑄𝑄 = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑄𝑄 ∪ 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  
X.          End For Each 

The function 𝑅𝑅𝑝𝑝𝑆𝑆𝑆𝑆𝐿𝐿(𝑋𝑋,𝑌𝑌) represents a splitting 
function that obtains the most significant bits and least 
significant bits of the number 𝑌𝑌 of 
length 𝑋𝑋. 𝐺𝐺𝐷𝐷𝐿𝐿𝑅𝑅𝑃𝑃𝑆𝑆𝑃𝑃𝐷𝐷𝑅𝑅𝐷𝐷𝐿𝐿(𝑋𝑋)  represents a function that 
uses the Sieve of Eratosthenes Prime number 
generation algorithm to obtain the prime numbers set 
within  𝑋𝑋. 𝑅𝑅𝑃𝑃𝐸𝐸𝑀𝑀𝑅𝑅𝐷𝐷𝑆𝑆(𝑋𝑋, 𝐿𝐿)represents a random element in 
the set 𝑋𝑋 selection function based on the seed time 𝐿𝐿. 
The communication overheads of this algorithm is 
𝑃𝑃 ×  2𝐺𝐺 transmissions where 𝐺𝐺 represents the size of 
the messages parsed between the 𝑃𝑃 group members. 

To construct the commutative RSA secure 
plane all the 𝑃𝑃 members of the group 𝐺𝐺 require a 

common  𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅   and 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  to derive 
their encryption and decryption keys. A time 
synchronization function  𝜑𝜑𝑇𝑇 is adopted to ascertain the 
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  ∈   𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑅𝑅   and 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  ∈
  𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑄𝑄  amongst the group 𝐺𝐺 . The time 
synchronization function 𝜑𝜑𝑇𝑇  can be considered as a 
𝑅𝑅𝑃𝑃𝐸𝐸𝑀𝑀𝑅𝑅𝐷𝐷𝑆𝑆 function wherein the seed time is common for 
all the members ℊ𝑃𝑃  ∈ 𝐺𝐺. The time synchronization 
function can be defined as 
𝜑𝜑𝑇𝑇(𝑋𝑋, 𝐿𝐿𝑇𝑇) =  𝑅𝑅𝑃𝑃𝐸𝐸𝑀𝑀𝑅𝑅𝐷𝐷𝑆𝑆(𝑋𝑋, 𝐿𝐿𝑇𝑇) 

Where 𝐿𝐿𝑇𝑇  represents the synchronization seed 
and ∀ ℊ𝑃𝑃 ∈ 𝐺𝐺 ∶ 𝐿𝐿 = 𝐿𝐿𝑇𝑇  . 

The time synchronization function 𝜑𝜑𝑇𝑇  is used to 
obtain 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅   and 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  defined as 
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝜑𝜑𝑇𝑇(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑅𝑅 , 𝐿𝐿𝑇𝑇) 
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝜑𝜑𝑇𝑇(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑀𝑀_𝑄𝑄 , 𝐿𝐿𝑇𝑇) 

The encryption and decryptions keys are to be 
derived from 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑅𝑅𝑝𝑝𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅   and 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝑄𝑄𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  using the 
following algorithm 

Algorithm Name: Encryption and Decryption 
Key Pair Computation 
Input:  
I.    Group Member Set 𝑮𝑮 = {𝓰𝓰𝟏𝟏,𝓰𝓰𝟐𝟐,𝓰𝓰𝟑𝟑, … … .𝓰𝓰𝒎𝒎}  
II.    𝑹𝑹𝑴𝑴𝑷𝑷𝑴𝑴𝒎𝒎_𝑹𝑹𝒑𝒑𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹   
III.   𝑹𝑹𝑴𝑴𝑷𝑷𝑴𝑴𝒎𝒎_𝑸𝑸𝒒𝒒

𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹  

Output: 
I. Encryption Key Pair 

�𝑹𝑹𝑴𝑴𝑷𝑷𝑴𝑴𝒎𝒎𝑵𝑵𝓰𝓰𝒎𝒎
𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹,𝑹𝑹𝑴𝑴𝑷𝑷𝑴𝑴𝒎𝒎𝑬𝑬𝓰𝓰𝒎𝒎

𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹� 

II. Decryption Key Pair 
� 𝑹𝑹𝑴𝑴𝑷𝑷𝑴𝑴𝒎𝒎_𝑵𝑵𝓰𝓰𝒎𝒎

𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹,𝑹𝑹𝑴𝑴𝑷𝑷𝑴𝑴𝒎𝒎_𝑹𝑹𝓰𝓰𝒎𝒎
𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 � 

Algorithm 

I.  For Each  group member ℊ𝑃𝑃  ∈  𝐺𝐺  

II.  Compute 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁ℊ𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  ��𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅𝑝𝑝

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅� ×

�  𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑄𝑄𝑞𝑞
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅��  

III.  Compute 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝜙𝜙ℊ𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  ��𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅𝑝𝑝

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 −

1� × �𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑄𝑄𝑞𝑞
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 − 1��  

IV.  Select random number using 
𝑅𝑅𝑃𝑃𝐸𝐸𝑀𝑀𝑅𝑅𝐷𝐷𝑆𝑆(𝑅𝑅𝐸𝐸𝑀𝑀𝑁𝑁𝑁𝑁𝑃𝑃  , 𝐿𝐿)  |  ℱ𝓃𝓃𝐺𝐺𝑅𝑅𝐺𝐺(𝑅𝑅𝐸𝐸𝑀𝑀𝑁𝑁𝑁𝑁𝑃𝑃  ,𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝜙𝜙𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

)=  1  

V.  𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃_𝐸𝐸ℊ𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝑅𝑅𝐸𝐸𝑀𝑀𝑁𝑁𝑁𝑁𝑃𝑃  

VI.  Compute 
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐺𝐺ℊ𝑃𝑃

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =
 ��  𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐸𝐸ℊ𝑃𝑃

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  �
−1  𝑀𝑀𝑀𝑀𝑀𝑀 �𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁ℊ𝑃𝑃

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  ��  

VII.  Encryption key pair of the ℊ𝑃𝑃𝐿𝐿ℎ  group member 
is �𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁ℊ𝑃𝑃

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ,𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐸𝐸ℊ𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅�  

VIII.  Decryption key Pair of the ℊ𝑃𝑃𝐿𝐿ℎ  group member 
is �𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁ℊ𝑃𝑃

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ,𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐺𝐺ℊ𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅�  

IX.  End For Each   
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RASCP: Providing for a secure group communication plane using RFID



Using the Encryption and Decryption Key Pair 
Computation algorithm all the group members ℊ𝑃𝑃  ∈
 𝐺𝐺 compute the encryption and decryption key pairs 
which enable to construct the envisioned secure 
communication plane. The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 discussed eliminates 
the security arising from key exchange [14], negating 
key compromise [15] external server maintenance for 
key management [16] proving the efficiency in creating 
a secure communication plane. 

Let us consider 𝐸𝐸 users of the group 𝐺𝐺 that 
need to communicate securely and the secure 
communication group �̅�𝐺 is defined as 

�̅�𝐺 = {ℊ1,ℊ2,ℊ3, … … .ℊ𝐸𝐸} 

Where 𝐸𝐸 ≤ 𝑃𝑃 and �̅�𝐺 ⊆ 𝐺𝐺 
The secure communication plane consisting of 

𝐸𝐸 group members communicate data by using a series 
of encryption and decryption operations. The 
commutative nature of the 𝑅𝑅𝑅𝑅𝑅𝑅 algorithm adopted in the 
 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ensures that the data communicated is 
encrypted at least once i.e. the original data is 
encrypted and then only communicated over the plane 
thereby securing the data. The presence of any colluded 
users within the group represented by ℊ𝐸𝐸 , on 
intercepting the data would not be unable to determine 
the level of encryptions and decryption procedures 
performed on the data prior to his interception. In the 
case if the user ℊ𝐸𝐸  ∈   𝐺𝐺 intercepts the data after the first 
encryption, ℊ𝐸𝐸  would not be able to recover the data as 
the encryption and the decryption keys are not 
exchanged and are different for each user ℊ𝐸𝐸  ∈  �̅�𝐺 
participating in the secure group communication. Let 
ℊ𝑅𝑅𝐸𝐸𝑀𝑀𝑃𝑃  ∈  �̅�𝐺  represents the sender who needs to 
communicate data 𝑋𝑋 to ℊ𝑅𝑅𝐸𝐸𝑅𝑅  ∈  �̅�𝐺 in the presence of 
group member set 𝐺𝐺�   securely. Let us define a set �̿�𝐺 and 
�́�𝐺as follows 
�̿�𝐺 =  �̅�𝐺  ∩  ℊ𝑅𝑅𝐸𝐸𝑅𝑅  
�́�𝐺 =  �̅�𝐺  ∩  ℊ𝑅𝑅𝐸𝐸𝑀𝑀𝑃𝑃  

The algorithm to securely communicate 
amongst ℊ𝑅𝑅𝐸𝐸𝑀𝑀𝑃𝑃  and ℊ𝑅𝑅𝐸𝐸𝑅𝑅  is mentioned below 

Algorithm Name: Communication over the 
Secure Plane 
Input:  

I. Group Member Set 𝑮𝑮�   
II. Group Member Set 𝑮𝑮�  
III. Group Member Set �́�𝑮  
IV. Encryption and Decryption Key Pairs of Group    

Member Set 𝑮𝑮�   
V. Data to be transacted 𝑿𝑿 available with 𝓰𝓰𝑹𝑹𝒏𝒏𝑺𝑺𝑷𝑷  ∈

 𝑮𝑮� 

Output: 
   I.    Data 𝑿𝑿 available with 𝓰𝓰𝑹𝑹𝑹𝑹𝑹𝑹  ∈  𝑮𝑮� 

Algorithm
 

I.
 

For
 
user ℊ𝑃𝑃 =

 
ℊ𝑅𝑅𝐸𝐸𝑀𝑀𝑃𝑃

 
∈

 
�̅�𝐺

 

II. Encrypt the data 
𝐸𝐸𝐸𝐸𝐸𝐸ℊ𝑅𝑅𝐸𝐸𝑀𝑀𝑃𝑃 =

 � 𝑋𝑋𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃 𝑃𝑃𝐸𝐸ℊ𝑅𝑅𝐸𝐸𝑀𝑀𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 𝑀𝑀𝑀𝑀𝑀𝑀 �𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁ℊ𝑅𝑅𝐸𝐸𝑀𝑀𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  �� 

III. 𝐸𝐸𝐸𝐸𝐸𝐸𝑇𝑇𝑃𝑃𝑝𝑝 =  𝐸𝐸𝐸𝐸𝐸𝐸ℊ𝑅𝑅𝐸𝐸𝑀𝑀𝑃𝑃  
IV. End For 
V. For Each user ℊ𝑃𝑃 ∈  �́�𝐺  
VI. Encrypt the data 

𝐸𝐸𝐸𝐸𝐸𝐸𝑇𝑇𝑃𝑃𝑝𝑝 =

 � 𝐸𝐸𝐸𝐸𝐸𝐸𝑇𝑇𝑃𝑃𝑝𝑝
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃 𝑃𝑃𝐸𝐸ℊ𝑃𝑃

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
 𝑀𝑀𝑀𝑀𝑀𝑀 �𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁ℊ𝑃𝑃

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  �� 
VII. End For Each 
VIII. For Each user ℊ𝑃𝑃 ∈  �̿�𝐺   
IX. For the first user  
X. Decrypt the data 

𝐺𝐺𝐷𝐷𝐸𝐸𝑇𝑇𝑃𝑃𝑝𝑝 =

� 𝐸𝐸𝐸𝐸𝐸𝐸𝑇𝑇𝑃𝑃𝑝𝑝
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃 𝑃𝑃𝐺𝐺ℊ𝑃𝑃

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
 𝑀𝑀𝑀𝑀𝑀𝑀 �𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁ℊ𝑃𝑃

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  �� 
XI. End For 
XII. Decrypt the data 

𝐺𝐺𝐷𝐷𝐸𝐸𝑇𝑇𝑃𝑃𝑝𝑝 =

� 𝐺𝐺𝐷𝐷𝐸𝐸𝑇𝑇𝑃𝑃𝑝𝑝
𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃 𝑃𝑃𝐺𝐺ℊ𝑃𝑃

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
 𝑀𝑀𝑀𝑀𝑀𝑀 �𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁ℊ𝑃𝑃

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  �� 
XIII. End For Each 
XIV. For user ℊ𝑃𝑃 =  ℊ𝑅𝑅𝐸𝐸𝑅𝑅  ∈  �̅�𝐺 
XV. Decrypt to get final data 

𝑋𝑋 =
� 𝐺𝐺𝐷𝐷𝐸𝐸𝑇𝑇𝑃𝑃𝑝𝑝

𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃 𝑃𝑃𝐺𝐺ℊ𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 𝑀𝑀𝑀𝑀𝑀𝑀 �𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁ℊ𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  �� 

XVI. End For 

Using the Communication over Secure Plane 
Algorithm discussed above the ℊ𝑅𝑅𝐸𝐸𝑅𝑅   is able to receive 
the data 𝑋𝑋 sent by the user ℊ𝑅𝑅𝐸𝐸𝑀𝑀𝑃𝑃  using 𝐸𝐸 number of 
encryption and decryption functions. The algorithm also 
highlights the fact that the data 𝑋𝑋 to be transmitted is not 
transmitted in the original form i.e. it is encrypted and 
transmitted there by securing the data.  

The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅discussed utilizes the 𝑅𝑅𝑅𝑅𝑅𝑅𝐺𝐺 tags 
available with each group member ℊ𝑃𝑃  to construct the 
secure communication plane. The RFID tags are often 
used for identification and tracking. In 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 the RFID 
tags are used both for security provision and 
identification. As the 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 adopts multiple encryption 
and multiple decryptions to securely communicate data 
the overheads arising from this could be considered as 
a drawback of the 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅. The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 is evaluated with 
the Secure Lock secure group communication protocol 
in the subsequent section of this paper. 

V. Rfid extended secure lock group 
communication scheme (𝑅𝑅𝑅𝑅𝑅𝑅) 

The 𝑅𝑅𝑅𝑅𝑅𝑅 is a 𝑅𝑅𝑅𝑅𝑅𝑅𝐺𝐺 based extended Secure 
Lock protocol [17]. The 𝑅𝑅𝑅𝑅𝑅𝑅 protocol considers a central 
server and a set of group members defined as 
𝐺𝐺𝑅𝑅𝑅𝑅𝑅𝑅 = {ℊ1

𝑅𝑅𝑅𝑅𝑅𝑅 ,ℊ2
𝑅𝑅𝑅𝑅𝑅𝑅 ,ℊ3

𝑅𝑅𝑅𝑅𝑅𝑅 , … … .ℊ𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅} 
The 𝑅𝑅𝑅𝑅𝑅𝑅 protocol incorporates an asymmetric 

cryptographic algorithm to provide security. Let the 

©  2012 Global Journals Inc.  (US)
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private and public of a group member ℊ𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅  ∈  𝐺𝐺𝑅𝑅𝑅𝑅𝑅𝑅   
be represented as (𝒫𝒫𝑅𝑅𝑅𝑅𝑅𝑅

𝑃𝑃  ,𝒮𝒮𝑅𝑅𝑅𝑅𝑅𝑅𝑃𝑃) .  
The central server also known as the security 

server establishes a set of 𝑃𝑃 = |𝐺𝐺𝑅𝑅𝑅𝑅𝑅𝑅 | pair wise relatively 
prime numbers 𝒩𝒩1 , … . ,𝒩𝒩𝑃𝑃  from the 𝑅𝑅𝑅𝑅𝑅𝑅𝐺𝐺 tags 
possessed using the Sieve of Eratosthenes Prime 
number generation algorithm. These numbers are then 
assigned to group members ℊ𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅  ∈  𝐺𝐺𝑅𝑅𝑅𝑅𝑅𝑅   and are 
assumed to be public in nature. To establish a secure 
plane of for communication using the 𝑅𝑅𝑅𝑅𝑅𝑅 the server 
computes the following based on the a randomly 
selected key represented as 𝐾𝐾𝑅𝑅𝑅𝑅𝑅𝑅   

ℒ𝒸𝒸𝓀𝓀RSL ≡  ℰ𝒫𝒫𝑅𝑅𝑅𝑅𝑅𝑅 𝑃𝑃 (𝐾𝐾𝑅𝑅𝑅𝑅𝑅𝑅)�𝓂𝓂ℴ𝒹𝒹 𝒩𝒩𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 � 

Where ℰ represents the encryption operation 
Using the Chinese remainder theorem the 

server computes ℒ𝒸𝒸𝓀𝓀𝑅𝑅𝑅𝑅𝑅𝑅  . The computed value ℒ𝒸𝒸𝓀𝓀𝑅𝑅𝑅𝑅𝑅𝑅  is 
considered as the lock for the key  ℰ𝒫𝒫𝑅𝑅𝑅𝑅𝑅𝑅 𝑃𝑃 (𝐾𝐾𝑅𝑅𝑅𝑅𝑅𝑅) .The 
resulting message sent by the server is defined as 

𝓂𝓂𝐿𝐿𝓂𝓂𝑅𝑅𝑅𝑅𝑅𝑅𝑃𝑃 =  �ℒ𝒸𝒸𝓀𝓀𝑅𝑅𝑅𝑅𝑅𝑅 , {𝐾𝐾𝑅𝑅𝑅𝑅𝑅𝑅}𝐾𝐾𝑅𝑅𝑅𝑅𝑅𝑅 � 

The group member ℊ𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅  on receiving the 
message 𝓂𝓂𝐿𝐿𝓂𝓂𝑅𝑅𝑅𝑅𝑅𝑅𝑃𝑃  obtains the ℒ𝒸𝒸𝓀𝓀𝑅𝑅𝑅𝑅𝑅𝑅  using the 
following computations 

ℰ𝒫𝒫𝑅𝑅𝑅𝑅𝑅𝑅 𝑃𝑃 (𝐾𝐾𝑅𝑅𝑅𝑅𝑅𝑅) = (ℒ𝒸𝒸𝓀𝓀RSL ) �𝓂𝓂ℴ𝒹𝒹 𝒩𝒩𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 � 

𝐾𝐾𝑅𝑅𝑅𝑅𝑅𝑅 =   𝒟𝒟𝒫𝒫𝑅𝑅𝑅𝑅𝑅𝑅 𝑃𝑃 �ℰ𝒫𝒫𝑅𝑅𝑅𝑅𝑅𝑅 𝑃𝑃 (𝐾𝐾𝑅𝑅𝑅𝑅𝑅𝑅)� 

Where 𝒟𝒟 represents the decryption operation. 
Colluded group members on decryption cannot 

obtain the lock 𝐾𝐾𝑅𝑅𝑅𝑅𝑅𝑅  selected by the server accurately 
hence providing for security. 

The Chinese remainder theorem utilized by the 
server provides protection by securing the group 
membership and group size. The use of the Chinese 
remainder theorem and asymmetric cryptographic 
schemes render the 𝑅𝑅𝑅𝑅𝑅𝑅 group communication scheme 
inefficient and are not scalable. 

VI. Performance evaluation 

This 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  secure communication mechanism 
proposed in this paper is compared with the 𝑅𝑅𝑅𝑅𝑅𝑅 
protocol in terms of the computational costs incurred. 
The computational cost incurred is proportional to the 
execution time observed. The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅and the 𝑅𝑅𝑅𝑅𝑅𝑅 
systems were developed using C#.Net on the Visual 
Studio 2010 Platform. The 𝑅𝑅𝑅𝑅𝑅𝑅𝐺𝐺 tags used were of type 
0. The 𝑅𝑅𝑅𝑅𝑅𝑅𝐺𝐺 readers were integrated into the platform 
using VC++.Net. To evaluate the 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 and the 𝑅𝑅𝑅𝑅𝑅𝑅 
secure group communication systems and to observe 
the computational costs the number of users in the 
group were varied from 5, 10, 20, 50, 70 and 100 users. 
The observations were monitored using log files 
maintained for every operation. The introduction of the 
𝑅𝑅𝑅𝑅𝑅𝑅𝐺𝐺 tags into the 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 and 𝑅𝑅𝑅𝑅𝑅𝑅  can be considered 

as an overhead that exists in reading the tags and the 
average time observed in reading the RFID tags when 
the number of group members are varied from 5, 
10,20,50,70 and 100 is as shown in Fig 1. It could be 
observed that the average of the overheads observed 
reduces as the number of users increase proving that 
the induction of the 𝑅𝑅𝑅𝑅𝑅𝑅𝐺𝐺 based security systems are 
scalable in nature and do not affect the responsiveness 
of the systems. The average time taken to read a 𝑅𝑅𝑅𝑅𝑅𝑅𝐺𝐺 
tags was found to be about 0.76ms.  

 

Figure 1 : Average Time Observed in Reading RFID 
Tags with Varying Number of Group Members 

The 𝑅𝑅𝑅𝑅𝑅𝑅 secure group communication system 
adopts the RSA Algorithm with a key strength of 1024 
[19] bits to incorporate secure transmissions amongst 
the group members. The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 adopts the 
commutative RSA algorithm to construct a secure 
communication plane. The 𝑅𝑅𝑅𝑅𝑅𝑅 relies on a central server 
for key initialization, distribution using locks and the 
verifications is carried out by the group members. The 
experimental evaluation conducted considered the 
protocol initialization phase as the time taken to verify 
the group membership and derive the cryptographic 
keys. The computational overheads observed are as 
shown in Fig.2. It could be observed that the overheads 
are reduced by about 99.43% in the initialization phase 
in the 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 protocol. The 𝑅𝑅𝑅𝑅𝑅𝑅 considers a central 
server and the verification process of the group 
members. The overheads resulting from the group 
membership verification process for the 𝑅𝑅𝑅𝑅𝑅𝑅 scheme is 
as shown in Fig 3. The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 and the 𝑅𝑅𝑅𝑅𝑅𝑅 group 
communication protocols adopt cryptographic 
techniques to construct a secure communication plane. 
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The overheads arising from the encryption and 
decryption operations are analyzed for comparisons. 
The encryption and decryption operations performed 
using the 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 and the 𝑅𝑅𝑅𝑅𝑅𝑅 group communication 
schemes are compared in terms of the computational 
complexity exhibited. The results obtained are 
graphically shown in Fig 4 and Fig 5. Form the figures it 
is clear that the commutative RSA algorithm adopted in 
the 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅is computationally less expensive when 
compared to the RSA cryptographic algorithm adopted 
in the 𝑅𝑅𝑅𝑅𝑅𝑅 group communication scheme ye providing 
security.  

 

Figure 2 : Average Protocol Initialization Overheads Vs 
Group Size 

 

Figure 3 : Verification Overhead in RSL Scheme 

 

Figure 4
 
:
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Operations
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Figure 5
 
:
 
Computational Analysis of Decryption 

Operations
 

The experimental evaluation discussed in this 
paper prove that the proposed 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 
group 

communication protocol introduced in this paper 
performs better than the existing 𝑅𝑅𝑅𝑅𝑅𝑅

 
scheme by 

reducing the computational overheads and yet 
providing security of the data transacted amongst the 
group members.

 

VII.
 

Conclusion and future work
 

  
RFID devices are universally used for the 

purpose of identifications. Many researchers have 
focused on improving the security of RFID systems in 
place. This paper introduces a RFID Authentication 
based Secure Communication Plane (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅) felicitating 
secure transmissions amongst group members. The 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 
protocol adopts the commutative RSA algorithm 

to preserve the integrity of the data transacted over the 
communication plane. The RFID tags are used for the 
purpose of identification and for protocol initialization. 
The proposed 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅scheme is compared with the 𝑅𝑅𝑅𝑅𝑅𝑅

 

secure group communication scheme. The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
 

scheme proposed overcomes the drawbacks arising 
from key distribution, key compromise and external 
trusted server requirements, yet providing security in the 
presence of even colluded users. The experimental 
study conducted proves the efficiency of the proposed 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 
over the 𝑅𝑅𝑅𝑅𝑅𝑅

 
group communication scheme.

 

The future of the work presented here is to compare the 
RASCP

 
scheme with other secure group communication 

schemes using RFID tags.
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6. After Acceptance. 
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elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
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2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications 

Research letters: The letters are small and concise comments on previously published matters. 

5.STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 
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Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 

Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE 

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 6.1 Proof Corrections 

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print) 

The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 6.3 Author Services 

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 6.4 Author Material Archive Policy 

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 6.5 Offprint and Extra Copies 

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 
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the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information. 

 
 
2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 
 
7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 
 
8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 
 
10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 
 
11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  

XI

© Copyright by Global Journals Inc. (US) | Guidelines Handbook



 

  

 
 

16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 
 
20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 
 
22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 
 
24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 
 
25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  
 
26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 
 
30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be 
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical 
remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 
 
34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research. 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 
 
To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 
· Use paragraphs to split each significant point (excluding for the abstract) 

 
· Align the primary line of each section 

 
· Present your points in sound order 

 
· Use present tense to report well accepted  

 
· Use past tense to describe specific results  

 
· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 
· Shun use of extra pictures - include only those figures essential to presenting results 

 
Title Page: 

 
Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
Abstract:  
 
The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

 
An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  
 
Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  
 
The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a 
least of four paragraphs. 
Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 
 
This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be 
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 
 
Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results:  
 
The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 
 
The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 
 
Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript. 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion:  

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  

XVII

© Copyright by Global Journals Inc. (US) | Guidelines Handbook



 

Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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