
Volume 12         |         Issue 13          |         Version 1.0

Linear Algorithm for Convex

Classifying of Human Face

Algorithm Based-On Quadtree

Comparison of Different Edge

Online ISSN : 0975-4172
Print ISSN : 0975-4350



 

 

 

 

 

Global Journal of Computer Science and Technology: F 
Graphics & Vision 
 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

Global Journal of Computer Science and Technology: F 
Graphics & Vision 

Volume 12 Issue 13 (Ver. 1.0) 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Open Association of Research Society 
 

 



Cambridge (Massachusetts)

 

 

 

 

 

 Incorporation No.: 0423089
License No.: 42125/022010/1186 

Registration No.: 430374 
Import-Export Code: 1109007027 

Employer Identification Number (EIN): 
USA Tax ID: 98-0673427 

Global Association of Research, Marsh Road,
Rainham, Essex, London RM13 8EU
United Kingdom.

http://globaljournals.us/terms-and-condition/
menu-id-1463/



John A. Hamilton,"Drew" Jr.,  
Ph.D., Professor, Management 
Computer Science and Software 
Engineering 
Director, Information Assurance 
Laboratory 
Auburn University 

Dr. Wenying Feng 
Professor, Department of Computing & 
Information Systems 
Department of Mathematics 
Trent University, Peterborough, 
ON Canada K9J 7B8 

Dr. Henry Hexmoor 
IEEE senior member since 2004 
Ph.D. Computer Science, University at 
Buffalo 
Department of Computer Science 
Southern Illinois University at Carbondale 

Dr. Thomas Wischgoll 
Computer Science and Engineering,  
Wright State University, Dayton, Ohio  
B.S., M.S., Ph.D. 
(University of Kaiserslautern) 

Dr. Osman Balci, Professor

 

Department of Computer Science 
Virginia Tech, Virginia University 
Ph.D.and M.S.Syracuse University, 
Syracuse, New York 
M.S. and B.S. Bogazici University, 
Istanbul, Turkey 

Dr. Abdurrahman Arslanyilmaz 
Computer Science & Information Systems 
Department 
Youngstown State University 
Ph.D., Texas A&M University 
University of Missouri, Columbia 
Gazi University, Turkey 

Yogita Bajpai 
M.Sc. (Computer Science), FICCT 
U.S.A.Email: 
yogita@computerresearch.org

 

Dr. Xiaohong He 
Professor of International Business  
University of Quinnipiac  
BS, Jilin Institute of Technology; MA, MS, 
PhD,. (University of Texas-Dallas) 
 

Dr. T. David A. Forbes 
Associate Professor and Range 
Nutritionist 
Ph.D. Edinburgh University - Animal 
Nutrition  
M.S. Aberdeen University - Animal 
Nutrition

 

B.A. University of Dublin- Zoology 

Burcin Becerik-Gerber 
University of Southern California 
Ph.D. in Civil Engineering  
DDes from Harvard University 
M.S. from University of California, Berkeley 
& Istanbul  University 

  

Editorial Board Members (HON.)



Dr. Bart Lambrecht 
Director of Research in Accounting and 
FinanceProfessor of Finance 
Lancaster University Management School 
BA (Antwerp); MPhil, MA, PhD 
(Cambridge) 

Dr. Söhnke M. Bartram 
Department of Accounting and 
FinanceLancaster University Management 
SchoolPh.D. (WHU Koblenz) 
MBA/BBA (University of Saarbrücken) 

 
Dr. Carlos García Pont 
Associate Professor of Marketing 
IESE Business School, University of 
Navarra 
Doctor of Philosophy (Management),  
Massachusetts Institute of Technology 
(MIT) 
Master in Business Administration, IESE, 
University of Navarra 
Degree in Industrial Engineering, 
Universitat Politècnica de Catalunya 

Dr. Miguel Angel Ariño 
Professor of Decision Sciences 
IESE Business School 
Barcelona, Spain (Universidad de Navarra) 
CEIBS (China Europe International Business 
School). 
Beijing, Shanghai and Shenzhen 
Ph.D. in Mathematics 
University of Barcelona 
BA in Mathematics (Licenciatura) 
University of Barcelona 

 
Dr. Fotini Labropulu 
Mathematics - Luther College 
University of ReginaPh.D., M.Sc. in 
Mathematics 
B.A. (Honors) in Mathematics 
University of Windso 

Philip G. Moscoso  
Technology and Operations Management 
IESE Business School, University of Navarra 
Ph.D in Industrial Engineering and 
Management, ETH Zurich 
M.Sc. in Chemical Engineering, ETH Zurich 

 
Dr. Lynn Lim 
Reader in Business and Marketing 
Roehampton University, London 
BCom, PGDip, MBA (Distinction), PhD, 
FHEA 

Dr. Sanjay Dixit, M.D. 
Director, EP Laboratories, Philadelphia VA 
Medical Center 
Cardiovascular Medicine - Cardiac 
Arrhythmia 
Univ of Penn School of Medicine 

 
Dr. Mihaly Mezei 
ASSOCIATE PROFESSOR 
Department of Structural and Chemical 
Biology, Mount Sinai School of Medical 
Center 
Ph.D., Etvs Lornd University 
Postdoctoral Training,  
New York University 

 
Dr. Han-Xiang Deng 
MD., Ph.D 
Associate Professor and Research 
Department Division of Neuromuscular 
Medicine 
Davee Department of Neurology and Clinical 
NeuroscienceNorthwestern University 
Feinberg School of Medicine 



Dr. Pina C. Sanelli 
Associate Professor of Public Health 
Weill Cornell Medical College 
Associate Attending Radiologist 
NewYork-Presbyterian Hospital 
MRI, MRA, CT, and CTA 
Neuroradiology and Diagnostic 
Radiology 
M.D., State University of New York at 
Buffalo,School of Medicine and 
Biomedical Sciences 

 
 
 
Dr. Roberto Sanchez

 
Associate Professor 
Department of Structural and Chemical 
Biology 
Mount Sinai School of Medicine 
Ph.D., The Rockefeller University 

 
 
 

Dr. Wen-Yih Sun

 

Professor of Earth and Atmospheric 
SciencesPurdue University Director  
National Center for Typhoon and 
Flooding Research, Taiwan 
University Chair Professor 
Department of Atmospheric Sciences, 
National Central University, Chung-Li, 
TaiwanUniversity Chair Professor 
Institute of Environmental Engineering, 
National Chiao Tung University, Hsin-
chu, Taiwan.Ph.D., MS The University of 
Chicago, Geophysical Sciences 
BS National Taiwan University, 
Atmospheric Sciences 
Associate Professor of Radiology 

 

Dr. Michael R. Rudnick 

M.D., FACP 
Associate Professor of Medicine 
Chief, Renal Electrolyte and 
Hypertension Division (PMC)  
Penn Medicine, University of 
Pennsylvania  
Presbyterian Medical Center, 
Philadelphia 
Nephrology and Internal Medicine 
Certified by the American Board of 
Internal Medicine 

Dr. Bassey Benjamin Esu 
B.Sc. Marketing; MBA Marketing; Ph.D 
Marketing 
Lecturer, Department of Marketing, 
University of Calabar 
Tourism Consultant, Cross River State 
Tourism Development Department 
Co-ordinator , Sustainable Tourism 
Initiative, Calabar, Nigeria

 
Dr. Aziz M. Barbar, Ph.D. 
IEEE Senior Member 
Chairperson, Department of Computer 
Science 
AUST - American University of Science & 
Technology 
Alfred Naccash Avenue – Ashrafieh



 

Dr. George Perry, (Neuroscientist) 
Dean and Professor, College of Sciences 

Denham Harman Research Award (American Aging Association) 

ISI Highly Cited Researcher, Iberoamerican Molecular Biology Organization 

AAAS Fellow, Correspondent Member of Spanish Royal Academy of Sciences 

University of Texas at San Antonio 

Postdoctoral Fellow (Department of Cell Biology) 

Baylor College of Medicine 

Houston, Texas, United States 

Dr. R.K. Dixit  
M.Sc., Ph.D., FICCT 
Chief Author, India 
Email: authorind@computerresearch.org 

Vivek Dubey(HON.) 
MS (Industrial Engineering), 

MS (Mechanical Engineering) 

University of Wisconsin, FICCT 

Editor-in-Chief, USA 

editorusa@computerresearch.org 

Er. Suyog Dixit 
(M. Tech), BE (HONS. in CSE), FICCT 
SAP Certified Consultant 
CEO at IOSRD, GAOR & OSS 
Technical Dean, Global Journals Inc. (US) 
Website: www.suyogdixit.com 
Email:suyog@suyogdixit.com 

 Pritesh Rajvaidya 
(MS) Computer Science Department 
California State University 
BE (Computer Science), FICCT 
Technical Dean, USA 
Email: pritesh@computerresearch.org

 

Sangita Dixit
 M.Sc., FICCT 

Dean & Chancellor (Asia Pacific)  
deanind@computerresearch.org  

Luis Galárraga 
J!Research Project Leader 
Saarbrücken, Germany

 

President Editor (HON.)

Chief Author (HON.)

Dean & Editor-in-Chief (HON.)

Suyash Dixit

(B.E., Computer Science Engineering), FICCTT 
President, Web Administration and 

Development CEO at IOSRD 
COO at GAOR & OSS

,



 

Contents of the Volume 

 
i. Copyright Notice 
ii. Editorial Board Members 
iii. Chief Author and Dean 
iv. Table of Contents 
v. From the Chief Editor’s Desk 
vi. Research and Review Papers 

 
 
1. Digital Watermarking. 1-4 
2. A Linear Algorithm for Convex Drawing of a Planar Graph. 5-11 
3. Novel Color Image Compression Algorithm based on Quad tree. 13-22 
4. Classifying of Human Face Images Based on the Graph Theory Concepts. 

23-27 
5. Study and Comparison of Different Edge Detectors for Image Segmentation.  

29-32 
6. Face Recognition Methodologies Using Component Analysis: The 

Contemporary Affirmation of the Recent Literature.  33-48 
7. A Robust Online Method for Face Recognition under Illumination Invariant 

Conditions.  49-54 
 
 

vii. Auxiliary Memberships 
viii. Process of Submission of Research Paper 
ix. Preferred Author Guidelines 
x. Index 

 



© 2012. Nidhi Rani. This is a research/review paper, distributed under the terms of the Creative Commons Attribution-Noncommercial 
3.0 Unported License http://creativecommons.org/licenses/by-nc/3.0/), permitting all non-commercial use, distribution, and 
reproduction inany medium, provided the original work is properly cited. 
 

  
Global Journal of Computer Science and Technology 
Graphics & Vision  
Volume 12 Issue 13 Version 1.0 Year 2012 
Type: Double Blind Peer Reviewed International Research Journal 
Publisher: Global Journals Inc. (USA) 
Online ISSN: 0975-4172 & Print ISSN: 0975-4350 

 

Digital Watermarking 
                   By Nidhi Rani  

                                                         Dronacharya College of Engineering  

Abstract - Today’s world is digital world. Nowadays, in every field there is enormous use of digital 
contents. Information handled on INTERNET and MULTIMEDIA NETWORK SYSTEM is in digital form. 
The copying of digital content without quality loss is not so difficult .Due to this , there are more 
chances of copying of such digital information. So , there is great need of prohibiting such illegal 
copyright of digital media. Digital watermarking (DWM) is the powerful solution to this problem. 
Digital watermarking is nothing but the technology in which there is embedding of various information 
in digital content which we have to protect from illegal copying. This embedded information to protect 
the data is embedded as watermark. Beyond the copyright protection, Digital watermarking is having 
some other applications as fingerprinting, owner identification etc. Digital watermarks are of different 
types as robust, fragile, visible and invisible. Application is depending upon these watermarks 
classifications. There are some requirements of digital watermarks as integrity, robustness and 
complexity. 

GJCST-F Classification :  I.4.0 

 

Digital Watermarking 
 
 

Strictly as per the compliance and regulations of:

 
 

 

 



Digital Watermarking 
Nidhi Rani 

Abstract - Today’s world is digital world. Nowadays, in every 
field there is enormous use of digital contents. Information 
handled on INTERNET and MULTIMEDIA NETWORK SYSTEM 
is in digital form. The copying of digital content without quality 
loss is not so difficult .Due to this , there are more chances of 
copying of such digital information. So , there is great need of 
prohibiting such illegal copyright of digital media. Digital 
watermarking (DWM) is the powerful solution to this problem. 
Digital watermarking is nothing but the technology in which 
there is embedding of various information in digital content 
which we have to protect from illegal copying. This embedded 
information to protect the data is embedded as watermark. 
Beyond the copyright protection, Digital watermarking is 
having some other applications as fingerprinting, owner 
identification etc. Digital watermarks are of different types as 
robust, fragile, visible and invisible. Application is depending 
upon these watermarks classifications. There are some 
requirements of digital watermarks as integrity, robustness 
and complexity. 

I. Introduction 

he process of embedding information into another 
object/signal is termed as digital watermarking. In 
visible watermarking, the information is visible in 

the picture or video. Typically, the information is text or a 
logo which identifies the owner of the media. The image 
on the right has a visible watermark. When a television 
broadcaster adds its logo to the corner of transmitted 
video, this is also a visible watermark. In invisible 
watermarking, information is added as digital data to 
audio, picture or video, but it cannot be perceived as 
such (although it may be possible to detect that some 
amount of information is hidden). The watermark may be 
intended for widespread use and is thus made easy to 
retrieve or it may be a form of Steganography, where a 
party communicates a secret message embedded in 
the digital signal. In either case, as in visible 
watermarking, the objective is to attach ownership or 
other descriptive information to the signal in a way that 
is difficult to remove. It is also possible to use hidden 
embedded information as a means of covert 
communication between individual. The purpose of 
embedding the information depends upon application 
and need of user of digital media. Digital watermarking 
provides the solution for difficult problem of providing 
guarantee to organizer and consumer of digital content 
about their legal rights .Copyright protection for 
multimedia information is nothing but a golden key for 
multimedia industry. Digital watermarking is a 
technology   that    opens   a    new   door   for   authors, 
 

Author : Computer Science Dronacharya College of Engineering.  

E-mail : goyal_nidhi1123@yahoo.com 

producers, publishers and service providers for 
protection of their rights and interest in multimedia 
documents. In general sense, Digital Watermarking 
means “Author Signature”. 

Digital watermarking is the process of encoding 
hidden Copyright information in an image by making 
small modifications in it’s pixel content. In this case 
watermarking doesn’t restrict the accessing image 
information. The important function of watermarking is to 
remain present in data for proof of ownership. The use 
of digital watermarking is not restricted upto copyright. 

II. Digital watermarking 

Digital Watermarking is hidden information 
inside signal. For watermarking several techniques has 
been developed. These can be categorized as: 
• Spatial Domain Watermarking 
• Frequency Domain Watermarking. 

Spatial  Domain 
• Spatial domain watermarking uses blockxblock 

watermarking. 
• e.g they embed the watermarks on a randomly 

selected  8x8 blocks of pixels of the image. 

Frequency Domain 
To embed a watermark, a frequency 

transformation is applied to the host data. Then, 
modifications are made to the transform coefficients. 
Possible image transformations include discrete Fourier 
Transform. 

III. Properties and classification 

a) Properties 
For better activeness, watermark should be 

perceptually invisible within host media, statistically 
invisible to unauthorized removal, readily extracted by 
owner of image, robust to accidental and intended 
signal distortion like filtering  compression, resampling, 
retouching, crapping etc. For a digital watermark to be 
effective for ownership, it must be robust, recoverable 
from a document, should provide the original 
information embedded reliably and also removed by 
authorized users. 

All these important properties of digital 
watermarks are described as: 

i. Robustness 
The watermark should be robust such that it 

must be difficult to remove. The watermark should be 
robust to different attacks. The robustness describes 

T 
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whether watermark can be reliably detected after 
performing some media operations. 

ii. Perceptual transparency 
This property describes that whether watermark 

is visible or invisible to human sensor organ. Perceptible 
watermarks are visible to human while imperceptible are 
not. Imperceptible watermarks are such that content 
remains same after applying digital watermarking 
technique. 

iii. Security 
Security property describes that how easy to 

remove a watermark. This is generally referred to as 
“attack” on watermarking. Attack refers to detection or 
modification of watermark. 

iv. Complexity 
This is important property which is to be 

considering in Real time applications like video. 
Complexity property is concerned with amount  of effort 
needed to extract or retrieve the watermark from 
content. 

v. Capacity 
Capacity property of digital watermarks refers to 

amount of information that can be embedded within the 
content. The important point is that more data is used in 
watermark, watermark will become less robust. In 
addition to these properties, watermarks are having 
some extra properties as unambiguity, tamper 
resistance, inseparable from the works and able to 
undergo some transformation as works. 

b) Classification 
Digital watermarks are classified according to 

their applications. The watermarks are classified as 
perceptible watermarks and imperceptible watermarks, 
robust and fragile, public and private. This classification 
of watermarks is broadly described in following sections. 

i. Perceptible watermarks and imperceptible 
watermarks 
Perceptible watermarks are visible to human 

eye while imperceptible watermarks are invisible. The 
perceptible watermarks are useful for primary 
application i.e. for statement ownership or authorship. 
So for this reason it should be visible. .On the other 
hand imperceptible watermarks are useful for complex 
applications such as document identification in which 
content being watermarked must appear in unchanged 
form. Examples of visible (perceptible) watermarks are 
logos on TV, IBM’s watermark and that of invisible 
(imperceptible) watermarks are ATT, NEC/MIT, UU etc. 

Perceptible watermarks i.e. visible one are 
extension of the concept of logos. They are applicable 
to images only. These watermarks are embedded into 
image. They are applicable in maps, graphics and 
software user interface .Imperceptible watermarks i.e. 
invisible one remains hidden in the content. They can be 

detected only by authorized agency. These watermarks 
are useful for content or author authentication and for 
detecting unauthorized copier. 

ii. Robust watermarks and fragile watermarks 
Robust or fragile is nothing but degree to which 

watermarks can withstand any modifications of any 
types caused due to the transmission or lossy 
compression. Perceptible watermarks are more robust 
in nature than imperceptible one. But meaning of this is 
not that imperceptible watermarks are fragile one. 
Robust watermarks are those watermarks which are 
difficult to remove from the object in which they are 
embedded. Fragile watermarks are those watermarks 
which can be easily destroyed by any attempt to tamper 
with them. Fragile watermarks are destroyed by data 
manipulation. 

 Private watermarks and public watermarks 
Private watermarks requires at least original 

data to recover watermark information Public 
watermarks requires neither original data nor embedded 
watermarks to recover watermark information. Private 
watermarks are also known as secure watermarks. To 
read or retrieve private watermark, it is necessary to 
have secret key. Public watermark can be read or 
retrieve by anyone using specialized algorithm. In this 
sense public watermarks are not secure. Public 
watermarks are useful for carrying IPR information. They 
are good alternatives to labels. 

iv. Relative concepts and attacks 

a) Relevant Terms 

Digital watermarking, steganography, 
information hiding, cryptography are closely related 
concepts. In each technique, a digital signal or pattern is 
inserted into, onto, before or after digital document. 
There are some difference between working principle of 
these techniques and their meanings. Information hiding 
is also called as ‘Data hiding’. The hiding is concerned 
with making information imperceptible or keeping it’s 
existence secrete. Information hiding means 
encompassing wide range of problems beyond that of 
embedding messages in content. Information hiding 
deals with communication security. It consists of 
encryption and traffic security. Encryption protects the 
content during distribution over an open network such 
as internet.  The traffic security is related to concealing 
its sender, its receiver. Thus, here an attempt is made to 
have secreted communication between each two parties 
where existence is unknown to attacker. 

i. Steganography 

It is nothing but sub-discipline of information 
hiding. Here secrete information is hidden in harmless 
message, which is also known as cover message. 

Steganography is used to avoid drawing suspictions to 
transmission of hidden message so as to 
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remain undetected. The idea behind this is that to hide 
message in envelope or wrapper. In steganography, 
existence of hidden message in content is not known 
audience. 

ii. Cryptography 
This technique is related with data protection. It 

is commonly used for protecting digital information. 
Once, data is decrypted, it can’t remain protected for 
long time    i.e. there may be more chances of illegal   
copying of this data .So, there is great need of 
cryptography technique. Watermarking is special case 
of cryptography. Cryptography involves some suitable 
and   complicated techniques so that no unauthorized 
user is allowed to access the data to protect.  
Authorization of user is   checked by certain keys or 
signature. 

iii. Watermarking 
Watermarking is technology derived from 

steganography. It is also sub-discipline of information 
hiding. Watermarking is process of embedding secrete 
and robust identifier inside audio, video content. The 
purpose of watermarking is to establish the copyright of 
content creator. In this sense watermarks are also 
known as the hidden copyright messages. 
Watermarking secures the content, thus any attempt to 
modify the content can be easily detected. The 
watermarking can trace the path followed by content in 
distribution chain. This helps in tracing malicious users. 

b) Attacks 
Due to some reasons, there is need of adding, 

altering or removing false watermarks. Attacks on 
watermarks may be accidental or intentional. Accidental 
attacks may cause due to the standard image 
processing or due to the compression procedures. 
Intentional attacks includes cryptanalysis, steganalysis, 
image processing techniques or other attempts to 
overwrite or remove existing watermarks. Following are 
the methods of attacks vary according to robustness 
and Perceptibility. 

i. Mosaic attack 
Mosaic attack is the method in which pictures 

are displayed so as to confuse watermark-searching 
program, known as “Web Crawler”. Mosaic is created by 
subdividing the original image into randomly sized small 
images and displaying the resulting image on webpage. 

ii. Geometric attack 
Geometric attack is related to geometric 

properties of data. It is concerned with images, 
documents and audio files. This attack is further 
classified as- 

a. Subtractive attack 
It involves the attacker in the area of located 

watermark if imperceptible and then removing the mark 
by cropping or digital editing.  

b. Distortive attack 
In this attack, attacker attempts to make some 

uniform distortive changes in the images such that mark 
becomes unrecognizable. These two watermark attacks 
are usually performed on robust watermark. 

iii. Stirmark attack 
Stirmark is generic tool developed for simple 

robustness techniques of image marking algorithms and 
steganographic techniques. In it’s simplest version, 
stirmark simulates resampling process in which it 
introduces same kind of errors into an image to print it 
on high quality printer and scanning it again with high 
quality scanner. It includes minor geometric distortion.  
This testing tool is an effective program to remove fairly 
robust watermarks in images and become a form of 
attack on its own. 

iv. Forgery attack 
Forgery attack is also known as ‘Additive attack’ 

in some cases. Forgery attack includes the attacker who 
can add his or her own watermark overlaying the original 
image and marking the content as their own. 

v. Inversion attack 
Inversion watermark render the watermark 

information ambiguous. The idea behind the inversion 
attack that attacker who receives watermarked data can 
claim that data contains his watermark also by declaring 
part of data as his watermark. The attacker can easily 
generate the original data by subtracting the claimed 
watermark. 

vi. Cryptanalysis 
It is mostly associated with cryptography. It is a 

method in which attacker attempts to find the decryption 
key for an encrypted pieces of information so that  it can 
be made useful again. Attacker can remove licensing 
watermark that decrypts the data, attacker  would use 
cryptanalysis to find decryption key so that data can use 
in decrypted form free from its watermark.  

v. Conclusion 

The large need of networked multimedia system 
has created the need of “COPYRIGHT PROTECTION”. It 
is very important to protect intellectual properties of 
digital media. Internet playing an important role of digital 
data transfer. Digital watermarking is the great solution 
of the problem of how to protect copyright. Digital 
watermarking is the solution for the protection of legal 
rights of digital content owner and customer. 

•
 

Modifications of all DCT coefficients distort the 
image drastically.

  

•
 

Modification of low –
 
frequency coefficients

 
distorts

 

the image, Gives the hacker a clue about where the 
watermark is embedded.
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                   By Thanvir Ahmad & Md. Shahidul Islam 

                                                       Chittagong University 

Abstract - A straight line drawing of a planar graph is called a convex drawing if the boundaries of all 
faces of that graph are drawn as convex polygon. A graph is planar if it has at least one embedding 
in the plane such that no two edges intersect at any point except at their common end vertex. Not all 
planar graphs have convex drawing. In this thesis, we study the characteristics of convex drawing of 
a planar graph. We develop a method for examining whether a face is drawn as a convex polygon or 
not.  

Finally, using that method we develop a linear algorithm for examining whether a planar graph 
has a convex drawing or not. 
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A Linear Algorithm for Convex Drawing of a 
Planar Graph 

Thanvir Ahmad α & Md. Shahidul Islam σ 

Abstract - A straight line drawing of a planar graph is called a 
convex drawing if the boundaries of all faces of that graph are 
drawn as convex polygon. A graph is planar if it has at least 
one embedding in the plane such that no two edges intersect 
at any point except at their common end vertex. Not all planar 
graphs have convex drawing. In this thesis, we study the 
characteristics of convex drawing of a planar graph. We 
develop a method for examining whether a face is drawn as a 
convex polygon or not. 

Finally, using that method we develop a linear 
algorithm for examining whether a planar graph has a convex 
drawing or not. 
Keywords : Planar graph, convex drawing, linear 
algorithm. 

I. Introduction 

ome planar graphs can be drawn in such a way 
that each edge is drawn as a straight line segment 
and each face is drawn as a convex polygon, as 

illustrated in Figure 3.1. Such a drawing is called a 
convex drawing. The drawings in Figs. 3.2 are not 
convex drawings. 

Although not every planar graph has a convex 
drawing, Tutte showed that every 3-connected planar 
graph has a convex drawing, and obtained a necessary 
and sufficient condition for a plane graph to have a 
convex drawing [5]. Furthermore, he gave a “barycentric 
mapping” method for finding a convex drawing of a 
plane graph, which requires solving a system of 
O(n) linear equations [6]. The system of equations can 
be solved either in O(n3) time and O(n2) space using 
the ordinary Gaussian elimination method, or in O(n1.5) 
time and O(n log n) space using the sparse Gaussian 
elimination method [LRT79]. Thus the barycentric 
mapping method leads to an O(n1.5 ) time convex 
drawing algorithm for planar graphs. In this chapter we 
first give a lemma for a face is drawn as convex polygon 
or not. Then using that lemma finally we device a linear 
time algorithm to examine whether a planar graph has 
convex drawing or not. 

 

 

 

 

 

 

 Figure 1.1 : Convex drawing of planar graph

 

 

 

 

 

 

 

 

 Figure 1.2

 

:

 

Non convex drawing of planar graph
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II. Definition 

By extensively examining the characteristics of 
convex drawing of a planar graph we derive a lemma for 
examining whether a planar graph has convex drawing 
or not. Before introducing the lemma we need to define 
some terms. 

a) Convex Drawing of Planar Graph 
A straight line drawing of a planar graph G is 

called a convex drawing if the boundaries of all faces of 
G are drawn as convex polygons [8]. Figure 3.3 depicts 
a convex drawing of a planar graph. 

 

 

 

 

 

 

 

 

Figure 2.1

 

:

 

Convex drawing of a planar graph

 

b) Face 
If G is a planar graph, then any plane drawing of 

G divides the plane into regions, called faces [9]. That 
is, a face is an area bounded by the edges .One of 
these faces is unbounded, and is called the infinite face. 
If f is any face, then the degree of f (denoted by deg f) is 
the number of edges encountered in a walk around the 
boundary of the face f. If all faces have the same degree 
(g, say), the G is face-regular of degree g. For example, 
the following graph G depicts in Figure 3.4 has six 
faces, f6 being the infinite face. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

Figure 2.2 : A planar graph with six faces 

It is easy to see from above graph that deg 
f1=3, deg f2=4, deg f3=3, deg f4=7, f5=4. Note

 
that the 

sum of all the degrees of the faces is equal to twice the 
number of edges in the

 
graph, since each edge either 

borders two different faces (such as bg , cd, and cf) or
 

occurs twice when walk around a single face (such as 
ab and gh). The Euler's formula

 
relates the number of 

vertices, edges and faces of a planar graph. If n, m, and 
f denote the

 
number of vertices, edges, and faces 

respectively of a connected planar graph, then we
 
get 

 

n-m+f
 

= 2.The Euler formula tells us that all plane 
drawings of a connected planar

 
graph have the same 

number of faces namely, 2+m-n.
 

III. Theorem 

(Euler's Formula) Let G be a connected planar 
graph, and let n, m and f denote, respectively, the 
numbers of vertices, edges, and faces in a plane 
drawing of G. Then n-m + f = 2. 

Proof We employ mathematical induction on 
edges, m. The induction is obvious for m=0 since in this 
case n=1 and f=1. Assume that the result is true for all 
connected plane graphs with fewer than m edges, 
where m is greater than or equal to 1, and suppose that 
G has m edges. If G is a tree, then n=m+1 and f=1 so 
the desired formula follows. On the other hand, if G is 
not a tree, let e be a cycle edge of G and consider G-e. 

©  2012 Global Journals Inc.  (US)
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f3 f5

f6



The connected plane graph G-e has n vertices, m-1 
edges, and f-1 faces so that by the inductive hypothesis, 

n- (m-1)+ (f-1)=2 

Which implies that? 

n- m+ f=2 

                                                (Proved) 
a) Convex polygon 

A convex polygon is a simple polygons whose 
interior is a convex set [8]. The following properties of a 
simple polygon are all equivalent to convexity: 

• Every internal angle is less than 180 degrees. 
• Every line segment between two vertices remains 

inside or on the boundary of the polygon. 

A simple polygon is strictly convex if every 
internal angle is strictly less than 180 degrees. Figure 
3.5(a) and (b) depicts a convex and non-convex 
polygon respectively. 

 

 

 

 

 

 

 

 

 
                                                             (b)

 

Figure 3.1

 

:

 

(a) A convex polygon and (b) non-convex polygon

 

 

(b)
 

Lemma
 

A face is drawn as convex polygon if and only
 
if 

the cross products of adjacent edges of
 
each vertex of 

that face are same sign.
 

Proof
 

Let, a face is assumed to be described by N 
vertices ordered by,

 

v0(x0, y0), v1(x1, y1), v2(x2, y2), . . . vn-1(xn-1, yn-1)
 

Figure 3.6 (a) and (b) depicts a face in 
clockwise and anti-clockwise vertex ordering

 

respectively. A simple test of vertex ordering for 
examining a face is drawn as convex

 
polygon is based 

on considerations of the cross product between 
adjacent edges of each

 
vertex of that face. If the cross 

product is positive then it rises above the plane (z axis 
up

 
out of the plane) and if negative then the cross 

product is into the plane.
 

cross product = ((xi

 
-
 
xi-1), (yi

 
-
 
yi-1)) x ( ( xi+1

 
-
 
xi

 
),(yi+1 -

 
yi

 
) )

 

                         = ( xi

 
-
 
xi-1 ) * ( yi+1 -

 
yi

 
) -

 
( yi

 
-
 
yi-1 ) * ( xi+1 -

 
xi

 
)
 

 

 

 

 

 

 

 

 

 

 

Figure 3.2

 

:

 

A face in (a) clockwise and (b) anti-clockwise vertex ordering
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(a)

v1(x1, y1)

v0(x0, y0) v3(x3, y3)

v2(x2, y2) v3(x3, y3)

v2(x2, y2)

v0(x0, y0)

v1(x1, y1)



Figure 3.2 (a) and (b) depicts the cross product 
sign of adjacent edges of each vertex face depicts in 
figure 3.2 (a) and (b) respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a)                                                                          (b) 

Figure 3.3 : (a) Cross products sign of adjacent edges in clockwise direction of convex face and (b) Cross products 
sign of adjacent edges in anti- clockwise direction of convex in the case of non convex face the cross product sign 

of adjacent edges of each vertex of that face depicts in figure 3.4(a) and (b) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)                                                                            (b) 

Figure 3.4 : (a) Cross products sign of adjacent edges in clockwise direction of non -convex face and (b) Cross 
products sign of adjacent edges in anti - clockwise direction of non-convex face 

A non-convex face has mixture of cross 
products sign of adjacent edges of each vertex of

 
that 

face. Hence, a face is drawn as convex polygon if and 
only if the cross products of

 
adjacent edges of each 

vertex of that face are same sign.
 

                                        [Proved]
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 (c)
 

Flowchart : Convex_ Drawing (G)
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         Start
 

Input a planar graph

 

     Any curved   
        edges?

 

Replace curved edges 
by straight line edges.

 

Compute no. faces f of that 
graph and vertex set Vn that 
formed each face Fi.

 

Check each face Fi is convex 
polygon or not.

 

Compute cross products Cj  of 
adjacent edges of vertex vj

  

of 
face Fi .

 

Are Cj  and Cj-
1 same sign?

 

Has no convex 
drawing of that 
planar graph.

 

Has convex drawing 
of that planar graph.

 

j <= n ?
 

i < = f ?
 

yes
 

yes
 yes

 

no
 

no
 

yes
 

         Exit.
 

       Is  Cj= 0 ?
 

yes
 

no
 

no
 

no
 



(d) Algorithm: Convex_ Drawing (G) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

IV. Conclusions 

In this thesis we have studied the convex 
drawing of a planar graph. Not every planar graph has 
convex drawing. The results of this thesis are 
summarized as follows: 
 We have derived a method for determining whether 

a face is drawn as convex polygon or not. 
 Finally, using that method we develop a linear time 

algorithm for examining whether a planar graph has 
a convex drawing or not. 

Some interesting directions in which the future 
research works can be done are as follows: 


 

We develop a linear time algorithm for examining 
whether a planar graph has a

 
convex drawing or 

not. One can develop an algorithm for converting 
non-convex

 
drawing of a planar graph to convex 

drawing.
 


 

One can develop a convex grid drawing of a planar 
graph on an (n-2) x (n-2)

 
grid.
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Begin

Step 1:  Check input planar graph has curved edges.
                           if (curved edges)
                           then replace curved edges by straightline  edges.
                           else 
                           go to step 2. 
               end if 
Step 2:  Compute no. faces f of that graph and vertex set Vn that formed each face Fi..
                                   i.e. , Fi = {v0,v1,v3……………….vm} where i=1 to f and m=0 to n.
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                                   do
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block has three minimum values and one average difference. From experiments, it is found that the 
division according to the G component is the best giving good visual quality of the compressed 
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system is better than the first one. The obtained compression ratios ofthe second system are 
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Novel Color Image Compression Algorithm 
Based on Quad tree 

A. A. El-Harby α & G. M. Behery α 

Abstract - This paper presents a novel algorithm having two 
image processing systems that have the ability to compress 
the colour image. The proposed systems divides the colour 
image into RGB components, each component is selected to 
be divided. The division processes of the component into 
blocks are based on quad tree method. For each selection, 
the other two components are divided using the same blocks 
coordinates of the selected divided component. In the first 
system, every block has three minimum values and three 
difference values. While the other system, every block has 
three minimum values and one average difference. From 
experiments, it is found that the division according to the G 
component is the best giving good visual quality of the 
compressed images with appropriate compression ratios. It is 
also noticed, the performance of the second system is better 
than the first one. The obtained compression ratios ofthe 
second system are between 1.3379 and 5.0495 at threshold 
value 0.1, and between 2.3476 and 8.9713 at threshold value 
0.2.  

I. Introduction 

any modern imaging systems are still producing 
gray-scale images, color images are more 
preferred due to the larger amount of 

information contained by them [1]. There are many 
compression systems were used to compress the color 
images; these systems include those that use 
mathematical transforms such as Discrete Cosine 
Transform (DCT) transform [2-4], neural networks [5-8], 
wavelet transform [9-11], fractal [12-14], quad tree 
systems [15-17], and others [18-22]. Data compression 
provides two advantages: reducing storage space and 
transmission time by finding the humanly imperceptible 
differences [23-24]. 

The quad tree algorithms are based on simple 
averages and comparisons. Quad-tree image 
compression is a method for splitting an image into 
homogenous sub-blocks. Defining the whole image as a 
single block, the method is performed according to 
some problem specific homogeneity criteria. Each block 
is examined to check whether it is homogenous or not. If 
it is not, then it will be split into four same-sized blocks. 
The method terminates when there is no other blocks to 
be split or when all blocks to be split are smaller than a 
pre-selected size. The minimum size of the blocks is set, 
to avoid over segmentation [25-28].A major advantage 
of the  quad  tree  system  for  data  compression  is  the 
 

Author α : Damietta University, Faculty of Science, New Damietta, 
Egypt. E-mail : elharby@yahoo.co.uk 

simplicity of its approach. Unlike many other 
compression systems, a quad tree algorithm can 
compress images relatively quickly on a personal 
computer [29, 30]. 

Usually, distortion in images is measured by the 
PSNR (Peak-to-peak Signal to Noise Ratio). This ratio is 
often used as a quality measurement between the 
original and a compressed image.  There is no standard 
way of defining distortion and PSNR for color images. 
The simplest way is to just average the distortions of the 
three RGB color components [31, 32]. 

In this paper, an algorithm is applied on color 
images. The remainder of this paper is organized as 
follows: in Section 2, the proposed algorithm is 
illustrated. Experimental results and discussion are 
presented in Section 3 and finally, some conclusions are 
addressed in Section 4. 

II. Proposed algorithm 

This algorithm contains two systems based on 
quad tree. Each one contains three different cases. The 
RGB color images are represented by three 
components. In gray-scale image there is a high 
correlation between neighbor pixels. In color image, in 
addition to this, there is also a high correlation between 
color components [2,3]. Therefore, the proposed 
systems are applied on the all components altogether. 
In the first system, one component is chosen to be 
divided using quad tree at specified threshold value. 
During the dividing of this component, even if the 
condition of quad tree division is not verified for the 
other two components, they are divided simultaneously 
using the same coordinates and block size of the 
chosen component. The condition is represented by 
difference value is greater than threshold value. There 
are three cases of this system are described as follows: 
1. The image is divided according to the component R 

using quad tree. At the same time, the dividing 
process is applied on the other two components G 
and B respectively. After the dividing is completed, 
the three components will have the same numbers, 
sizes, and coordinates of all blocks. 

2. This case is similar to the first one, except, the 
image is divided according to the second 
component G, and the dividing process is applied 
on the other two components R and B respectively.  

3. The third case is similar to the previous two cases, 
except, the image is divided according to the third 

M 
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component, and the dividing process is applied on 
the other two components R and G respectively.  

In each case, the image is divided giving the 
following information for the three components: number 
of blocks, sizes, minimum value and difference between 
maximum and minimum values for each block. The 
three components have the same coordinates and sizes 
for all blocks. In the three components, any block has 
three min values and three diff values, one for each 
component. 

The second system is similar to the first one 
including the above three cases, except, the three 
difference values are averaged for each block. The 
obtained information of every block is one coordinates, 
one size, three minimum values and one average 
difference value. The two systems are illustrated in 
details in the next sub section. 

Several quality measures can be found in the 
open literature of the field. The most used measures are 
(distortion evaluation): The mean squared errors (MSE) 
and the popular peak signal to noise ratio (PSNR) 
[2].With gray level images, the PSNR is expressed by: 

  
MSE

2

10
255log10PSNR ×=         (1) 

While, for color RGB images case [32], we have 
used the relation given in 









++

×
×=

)()()(
3255log10PSNR

2

10 BMSEGMSERMSE
(2)

    

 ( )
21

0

1

0
ijij yX1 ∑∑

−

=

−

=

−
×

=
N

i

M

jMN
MSE                 (3) 

and, : are, respectively, the original and reconstructed 
intensities belonging to R, G or B component. The 
compressed image is evaluated with the compression 
ratio (CR) or withthebite-rateperpixel(bpp) defined as 
follows:    
 

bitsin  image Compressed
 bitsin  size imagecolor  RGB OriginalCR =       (4) 

CR
bits 24bpp =                                                             (5) 

a) Example 
This example is proposed to describe the 

processes of the two systems. The example is applied 
on a sample of color image for size 8x8x3. The R 
component is firstly chosen to be divided using quad 
tree. The other two components will be divided using the 
same coordinates and block size of the chosen divided 
component, even if the condition of quad tree division is 

not verified for one or both components. In the first 
system, each block has three min values and three 
difference values, one for each component. For 
instance, the block of coordinates (4, 0) has the three 
minimum values (80, 25, and 11) and the three 
difference values (5, 77, and 6), see Fig. 1 and table 1 
for more details. While, the second system has three 
minimum values and one average difference. The above 
mentioned block of coordinates (4, 0) has the same 
three minimum values and one average difference value 
(29), see Fig. 2 and table 1 for other details. 
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Fig. 1 : Diagram shows the processes of the first system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig. 2

 

:

 

Diagram shows the processes of the second system
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Novel Color Image Compression Algorithm based on Quad tree

0 1 2 3 4 5 6 7 Minimum  Values Difference Values

0 0 10 18 19 95 95 99 98 0 10
18

95

0 0
6

7
1 8 15 22 24 98 101 95 95 8 15 0 0

2 35 30 48 46 99 100102101
30 45 7 5

3 36 37 45 50 95 100102100

4 83 82 81 84 73 72 75 71

80 70 5
55 83 80 85 83 73 70 71 70

6 80 85 84 80 75 74 73 71

7 81 81 80 80 75 75 75 70

(a)
0 60 65 66 67 73 72 77 71 60 65

66

71

0 0
1

6
1 60 64 67 66 72 74 75 76 60 64 0 0

2 64 65 66 64 74 73 71 71
60 62 5 4

3 60 61 62 63 73 74 77 71

4 28 30 28 30 50 51 52 53

25 50 77
7

5 25 30 30 25 50 52 54 55

6 95 96 98 102 52 52 50 50

7 100 94 100101 51 54 56 57

(b)
0 10 12 15 14 17 17 16 13 10 12

14

10

0 0
2

7
1 10 11 17 16 16 16 16 14 10 11 0 0

2 15 14 16 17 16 16 15 15
11 12 6 5

3 17 11 13 12 14 14 14 10

4 16 12 12 11 13 44 13 10

11 10 6 34
5 15 12 11 11 12 12 12 11

6 17 11 11 11 11 11 10 12

7 16 11 12 11 11 11 10 12

(c)

RGB
color 
image

R

G

B

RGB
compressed 

image

0 1 2 3 4 5 6 7 Minimum  Values Average Difference 

0 0 10 18 19 95 95 99 98 0 10
18

95
1 8 15 22 24 98 101 95 95 8 15

2 35 30 48 46 99 100102101
30 45

3 36 37 45 50 95 100102100

4 83 82 81 84 73 72 75 71

80

70

5 83 80 85 83 73 70 71 70

6 80 85 84 80 75 74 73 71

7 81 81 80 80 75 75 75 70

(a)
0 60 65 66 67 73 72 77 71 60 65

66

71

0 0
3

7

1 60 64 67 66 72 74 75 76 60 64 0 0

2 64 65 66 64 74 73 71 71
60 62 6 5

3 60 61 62 63 73 74 77 71

4 28 30 28 30 50 51 52 53

25 50 29 15
5 25 30 30 25 50 52 54 55

6 95 96 98 102 52 52 50 50

7 100 94 100101 51 54 56 57

(b)
0 10 12 15 14 17 17 16 13 10 12

14

10
1 10 11 17 16 16 16 16 14 10 11

2 15 14 16 17 16 16 15 15
11 12

3 17 11 13 12 14 14 14 10

4 16 12 12 11 13 44 13 10

11 10
5 15 12 11 11 12 12 12 11

6 17 11 11 11 11 11 10 12

7 16 11 12 11 11 11 10 12

(c)

RGB
color 
image

R

G

B

RGB
compressed 

image



Table 1 : The obtained results of the two systems 

 

 

 

 

 

 

 

 

 

 

 

III. Experimental results and 
discussion 

In order to test the performance of the two 
proposed systems, they are applied using the same 
settings on four famous color images. These images are 
called Splash, Lena, Sailboat, and Pepper; see Fig. 
(3).The dimension and the size of each image are 
512x512x3 and 786432 bytes respectively. Ninety six 
experiments are done using the two systems, twenty 
four on each image. The first forty eight experiments are 
carried out using the first system; the threshold values 
are 0.1, 0.2, 0.3 and 0.5. The obtained results are shown 
in the first three columns of Figures (4-7). The columns 
S1R, S1G, and S1B represent the three components of 
the color image for the first system. 

The other forty eight experiments are carried out 
using the second system using the same threshold 
values that are proposed with the first system. The 
obtained results are shown in the second three columns 
of the Figures (4-7). The columns S2R, S2G, and S2B 
are represented for the second system. The 
compression ratio is obtained by dividing the size of the 
original image file by the size of the compressed output 
file. From the above experiments of the two systems, 
Tables (2-5) show the obtained compression ratios, 
bpp, PSNR and number of blocks in the compressed 
images. All programs are written using the Matlab 
software. 

From figures (4-9) and Tables (2-5), it can be 
seen the following: 
- In the two systems, the number of blocks decreases 

when the original image has low details (for instance 
Splash image); see Table 5 and Figure (9). 

- In the first system, the compression ratio is ranged 
between 1.0406:1 and 79.7275:1, while with the 
second system, the compression ratio is between 

1.3379:1 and 102.5068:1. It is seen that the second 
system has the highest compression ratio.  

- In the first system, the bpp is rangedbetween 
23.0633 and 0.3010, while with the second system, 
the bpp is between 17.9381 and 0.2341. It is seen 
that the second system has the lowest bpp value.  

- In the first system, the PSNR is rangedbetween 
16.7784 and 10.7710, while with the second system, 
the PSNR is between 16.0773 and 15.5210. 

- The visual quality of the compressed images and 
PSNR values are inversely proportional tothe 
compression ratio; see figures (4-7). 

- In the two systems, the compression ratios increase 
when the original image has low details (for instance 
Splash image); see table 2 and Figure (8). 

- The compressed images quality increase when the 
image is divided according to the component G. 

- The compression ratios are proportional to the 
threshold values. 

In Table 6, is presented comparative results 
among our proposed two systems and others, 
compression ratio is measured in terms of bpp and the 
image quality in terms of PSNR. 
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Novel Color Image Compression Algorithm based on Quad tree

T o p -
l e f t 

Coord.
Size

Minimum 
values of both 

systems

Difference 
values of first 

system

Average 
difference 

of 
second 
system

R G B S1R S1G S1B

(0,0) 1 0 60 10 0 0 0 0

(0,1) 1 10 65 12 0 0 0 0

(1,0) 1 8 60 10 0 0 0 0

(1,1) 1 15 64 11 0 0 0 0

(0,2) 2 18 66 14 6 1 3 3

(2,0) 2 30 60 11 7 5 6 6

(2,2) 2 45 62 12 5 4 5 5

(0,4) 4 95 71 10 7 6 7 7

(4,0) 4 80 25 11 5 77 6 29

(4,4) 4 70 50 10 5 7 34 15



  
 
 
 
 
 
 
 
 

Fig. 3 : Original images 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 : The compressed images at threshold = 0.1 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 5

 

:

 

The compressed images at threshold = 0.2
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Sailboat Lena Peppers Splash

S1R S1G S1B S2R S2G S2B

S1R S1G S1B S2R S2G S2B



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6

 

:

 

The compressed images at threshold = 0.3

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7

 

:

 

The compressed images at threshold = 0.5

 
 

 
 
 
 
 

Table 2
 
:
 
The Compression ratios of the two systems
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Novel Color Image Compression Algorithm based on Quad tree

S1R S1G S1B S2R S2G S2B

S1R S1G S1B S2R S2G S2B

Image Name
Threshold = 0.1 Threshold = 0.2

S1R S1G S1B S2R S2G S2B S1R S1G S1B S2R S2G S2B

Sailboat 1.5116 1.0406 1.2258 1.9435 1.3379 1.5760 3.5637 1.8259 1.9948 4.5819 2.3476 2.5648

Lena 2.9091 2.0848 2.3798 3.7403 2.6804 3.0597 5.9953 4.1028 5.1169 7.7082 5.2750 6.5789

Peppers 2.4177 2.1072 2.3802 3.1085 2.7093 3.0602 5.4146 3.7929 4.7747 6.9617 4.8766 6.1389

Splash 7.9207 3.9274 5.1788 10.1838 5.0495 6.6584 12.3142 6.9777 7.8694 15.8325 8.9713 10.1177

Image Name
Threshold = 0.3 Threshold = 0.5

S1R S1G S1B S2R S2G S2B S1R S1G S1B S2R S2G S2B

Sailboat 9.8892 3.3950 3.5593 12.7147 4.3650 4.5763 36.5765 6.9000 7.4260 47.0270 8.8714 9.5477

Lena 15.1915 8.5660 12.1599 19.5319 11.0134 15.6342 39.1318 20.8299 46.5785 50.3123 26.7813 59.8867

Peppers 11.5844 6.3137 9.6789 14.8943 8.1176 12.4443 26.4471 10.8226 24.5109 34.0035 13.9147 31.5140

Splash 23.0740 10.7427 11.5021 29.6666 13.8121 14.7884 79.7275 17.5429 23.2583 102.5068 22.5552 29.9035



Table 3 : The bite-rate per pixel of the two systems 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8

 

:

 

The

 

compression ratios of the two systems at the proposed threshold values

 
Table 4

 
:
 
PSNR for two systems

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

© 2012 Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
III

  
V
er
sio

n 
I 

  
  
 

  

19

  
 

(
DDDD
)

F
  

20
12

Y
e
a
r

Novel Color Image Compression Algorithm based on Quad tree

Image Name
Threshold = 0.1 Threshold = 0.2

S1R S1G S1B S2R S2G S2B S1R S1G S1B S2R S2G S2B

Sailboat 15.8774 23.063319.5796 12.3491 17.938115.2285 6.7346 13.144312.0311 5.2380 10.22349.3575

Lena 8.2499 11.512010.0849 6.4166 8.9538 7.8438 4.0031 5.8497 4.6903 3.1136 4.5497 3.6480

Peppers 9.9267 11.389310.0833 7.7208 8.8583 7.8425 4.4324 6.3276 5.0265 3.4474 4.9214 3.9095

Splash 3.0300 6.1109 4.6343 2.3567 4.7529 3.6045 1.9490 3.4395 3.0498 1.5159 2.6752 2.3721

Image Name
Threshold = 0.3 Threshold = 0.5

S1R S1G S1B S2R S2G S2B S1R S1G S1B S2R S2G S2B

Sailboat 2.4269 7.0692 6.7429 1.8876 5.4982 5.2444 0.6562 3.4783 3.2319 0.5103 2.7053 2.5137

Lena 1.5798 2.8018 1.9737 1.2288 2.1792 1.5351 0.6133 1.1522 0.5153 0.4770 0.8961 0.4008

Peppers 2.0717 3.8013 2.4796 1.6114 2.9565 1.9286 0.9075 2.2176 0.9792 0.7058 1.7248 0.7616

Splash 1.0401 2.2341 2.0866 0.8090 1.7376 1.6229 0.3010 1.3681 1.0319 0.2341 1.0641 0.8026

Sailboat Lena Pepper Splash
0
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Sailboat Lena Pepper Splash
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n
 R
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S1
R

S1
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S1
B

S2
R

S2
G

S2
B

Image Name
Threshold = 0.1 Threshold = 0.2

S1R S1G S1B S2R S2G S2B S1R S1G S1B S2R S2G S2B

Sailboat 15.436116.7784 16.7262 18.879616.0773 15.980113.766115.0063 15.0697 17.419916.3393 16.1908

Lena 18.729319.6201 18.9964 16.442117.5186 16.953616.873919.3587 17.0483 16.841818.2939 16.8419

Peppers 16.777520.0167 18.9491 15.250417.6726 14.835115.076917.5252 17.2620 15.604216.9327 15.4747

Splash 16.776222.3761 21.5052 15.512517.8204 17.087114.137419.5457 18.8715 15.445018.1920 15.7507

Image Name
Threshold = 0.3 Threshold = 0.5

S1R S1G S1B S2R S2G S2B S1R S1G S1B S2R S2G S2B

Sailboat 11.852713.5657 13.3850 16.514016.6293 16.379710.562612.1440 11.7933 15.044917.0646 16.6874

Lena 14.854217.0269 14.6512 16.898617.7427 16.918112.192014.7676 12.8821 18.382617.3689 17.0477

Peppers 12.241315.9231 15.3282 15.296416.9355 14.665511.501514.2065 13.5195 15.879616.2712 14.6080

Splash 11.601317.3963 15.7024 15.472216.7581 13.379310.771013.7554 14.7283 15.521013.8537 13.0139



Table 5 : The number of blocks for the two systems 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9

 

:

 

The number of blocks for the two systems at the proposed threshold values

 

Table 6

 

:

 

Comparison between the proposed systems and others
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Novel Color Image Compression Algorithm based on Quad tree

Image Name
Threshold = 0.1 Threshold = 0.2

S1R S1G S1B S2R S2G S2B S1R S1G S1B S2R S2G S2B

Sailboat 3052859800507963052859800507967548272402741675482724027416

Lena 13972229241901213972229241901239128368 6536 39128368 6536

Peppers 1555622676175481555622676175485612104486888 5612104486888

Splash 4068 9248 8416 4068 9248 8416 25925940 5720 25925940 5720

Image Name
Threshold = 0.3 Threshold = 0.5

S1R S1G S1B S2R S2G S2B S1R S1G S1B S2R S2G S2B

Sailboat 1084 9212 111521084 9212 11152148 1756 1784 148 1756 1784

Lena 620 2324 1536 620 2324 1536 32 432 64 32 432 64

Peppers 2032 4964 2348 2032 4964 2348 732 2216 588 732 2216 588

Splash 1252 3868 3496 1252 3868 3496 380 1820 1136 380 1820 1136
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Image

Proposed Other Systems

System1 System 2 YCbCr [2] CBTC-PF[32] JPEG [32] NNET [33]

PSNR bpp PSNR bpp PSNR bpp PSNR bpp PSNR Bpp PSNR bpp

Lena 17.0483 0.5153 16.8419 0.4008 31.97 0.8101 31.93 1.17 32.7729 1.0073 21.9876 5.8

Pepper 11.5015 0.9075 15.8796 0.7058 30.059 0.809 30.15 1.5 30.47 1.47 --- ---

IV. Conclusion

This paper presents two efficient systems that 
have the ability to compress colour images in easy way. 
The division processes of image into blocks for the two 
systems are based on quad tree. At the dividing of one 
component, the other two components are divided 
using the same division even if the condition of quad
tree division is not verified for them. After the division 
process is completed, the three components will have 
the same number and size of blocks. During the 
experimental results, the compression ratios, bit rate per 

pixel and PSNR are computed. The compression ratios 
of images are increased by increasing the value of 
threshold while the quality of the compressed images 
may be decreased. It was also noticed, the division 
according to the G component is the best giving good 
quality of the compressed images with appropriate
compression ratios, and the performance of the second 
system is better than the first one. The compression 
ratios of the second system are ranged between 0.25 
and 0.80 at threshold value 0.1, and between 0.78 and 
0.94 at threshold value 0.2.
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Abstract - The purpose of this paper is to propose an effective 
clustering algorithm. The principle idea of this algorithm 
depends on the graphic theory by using the terms and 
definitions of the graph and the tree. The proposed algorithm 
was applied on different human face images taken from ORL 
database, and it gives good clustering results with small rate 
of error. Matlab version (8) was used to implement this 
algorithm.  
Keywords : Image Processing ,Graph Theory ,Face 
Recognition ,Clustering, Neighborhood.  

I. Introduction 

e can recognize different human beings by 
looking at their faces. To identify an individual, 
we look at his external face characteristic .We 

can recognize many faces after several years of 
separation by comparing their faces outlines 
characteristics [1, 2]. 

The evolution of computer science aided the 
researchers to recognize human beings from their faces 
by using different techniques in the field of image 
processing and clustering [3, 4, 5]. 

Clustering is a grouping of data into clusters of 
similar objects. Each cluster consists of objects that are 
similar to each other and dissimilar with the objects of 
other clusters. Clustering technique represents many 
data by few clusters and hence, it models data by its 
cluster in spite of losing certain fine details [6]. The 
proposed algorithm is clustering algorithm that uses 
concepts of the graph theory. It classifies the given data 
into many disjoint clusters by represent each cluster by 
a tree, and these trees construct a forest (partition). 
Practically this algorithm is applied to classify the face 
image of each person of the studied data in one tree. 
We notice that there is small rate of error in the 
clustering of the studied data. 

II. Clustering techniques [5,6,7] 

Clustering is the classification of given objects 
into groups (clusters), or more precisely,  partitioning of 
the data set into subsets (clusters) so that the data in 
each cluster shares some common features, after 
proximity according to some defined distance 
measures. Clustering plays an important role in our life, 
since we encounter a large number of data needed to 
logical interpretation. This interpretation can be done  by 
 

Author α : Computer Science Dept. – Education College- Thi-Qar 
University. 

classifying these data into a set of categories or 
clusters. There are many different ways to express and 
formulate the clustering problems. As a consequence, 
the obtained results and their interpretations depend 
strongly on the used way. 

The clusters type as follows: 
• Exclusive (hard) cluster so that every object must 

belong to only one cluster. 
• Overlapping (fuzzy) cluster so that one object may 

fall into several clusters. 
• Probabilistic clusters so that an object belongs to 

each cluster with certain probability. 
• Hierarchical clusters such that there is a crude 

division of objects into groups at high level that is 
further refined into finer level. 

The proposed algorithm uses some terms and 
definitions of the graph theory. The clustering of the 
given objects depends on the real structure of these 
objects. In fact, some of the studied objects may be 
roots of the trees (clusters) that construct a forest 
(partition) which contains all these objects such that 
these objects are distributed into different disjoint trees 
of that forest according to some conditions. If an object 
y attracts another object x in order to be in same tree 
then y is called the classifier of x .The attraction process 
between the studied elements may be as follow: 
• Each root of any tree must be the classifier of its 

successors (children).  
• In general, each vertex of any tree is the classifier of 

its successors (children). 
• For each vertex x, there is only one classifier 

(father). 
• There is no classifier for the root of any tree. 
• If x, y are two vertices at the same level, then neither 

x is classifier of x, nor y is classifier of x. 

III. Neighborhood [8,9] 

Neighborhood operation plays an important role 
in clustering techniques and digital image processing. 
The proposed method

 
used the neighborhood operation 

through its implementation.
 

There are many ways to express the 
neighborhood term .We notice in the literature three 
types of the neighborhood operation: K_nearest 
neighbor, 𝛿𝛿_nearest neighbor, and adaptive neighbor.

 

W 
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• K_nearest neighbors mean that for each individual 
of the studied population, we must propose a 
positive integer k which determines the k individual 
which must be the nearest for any given individual.  

• 𝛿𝛿_nearest neighbors mean that for each individual 
of the studied population this individual is supposed 
as a center of a circle (ball) of radius 𝛿𝛿, then the 
𝛿𝛿_nearest neighbor of that individual are all the 
individuals of the studied population whose 
locations are either inside or on this circle (ball). 

Adaptive_neighborhood  means that we must 
use an  adaptive threshold such each individual of the 
studied population must have its specific adaptive 
threshold . In fact, using a constant threshold for all the 
studied individual in the clustering techniques many give 
good clustering results, but these results may not be the 
best. This especially, in case there where a real structure 
of the studied data that contains many groups that 
distributed in small regions while some other groups, 
were located in large regions, the adaptive 
neighborhood  aids to give the best clustering. 

In general, the adaptive neighborhoods must be 
used when the distribution of the studied individuals are 
not uniformly distributed in the plan (space).  

IV. Some Concepts of Graph Theory 

The following terms and definitions will be used 
in the proposed algorithm.  

1.
 

Graph: A graph G (V, E), consists of two sets V and 
E. V is a finite non empty set of vertices, E is a set of 
pairs of vertices, these pairs are called edges (arcs) 
of the graph  There are two

 
types of graphs:-

 

•
 

Undirected graph in which any pair of vertices 
represents an edge by using unordered

 
pairs. The 

pairs (v1, v2) and (v2, v1) represent the same 
edge. 

 

•
 

Directed graph in which each edge is represented 
by a directed pair such that (v1, v2). Thus, for the 
ordered pair (v1, v2) there exist only one directed 
arc from the vertex v1 to the vertex v2.

 

2.
 

Tree: A tree is a directed graph which has the 
following properties: 

 

•
 

It has a special vertex R called the root of the tree. 
R has no precedent vertex (father) and it has one 
or many successors (children).

 

•
 

There is no cycle in each vertex
 
of the tree, and 

there is no cycle between its other vertices.
 

•
 

It has one or many terminal vertices, such that 
each one has only one precedent (father) and it 
has never successors (children). These vertices are 
called the leaves of the tree.

 

•
 

Each an intermediate vertex (neither root nor leaf) 
must have only one precedent and one or many 
successors.

 

• There is never connection between the vertices in 
the same level of the tree. 

3. Forest: A forest is the union of the disjoint trees 
concerned the studied data.  

4. Isolated vertex: An isolated vertex is any vertex in 
the graph which does not connect with any other 
vertices of the graph. Thus, isolated vertex has 
never neighborhood 

V. Graph representation of the 
proposed method 

Each individual of the studied population is 
represented by a vertex and between any two vertices 
(except the isolated vertices) there exits an edge 
according to some conditions. In order to classify the 
given data, we must compute the adaptive 
neighborhood for each vertex. The vertices which have 
never neighborhood are supposed as isolated vertices 
in the forest. Each no isolated vertex is either a root, a 
leaf, or an intermediate vertex. 

The root is a special vertex which has not 
classifier (father) and may have one or many successors 
(children), each leaf of a tree has one classifier and it 
has never successors, while each vertex which is neither 
root nor leaf must have one classifier (father) and may 
have one or many successors. At the end of the 
execution of the proposed algorithm, some disjoint trees 
will be noticed and each tree represents its specific 
cluster. 

VI. Related works 

In the literature, many papers was found in the 
field clustering of the human face images. The following 
are samples of clustering methods that are using the 
neighborhood operation: 
• A clustering algorithm is proposed with some 

assistant algorithms to classify many different 
human face images with different rotation angles. It 
gives good results with small ratio of error [12].  

• Another clustering algorithm was applied to classify 
some important parts of the human face images by 
using some important parts (regions) of the human 
face images. It was noticed that using eyes_ parts 
gives good clustering results. These results are 
better than using either the noses_ parts or the 
mouths _chins_ parts in clustering the same images 
[13]. 

VII. The proposed method 

The basic idea of this method is to use the 
terms of the tree concepts to classify the individuals of 
the studied population. Each resulted cluster from this 
method represents a tree, and all the obtained trees will 
construct a partition (forest) where these trees are 
disjoint trees. An element y of the studied population is 
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called the classifier of the element x if y attracts x, and 
the two elements must belong to the same tree.  

The following terms and definitions will be used 
in the construction of the proposed algorithm. 
• E is the studied population(human face images) 
• d(x,y) is the Euclidean distance between the two 

individuals  x , y of the set E 
• 𝛿𝛿 is the proposed constant threshold . 
• 𝑉𝑉𝛿𝛿  (x)={ y/y 𝜖𝜖 E, d(x,y) < 𝛿𝛿) is the set of the 

neighborhood of the x w.r.t the constant threshold 𝛿𝛿. 
• Den(x) =cardinal (V (x)) is the density of x (number 

of neighborhood of x w.r.t the constant threshold 𝛿𝛿. 

• 𝛿𝛿 (x)= 𝛿𝛿*den(x), is the adaptive threshold 

corresponding the individual x. 
• V*(x)=V 𝛿𝛿 (x) (x)={ y/y  E, d(x,y) < 𝛿𝛿 (x)) , is the 

adaptive neighborhood of  x w.r.t the adaptive 
threshold 𝛿𝛿(x)  . 

• Den*(x) =den 𝛿𝛿 (x) (x) =cardinal (V*(x)), is the 
adaptive density of x w.r.t 𝛿𝛿 (x). 

Algorithm 
1. Pretreatment  

For each x 𝜖𝜖  E, do the following: 
• Determine its adaptive neighborhood V*(x) 
• Compute its adaptive density den*(x) 

2. Construction  of forest trees 
If (den*(x) =1) then 
               X is supposed as an isolated individual in the graph. 
Else  
       y  V

*(x) , y ≠ x , compute the following: 
• 𝛾𝛾xy =(den*(x)-den*(y))/d(x,y) 
•   𝛾𝛾 x= min  𝛾𝛾xy   ,   y V*(x) 
End if  
If (𝛾𝛾

x  
> 0) then  

         X is a root of tree. 
 Else if (𝛾𝛾

x 
 < 0) then  

    Search for an element w in V*(x) such that 𝛾𝛾xw= 𝛾𝛾x 
    Take w as the classifier of x (if there are many w such that 
𝛾𝛾xw = 𝛾𝛾x  then choose one of them randomly ) 
 Else  
   Define the following sets: 
• T={ y/y  V*(x), and   𝛾𝛾xy =0}, where T=  at the 

beginning of the execution. 
• F= {z ∈   T, and x is the classifier of z}. 
• M=T-F. 
      If (M ≠     ) then  
         Determine a such that d(x, a) =min (d(x,y),  y 𝜖𝜖 M, take a 
as the classifier of        put  x and a at the same tree . 
     Else  
        X is a root of a tree  
    End if  
End if  

VIII. Algorithm implementation 

a) Expermintal Results 
We applied the proposed algorithm on many 

selected human face images which were chosen from 
the ORL database and contains (600) human face 
images concerning 60 persons with (10) face image for 
each person [14]. The implementation has been 
achieved using matlab version 8: 
1. The algorithm was firstly implemented on the 1st  

hundred human face images of the  ORL database 
by using a constant threshold (9.958) and from this 
constant threshold we extract the adaptive threshold 
and the adaptive neighborhood for each image. We 
secondly used the same approach for the remain 
hundreds of ORL database. Figure [1] shows a 
sample of the results of our algorithm on the 1st  
hundred of the ORL database images. 

No. of cluster Images of the Tress(clusters) 

1  

2  

3  

4  

5  

Figure 1 : Sample of clustering result by applying the proposed algorithm on the 1st  hundred  images of the ORL 
database 

2. The same technique was used with all the data of 
the ORL data. Fiqure [2] shows a sample of the 
obtained results  by using the proposed algorithm 
on the images of ORL(600 images) 
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No. of 
cluster 

Images of the Tress(clusters) 

1
  

2
  

3
  

4
  

5
  

6
  

Figure 2 : Sample of clustering result by using the proposed algorithm on the all data of ORL database 

b) Results Discussions and conclusions  
1. For all the experiments, we firstly implement the 

proposed algorithm by using constant threshold 
value. Secondly we extracted adaptive threshold 
and the adaptive neighborhood for each tested 

human face image. We notice that the clustering 
results by using adaptive threshold are better than 
using a constant threshold 

2. The following table shows the comparison between 
the results of the experiments  

Experiment No.
 

Number 
of 

images
 

Number 
of 

clusters
 

Execution 
time(second )

 threshold  
Interval

 Success 
percentage

 Error 
percentage

 

1st  hundred
 

100
 

14
 

0.093518
 

9.000-9.011
 

[88%-93%]
 

[7%-12%]
 

2nd   hundred
 

100
 

12
 

0.093522
 

9.008-9.991
 

[89%-95%]
 

[5%-11%]
 

3th hundred
 

100
 

8
 

0.083511
 

12.058-12.111
 

[80%-86%]
 

[14%-20%]
 

4th hundred
 

100
 

10
 

0.093518
 

8.999-9.011
 

[88%-92%]
 

[8%-12%]
 

5th hundred
 

100
 

11
 

0.995511
 

7.990-8.906
 

[78%-85%]
 

[15%-22%]
 

6th hundred
 

100
 

5
 

0.056650
 

13.233-14.343
 

[72%-80%]
 

[20%-28%]
 

All ORL data base
 

600
 

65
 

4.53200
 

10.921-11.323
 

[79%-84%]
 

[16%-21%]
 

Table 1 : Compression between the results of experiments 

3.
 

Two types of errors have been  noticed:
 

−
 

In few cases, face images for more than one person 
are lied in same cluster. 

 
This occurred for the most 

resemblance persons as shown in cluster (5) of 
figure [1].

 

−
 

The face images of some person were partitioned in 
two clusters. This occurred when we use a

 
small 

value for the constant threshold as
 

shown in 
clusters (3, 4) of figure [1].

 

We conclude the following for the proposed algorithm:
 

1.
 

It’s an automatic algorithm since it does not need to 
give the number of the resulted clusters a priori. In 
fact the obtained results simulate the real structure 
of the applied data.

 

2.
 

It’s a hard clustering algorithm since its clustering 
results are such that the face images of each 
person will be in the same tree (cluster).

 

3.
 

Using adaptive threshold is better than using 
constant threshold. 

 

4.
 

It’s an effective clustering algorithm, since it gives a 
good clustering results with small rate of error and it 
taken a reasonable execution time for all the 
experiments.
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Detectors for Image Segmentation 

Pinaki Pratim Acharjya α, Ritaban Das σ & Dibyendu Ghoshal ρ 

Abstract - Edge detection is very important terminology in 
image processing and for computer vision. Edge detection is 
in the forefront of image processing for object detection, so it 
is crucial to have a good understanding of edge detection 
operators. In the present study, comparative analyses of 
different edge detection operators in image processing are 
presented. It has been observed from the present study that 
the performance of canny edge detection operator is much 
better then Sobel, Roberts, Prewitt, Zero crossing and LoG 
(Laplacian of Gaussian) in respect to the image appearance 
and object boundary localization. The software tool that has 
been used is MATLAB.  
Keywords : Edge Detection, Digital Image Processing, 
Image segmentation. 

I. Introduction 

dge detection [1-2] is a fundamental problem of 
computer vision and image processing. It has 
been a major concerning issue in image 

segmentation [3-7] and for the researchers. The 
purpose of image segmentation is to partition an image 
into meaningful regions with respect to a particular 
application where edges in digital images are areas with 
strong intensity contrasts and a jump in intensity from 
one pixel to the next can create major variation in the 
picture quality and image segmentation. For computer 
vision and image processing systems to interpret an 
Image, they first must be able to detect the edges of 
each object in the image [8-11]. There are several edge 
detection operators available for image segmentation 
and object boundary extraction of digital images. Each 
operator is designed to be sensitive to certain types of 
edges. Among them Sobel, Roberts, Prewitt, LoG, and 
canny is major concerning operators. The geometry of 
the operator determines a characteristic direction in 
which it is most sensitive to edges.  

The presence of noise is a problem for image 
segmentation. Images are very much prone to be 
affected by a verity of noise like Gaussian noise, 
Rayleigh noise, Impulse noise and Speckle noise. It has 
been found from the  parent  study  that  in  presence  of 
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noise the Canny edge detection [12-14] operator has 
yielded the best subjective segmented view of the test 
image in respective of appearance and object boundary 
localization then Sobel, Roberts, Prewitt, and LoG. The 
entropy which is a statistical measure of randomness 
that can be used to characterize the texture of the input 
image is studied along with peak signal to noise ratio 
(PSNR), mean square ratio (MSE) and execution times 
are also studied in this paper. The objective of the 
present study is to compare various edge detection 
operators and analyze their performance and also 
performances of such techniques is carried out for an 
image by using MATLAB software. In this literature the 
section 2 introduces comprehensive theoretical and 
mathematical background for edge detection and 
explains different computing approaches to edge 
detection. Section 3 presents the proposed approach. 
Section 4 provides the experimental results and 
discussion and section 5 contains a quick discussion 
about the conclusion. 

II. Traditional edge detectors 

a) Sobel 
The sobel edge detector computes the gradient 

by using the discrete differences between rows and 
columns of a 3X3 neighborhood. The sobel operator is 
based on convolving the image with a small, separable, 
and integer valued filter.  

 

b) Prewitt 
Prewitt operator edge detection masks are the 

one of the oldest and best understood methods of 
detecting edges in images The Prewitt edge detector 
uses the following mask to approximate digitally the first 
derivatives Gx and Gy. 

 

c) Roberts 
In Robert edge detection, the vertical and 

horizontal edges bring out individually and then put 
together for resulting edge detection. The Roberts edge 

E 
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detector uses the following masks to approximate 
digitally the first derivatives as differences between 
adjacent pixels. 

 

d) Laplacian of Gaussian (LOG) 
This detector finds edges by looking for zero 

crossings after filtering f(x, y) with a Laplacian of 
Gaussian filter. In this method, the Gaussian filtering is 
combined with Laplacian to break down the image 
where the intensity varies to detect the edges effectively. 
It finds the correct place of edges and testing wider area 
around the pixel. 

e) Canny Edge Detector 
Canny edge detection is a multistage algorithm 

to detect a wide range of edges in images. This detector 
finds edges by looking for local maxima of the gradient 
of f(x, y). The gradient is calculated using the derivative 
of a Gaussian filter. The method uses two thresholds to 
detect strong and weak edges and includes the weak 
edges in the output only if they are connected to strong 
edges. 

III. Proposed approach 

The flowchart of the proposed approach is 
given below. In proposed approach at very beginning a 
colored image is chosen and inserted into the Mat Lab 
software for processing. The image is converted into 
gray scale in the immediate step.  A gray scale image is 
mainly combination of two colors, black and white. It 
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Study and Comparison of Different Edge Detectors for Image Segmentation

carries the intensity information where, black have the 
low or weakest intensity and white have the high or 
strongest intensity. In final step different edge detection 
operators are applied to detect the object boundaries 
and edges.

IV. Experimental result

This section presents the relative performance 
of various edge detectors. Five edge detection 
operators have been chosen to carry out for edge 
detection and image segmentation. There are namely, 
Sobel, Prewitt, Roberts, LoG and Canny. The original 
image is shown in figure 1(a) and figure 2(a) and the
segmented images have been shown in figure 1(b) to
figure 1(f) and from figure 2(b) to figure 2(f) respectively. 
The entropy, PSNR, MSE and execution times of the 
segmented images have been calculated and are 
shown in Table 1. Peak signal to noise ratio (PSNR) is 
the ratio between the maximum possible power of a 
signal and the power of corrupting noise that affects the 
fidelity of its representation. It is the logarithmic function 
of the peak value of the image and the mean square 
error. Its value must be high. It have been observed that 
that the Canny edge detector produces higher accuracy 
in detection of object edges with higher entropy, PSNR, 
MSE and  execution time compared with Sobel, Roberts, 
Prewitt, Zero crossing and LOG. On the other hand
Roberts edge detector has the minimum entropy with 
PSNR, MSE and execution time compared with others. 
The statistical analyses for all the edge detectors are 
shown in table 1.

Start

Finish

Take color image

Convert the image 

into gray scale

Find the edges by applying different 

edge detection operators
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(a)                                         (b)                                         (c) 

 

(d)         (e)                          (f) 

Fig. 1 : (a) Trisha (original image), (b) Sobel, (c) Prewitt, (d) Roberts, (e) Laplacian of Gaussian, (f) canny

 

(a)                                     (b)                                          (c) 

 

(d)         (e)                          (f) 

Fig. 2 : (a) Diya (original image), (b) Sobel, (c) Prewitt, (d) Roberts, (e) Laplacian of Gaussian, (f) canny 
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Study and Comparison of Different Edge Detectors for Image Segmentation

Table I : Statistical measurement 

IMAGE ENTROPY PSNR MSE EXECUTION 
TIME 

Trisha 
with 

Sobel 

1.2820 11.4067 4.7034e+003 1.052911 
seconds. 

Trisha 
with 

Prewitt 

1.2792 11.3928 4.7185e+003 0.878266 
seconds. 

Trisha 
with 

Roberts 

1.2306 17.1396 1.2564e+003 0.831094 
seconds. 

Trisha 
with LoG 

1.4354 11.2313 4.8973e+003 0.978503 
seconds. 

Trisha 
with 

Canny 

1.5701 10.9043 5.2803e+003 1.014961 
seconds. 

Diya with 
Sobel 

1.2722 9.9365 6.5983e+003 0.851769 
seconds. 

Diya with 
Prewitt 

1.2707 9.9374 6.5969e+003 0.855519 
seconds. 

Diya with 
Roberts 

1.2493 9.9212 6.6215e+003 0.818108 
seconds. 

Diya with 
LoG 

1.4318 9.9596 6.5633e+003 0.856581 
seconds. 

Diya with 
Canny 

1.5477 9.6982 6.9705e+003 1.040114 
seconds. 

V. Conclusion 

Since edge detection is the initial step in object 
boundary extraction and object recognition, it is 
important to know the differences between different 
edge detection operators.  In this paper an attempt is 
made to review the edge detection techniques which are 
based on discontinuity intensity levels. The relative 
performance of various edge detection techniques is 
carried out with two images by using MATLAB software.  
It have been observed that that the Canny edge detector 
produces higher accuracy in detection of object edges 
with higher entropy, PSNR, MSE and  execution time 
compared with Sobel, Roberts, Prewitt, Zero crossing 
and LOG.   
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Abstract - This paper explored the contemporary affirmation of 
the recent literature in the context of face recognition systems, 
a review motivated by contradictory claims in the literature. 
This paper shows how the relative performance of recent 
claims based on methodologies such as PCA and ICA, which 
are depend on the task statement. It then explores the space 
of each model acclaimed in recent literature. In the process, 
this paper verifies the results of many of the face recognition 
models in the literature, and relates them to each other and to 
this work. 
Keywords : Face recognition, PCA, ICA, LDA, LPP. 

I. Introduction 

ace recognition is the mainly demanding work of 
the explore persons of the year of 1990’s. The 
researchers gave acceptable results for the 

motionless images i.e., Images are in use under the 
forbidden conditions. If the image enclose the problems 
like elucidation, pose variation, aging, hair enclosure 
then the concert of the recognition progression leads to 
poor. Most of the researchers are absorbed on the real 
time submission. Many reviews are carried out on the 
issue of face recognition [9][63][19][19][49][20] they 
identify various existing method for feature extraction 
and the face acknowledgment process. Generally face 
acknowledgment is classified as the procedure of face 
detection, characteristic extraction and face 
acknowledgment. Image preprocessing work as 
eradicate the background information and normalize the 
image of revolution, scaling, resizing of the unique 
image is carried out before the face recognition 
process. The face recognition is to detect the face of the 
standardize image, then the feature mining process is 
used to extract the skin from the detected face and lastly 
the face recognition procedure is to recognize the face 
contrast with a face database which is previously stored 
[9][63][19][19][49][20]. Figure 1 denotes the procedure 
of face recognition. 
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Figure 1 : Process of face recognition system 

It is not possible to directly deal with raw 
information while the quantity of information is 
increased. Dimension diminution is the task to solve the 
above difficulty of extracting the prepared information 
and remove the redundant information. If the training 
images are augmented then the matrix of image also 
augmented then it is called as a difficulty of “Curse of 
dimensionality” which is resolved by dimensionality 
decline techniques [15] states that there two types of 
dimensionality decline techniques as linear and 
nonlinear dimensionality decline. The linear 
dimensionality diminution techniques are PCA, LDA, 
LPP, etc. And the nonlinear dimensionality methods are 
ISOMAP, LLE, and so on. 

The aim of this paper is to give emerging 
procedure for the dimensionality decline in linear as well 
as nonlinear methods. It can be arranged as chase, 
section 2 contains the in sequence about the 
dimensionality decline. Section 3 have the the current 
state of the art in face recognition methods that are 
using using Component Analysis and section 4 enclose 
the conclusion of this paper. 

II. Dimensionality reduction 
techniques 

a) Overview 
The most significant problem in face 

acknowledgment is the curse of dimensionality difficulty. 
The methods are useful to condense the dimension of 
the considered space. When the system starts to 
commit to memory the high dimensional information 
then it causes over fitting difficulty and also 
computational density becomes the important task. This 
curse of dimensionality difficulty is reduced by 
dimensionality decrease techniques [15]. 
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Dimension decrease in data is the process of 
reducing the number of accidental variables under 
thought RN^RM (M<N), and can be divided into 
feature selection and feature extraction. The basic flow 
of measurement reduction in face acknowledgment is 
illustrated in figure 2. 

 

Figure 2
 
:
 
Necessary flow of dimensionality reduction 

techniques
 

The author [66]
 
says that the various methods 

exist
 

for resolving
 

the problem of curse of 
dimensionality. Out of those techniques some are linear 
methods and others are nonlinear. Linear technique is to 
transform statistics from high dimensional subspace into 
small dimensional subspace by linear map but it fails to 
work on

 
the nonlinear

 
statistics structure where as non 

linear methods are easily worked
 

on
 

the compound 
nonlinear

 
statistics structure. Compared to linear 

methods, nonlinear
 

methods are very capable while 
processing the problematic image like hair addition, 
lighting state and so on. Principal constituent Analysis 
(PCA), Linear Discriminant Analysis (LDA) and Locality 
protect Projections (LPP)

 
are some accepted linear 

methods and nonlinear methods include Isometric 
Mapping (ISOMAP) & Locally Linear Embedding (LLE)

 

According to the writer [93], Feature range is to 
find a subset of the original variables. Two approaches

 

are filtered
 

(e.g. Information
 

gain) and wraps
 

(e.g. 
Genetic

 
algorithm) approaches. It occurs sometimes 

that data examination such as decay or classification 
can be done in the reduced space extra accurately than 
in the unique space. Quality extraction is relay a 
mapping of the multidimensional space into a liberty of 
fewer dimensions. This means that the unique feature 
space is transformed by concern a linear transformation. 
The brief prologue of feature extraction techniques is 
illustrated

 
in the next section.

 

b)
 

Linear Feature Extraction of Dimensionality 
Reduction Techniques

 

Usually the face acknowledgment process is 
divided into 3 areas

 
such as Holistic way use the unique 

image as an input for the face acknowledgment system. 
The examples of

 
holistic methods are PCA, LDA, and an 

ICA
 

and so on. In a Feature based way, the local 
characteristic point such as eye, nose, and mouth are 

first taken out, then it will be sent to the classifier. Finally, 
a cross method is used to identify both the local feature 
and whole face region [9][63][19][19][49][20]. 

In Dimensionality decrease, Feature removal is 
an important task to collect the set of features from a 
picture. The feature alteration may be a linear or 
nonlinear mixture of original features. This review 
provides some of the significant linear and nonlinear 
methods are listed as follows. 

i. Principal Component Analysis (Pca) 
PCA is one of the well-liked technique for both 

dimensionality decrease and face acknowledgment 
since 1990’s. Eigen faces [17] built with the PCA 
technique is introduced by M. A. Turk and A. P. 
Pentland. It is a holistic move toward where the input 
image is straight used for the process. PCA algorithm 
can be used to discover a subspace whose basis 
vectors marks to the maximum variation directions in the 
original n dimensional freedom. PCA subspace can be 
used for appearance of data with minimum error in 
renovation of original data. More survey papers are 
providing the information for PCA techniques 
[9][63][19][19][49][20]. MPCA and KPCA are fully 
based on the PCA technique. 

ii. Linear Discriminant Analysis (Lda) 
LDA is one of the most famed linear techniques 

for dimensionality reduction and data organization. The 
main objective of the LDA consists in the judgment a 
base of vectors providing the finest discrimination 
among the classes, trying to exploit the between-class 
difference, minimize the within-class ones by using 
spread matrices. It also suffers from the small sample 
size trouble which exists in higher dimensional pattern 
acknowledgment task where the number of available 
models is smaller than the dimensionality of the 
samples. D- LDA, R-LDA, and KDDA are variations of 
LDA. This technique also discusses in more survey 
papers [20][15][93][66][74][73][75][46][70]. 

iii. Singular Value Decomposition (Svd) 
SVD is a significant factor in the field of signal 

dispensation and statistics. It is the best linear 
dimensionality decrease technique based on the 
covariance medium. The main aim is to reduce the 
dimension of the information by finding a few orthogonal 
linear combinations of the original variables with the 
largest variation [66]. Most of the researches have also 
used this technique for face gratitude. 

iv. Independent Component Analysis (Ica) 
ICA is a geometric and computational 

technique for informative the hidden factors that underlie 
sets or chance variables, measurements, or signals. ICA 
is apparently related to principal component analysis 
and factors examination. The ICA algorithm aims at 
finding S component as self-governing as possible so 
that the set of experimental signals can be spoken as a 
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linear combination of statistically independent 
components. It uses cosine measures to perform the 
covariance matrix and also it is improved than the PCA 
and LDA performance. 

v. Locality preserves Projections (Lpp) 
LPP can be seen as an option to Principal 

constituent Analysis (PCA). When the high dimensional 
data deceit on a low dimensional manifold set in the 
ambient space, the position protects Projections are 
obtained by finding the optimal linear approximation for 
the Eigen purpose of the Laplace Beltrami operator on 
the various. As a result, LPP shares many of the data 
symbol properties of nonlinear techniques such as 
Laplacian Eigenmaps or Locally Linear embeds [15]. 

vi. Multi Dimensional Scaling (Mds) 
Multidimensional scaling (MDS) is a loaner copy 

for dimensionality reduction. MDS generates low 
dimensional code placing emphasis on preserving the 
couple wise distances between the data points. If the 
rows and the discourse of the data matrix D both have 
mean zero, the bulge produced by MDS will be the 
same as that produced by PCA. Thus, MDS is a linear 
Model for dimensionality decrease having the same 
limitations as PCA. 

vii. Partial Least Squares 
Partial smallest amount squares are a classical 

arithmetical learning method. It is widely used in chemo 
metrics and Bioinformatics etc. In new years, it is also 
applied in face acknowledgment and human detection. 
It can avoid the small sample size problem in linear 
discriminant analysis (LDA). Therefore it is used as an 
alternative method of LDA. 

c) Non Linear Feature Extraction of Dimensionality 
Reduction Techniques 

Non-linear way can be broadly confidently into 
two groups: a mapping (either from the high 
dimensional space to lower dimensional embed or vice 
versa), it can be viewed as a beginning feature 
extraction step and image is based on neighbor’s data 
such as distance measurements. Investigate on non-
linear dimensionality reduction method has been 
explored widely in the last few years. In the following, a 
brief opening to several non-linear dimensionality 
reduction techniques will be given. 

i. Kernel Principle Component Analysis (Kpca) 

Kernel PCA (KPCA) is the reformulation of 
customary linear PCA in a high-dimensional gap that is 
constructed using a kernel function. In recent existence, 
the reformulation of linear technique using the ’kernel 
trick’ has led to the suggestion of winning techniques 
such as kernel ridge decay and Support Vector 
machinery. Kernel PCA computes the principal 
eigenvectors of the kernel matrix, slightly than those of 
the covariance matrix. The reformulation of usual PCA in 

kernel space is clear-cut, since a kernel matrix is similar 
to the in product of the data points in the high-
dimensional gap that is constructed using the kernel 
function. The application of PCA in kernel space 
provides Kernel PCA the possessions of constructing 
nonlinear mappings. 

ii. Isometric Mapping (Isomap) 
Often of the linear methods do not take the 

neighboring information end into an account. ISOMAP is 
a technique that resolves this problem by efforts to 
preserve pairwise geodesic (or curvilinear) distance 
between data points. The estimate of geodesic distance 
divides into two classes. For, adjacent points, Euclidean 
distance in the input space provides a good 
approximation to geodesic distance and faraway points, 
geodesic space can be approximated by adding up a 
sequence of “short hops” between neighboring points. 
ISOMAP shares some recompense with PCA, LDA, and 
MDS, such as computational efficiency and asymptotic 
meeting guarantees, but with more agility to learn a 
broad class of nonlinear manifolds [15]. 

iii. Locally Linear Embedding 
Locally linear establish (LLE) is another 

approach which addresses the problem of nonlinear 
dimensionality decrease by computing low dimensional, 
neighborhood preserving embedding of high-
dimensional data. It is a method that is similar to 
ISOMAP in that it also constructs a chart representation 
of the data points. It describes the local property of the 
manifold in the region of a data point xi by writing the 
data point as a linear combination we (the so-called 
rebuilding weights) of its k nearest neighbors xij and 
attempts to retain the reconstruction weights in the linear 
combinations as well as possible [101][102]. 

iv. Laplacian Eigenmaps 
A directly related approach to locally linear 

embed is Laplacian eigenmaps. Given t point in «-
dimensional space, the Laplacian eigenmaps Method 
(LEM) start by constructing a biased graph with t nodes 
and a set of edges among adjacent points. Similar to 
LLE, the area graph can be constructed by finding the k 
nearest neighbors. The final objectives for both LEM and 
LLE contain the same form and change only in how the 
matrix is constructed [101]. 

v. Stochastic Neighbor Embedding 
Stochastic Neighbor Embedding (SNE) is a 

probable move toward that maps high dimensional data 
tip into a low dimensional subspace in a way that 
conserve the relative distances to near neighbors. In 
SNE, alike objects in the high dimensional space will be 
put near in the low dimensional space, and dissimilar 
objects in the high dimensional space will usually be put 
distant apart in the low dimensional gap [102]. A 
Gaussian distribution centered on a point in the tall 
dimensional gap is used to define the probability 
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sharing that the data point chooses other data points as 
its neighbors. SNE is better to LLE in observance the 
relative distances between every two data points. 

vi. Semi Definite Embedding (Sde) 
Semi definite Embedding (SDE), can be seen 

as a variation of KPCA and an algorithm is base on semi 
definite training. SDE learns a kernel matrix by 
maximizing the variance in feature space while 
preserving the space and angles among nearest 
neighbors. It has some interesting property: the main 
optimization is convex and sure to preserve certain 
aspects of the local geometry; the system always yields 
a semi positive definite kernel matrix; the eigen 
spectrum of the kernel matrix provides a guess of the 
basic manifold’s dimensionality; also, the system does 
not rely on guess geodesic distances between far away 
points on the manifold. This scrupulous combination of 
recompense appears unique to SDE. 

III. Contemprary affirmation of the 
recent literature 

a) Face recognition using 2 Dimensional PCA 
Sirovich and Kirby [2], [3] first used PCA to 

proficiently symbolize pictures of character faces. They 
dispute that any facial image could be renovated 
approximately as a prejudiced sum of a small group of 
images that define a facial origin (eigen images), and a 
mean representation of the face. Within this 
circumstance, Turk and Pentland [4] accessible the well-
known Eigen faces technique for face recognition in 
1991. Since subsequently, PCA has been widely 
investigated and has turned into one of the most 
successful move toward in face recognition [5], [6], [7], 
[8]. Penev and Sirovich [9] converse the problem of the 
dimensionality of the “face space”while Eigen faces are 
used for demonstration. Zhao and Yang [10] tried to 
describe for the arbitrary possessions of illumination in 
PCA-based apparition systems by generating a 
diagnostic closed form prescribed of the covariance 
matrix for the container with a special lighting 
circumstance and then generalizing to a random 
illumination via an illumination equation. However, 
Wiskott et al. [11] piercing out that PCA could not 
confine still the simplest invariance unless this in 
sequence is explicitly offered in the training information. 
They projected a technique known as expandable 
bunch graph matching to defeat the weaknesses of 
PCA. 

Recently, two PCA-related technique 
independent constituent analysis (ICA) and kernel 
principal component analysis (Kernel PCA) contain been 
of wide apprehension. Bartlett et al. [12] and Draper et 
al. [13] projected using ICA for face demonstration and 
found that it was enhanced than PCA when cosines 
were used as the comparison measure (however, their 
presentation was not considerably different if the 

Euclidean detachment is used). Yang [14] used Kernel 
PCA for face characteristic extraction and 
acknowledgment and showed that the Kernel Eigen 
faces technique outperforms the traditional Eigen faces 
method. However, ICA and Kernel PCA are together 
computationally more exclusive than PCA. The untried 
results in [14] demonstrate the ratio of the working out 
time required by ICA, Kernel PCA, and PCA is, on 
standard, 8.7: 3.2: 1.0. 

In the PCA-based face acknowledgment 
technique, the 2D face representation matrices must be 
formerly transformed into 1D representation vectors. The 
consequential image vectors of faces frequently lead to 
a high dimensional representation vector space, where it 
is complicated to assess the covariance matrix 
accurately owed to its large size and the comparatively 
small number of preparation samples. Fortunately, the 
eigenvectors (Eigen faces) can be considered efficiently 
via the SVD techniques [2], [3] and the procedure of 
generating the covariance matrix is essentially avoided. 
However, this does not involve that the eigenvectors can 
be assessed accurately in this way since the 
eigenvectors are statistically resolute by the covariance 
matrix, no substance what method is adopted to gain 
them. 

In this circumstance Jian Yang et al [1] 
developed a straightforward representation projection 
procedure, called two-dimensional principle component 
analysis (2DPCA) for representation feature extraction. 
As contrasted to conventional PCA, 2DPCA is the 
pedestal on 2D matrices slightly than 1D vectors. That 
is, the representation matrix does not require to be 
previously altered into a vector. Instead, a 
representation covariance prevailing conditions can be 
constructed openly using the original representation 
matrices. In contrast to the covariance matrix of PCA, 
the dimension of the image covariance matrix via 
2DPCA is much smaller. As a consequence, 2DPCA has 
two significant advantages over PCA. First, it is easier to 
assess the covariance matrix precisely. Second, less 
time is necessary to determine the equivalent 
eigenvectors. 

Observation: A new procedure for image feature 
withdrawal and demonstration two-dimensional principal 
constituent analysis (2DPCA) was urbanized. 2DPCA 
has many rewards over conventional PCA (Eigen faces). 
In the primary place, since 2DPCA is pedestal on the 
image matrix, it is simpler and further straight onward to 
use for image feature withdrawal. Second, 2DPCA is 
enhanced than PCA in terms of gratitude accuracy in all 
research. Although this trend appears to be consistent 
for dissimilar databases and conditions, in some 
research the differences in the presentation were not 
statistically momentous. Third, 2DPCA is 
computationally further efficient than  the PCA and it can 
pick up the speed of image attribute extraction 
considerably. However, it must be pointed out that 
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2DPCA-based image demonstration was not as capable 
as a PCA in terms of storage necessities, since 2DPCA 
requires further coefficients for image demonstration 
than PCA. There are tranquil some aspects of 2DPCA 
that earn further study. When a diminutive number of the 
primary components of PCA are worn to represent a 
representation, the mean square error (MSE) among the 
approximation and the unique pattern is negligible. 
Does 2DPCA have a comparable property? In 
accumulation, 2DPCA needs extra coefficients for image 
demonstration than PCA. Although, as a sufficient 
alternative to contract with this difficulty is to use PCA 
after2DPCA for extra dimensional reduction, it is 
motionless unclear how the width of 2DPCA could be 
summarized directed. 

IV. Face recognition using kernel 
based PCA 

Popular demonstration methods for face 
acknowledgment include Principle Component Analysis 
(PCA) [16], [17], [18], shape and consistency (‘shape-
free’ representation) of faces [10], [5], [21], [22], [23], 
and Gabor wavelet demonstration [24], [25], [26], [27], 
[28]. The discrimination technique often tries to achieve 
the function of high separability among the different 
model in whose classification one is concerned [18], 
[29]. Commonly used intolerance methods contain 
Bayes classifier and the MAP rule [30], [28], Fisher 
Linear Discriminant (FLD) [31], [4], [33], [23], and 
further recently kernel PCA technique [34], [38], [35], 
[36]. 

Chengjun Liu et al [1]
 
offered a novel Gabor-

based kernel principle
 

Component Analysis (PCA) 
technique by integrating the Gabor wavelet 
demonstration of face images and the kernel PCA 
technique for face recognition. Gabor wavelets [25], [37] 
principle

 
derives

 
attractive facial features distinguish by 

spatial frequency, spatial locality, and direction 
selectivity to cope with the dissimilarity due to 
illumination and facial appearance changes. The kernel 
PCA technique [38] is then extended

 
to include a 

fractional power polynomial replica for enhanced face 
recognition presentation. A fractional power polynomial, 
though, does not necessarily describe a kernel function, 
as it may not define a constructive semi-definite Gram 
matrix.

 
Note that the sigmoid kernels , one of the three 

modules of widely used kernel occupation (polynomial 
kernels, Gaussian kernels, and sigmoid kernels), do not 
essentially define a constructive semi-definite Gram 
matrix, either [38]. Nevertheless, the sigmoid kernels 
contain been effectively used in practice, such as in 
edifice support vector machines. In regulate to derive 
real kernel PCA skin, we apply only those kernel PCA 
eigenvectors that are connected with constructive 
eigenvalues.

 

Observation: Chengjun Liu et al [1] initiate a 
novel Gabor-based kernel PCA technique with fractional 
supremacy polynomial models for forward and pose-
angled face acknowledgment. Gabor wavelets first 
obtain desirable facial features distinguish by spatial 
frequency, spatial neighborhood, and orientation 
selectivity to survive with the variations due to 
clarification and facial appearance changes. The kernel 
PCA technique is then extended to comprise fractional 
power polynomial models for superior face recognition 
presentation. The feasibility of the Gabor-based kernel 
PCA technique with fractional power polynomial replica 
has been effectively tested on both fore and pose-
angled face recognition, via two data sets from the 
FERET catalog and the CMU PIE catalog, respectively. 

V. Gabor filters and KPCA for Face 
Recognition 

Over the previous ten years, many approaches 
enclose been attempted to decipher the face 
recognition difficulty [40] –[52]. One of the very 
flourishing and popular face acknowledgment methods 
is based on the principle components psychiatry (PCA) 
[40]. In 1987, Sirovich and Kirby [40] demonstrate that if 
the eigenvectors equivalent to a set of training face 
images are achieved, any image in that database can 
be optimally modernized using a linear weighted 
grouping of these eigenvectors. Their exertion explored 
the demonstration of human faces in a lower-
dimensional subspace. In 1991, Turk and Pentland [17] 
worn these eigenvectors (or Eigen faces as they are 
identified) for face acknowledgment. PCA was used to 
yield shelf directions that exploit the total scatter across 
all faces in the preparation set. They also extended their 
loom to the real time acknowledgment of a moving face 
illustration in a video sequence [53]. Another admired 
scheme for the dimensionality decline in face 
recognition is owing to Belhumeur et al. [4], Etemad and 
Chellappa [48], and Swets and Weng [31]. It is a 
pedestal on Fisher’s linear discriminant (FLD) analysis. 
The FLD uses division membership in sequence and 
develops a set of attribute vectors in which variations of 
dissimilar faces are emphasized while dissimilar 
instances of a face due to clarification conditions, facial 
expressions and orientations are de-emphasized. The 
FLD technique deals directly with inequity among 
classes whereas the eigen face acknowledgment (EFR) 
method deals with the information in its entirety without 
paying any exacting attention to the underlying class 
organization. It is generally supposed that algorithms 
pedestal on FLD are better to those based on PCA 
when adequate training samples are accessible. But as 
exposed in [54] this is not constantly the case. 

Methods such as EFR and FLD exertion quite 
well offer the input test pattern is a countenance, i.e., the 
face representation has already been harvested out of a 
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scene. The difficulty of recognizing faces in motionless 
images with a cluttered setting is more general and 
complicated as one does not recognize where a face 
pattern might emerge in a given representation. A good 
face recognition scheme must own the following two 
properties. It should:  
1) Detect and distinguish all the faces in a prospect, 

and  
2) No tainted classification of localized patterns as 

faces.  

Since faces are frequently sparsely dispersed in 
images, even a hardly any false alarms will cause to be 
the scheme ineffective. Also, the performance must not 
be too receptive to any threshold selection. Some effort 
to address this condition is discussed in [17], [30] 
wherever the use of reserve from eigen face spaces 
(DFFS) and reserve in eigen face gaps (DIFS) are 
suggested to distinguish and eliminate unrelated faces 
for vigorous face recognition in a muddle. In this revise, 
we show that DFFS and DIFS by themselves (in the non 
appearance of any in sequence about the background) 
are not adequate to discriminate against random 
background patterns. If the porch is set high, 
conventional EFR invariably ends up absent faces. If the 
threshold is subordinate to capture the face, the 
procedure incurs many counterfeit alarms. Thus, the 
proposal is quite susceptible to the option of the 
threshold value. 

One possibility looms to handle muddle in still 
images is to use a superior face detection component to 
find face prototype and then feed only these prototype 
as inputs to the traditional EFR proposal. Face detection 
is a study problem in itself and different approaches 
exist in the prose [55], [56], [57]. Most of the work 
imagines the pose to be forward. For a recent and 
inclusive survey of face recognition techniques, see 
[58], [59]. Rajagopalan et al [39] projected a new 
methodology inside the PCA framework to robustly 
distinguish faces in a given test representation with 
background muddle (see figure 2). Toward this end, 
assemble an “eigen background space” which 
symbolize the distribution of the conditions images 
equivalent to the given analysis image. The background 
is educated “on the fly” and provides a resonance basis 
for eradicating false alarms. An appropriate outline 
classifier is resulting and the eigen conditions space 
together with the eigen face gap is used to concurrently 
detect and distinguish faces.   
 

 

Fig. 2 : Architecture of the projected system. (a) Working 
out of Eigen faces. (b) Structure of eigen background 

space. (c) Face detection and acknowledgment 

Linear subspace analysis, which regard as a 
feature space as a linear arrangement of a set of bases, 
has been extensively used in face acknowledgment 
applications. This is generally due to its usefulness and 
computational efficiency for aspect extraction and 
demonstration. Different criteria will construct different 
bases and, accordingly, the transformed subspace will 
also have dissimilar properties. Principal constituent 
analysis (PCA) [16], [17] is the most admired technique; 
it produces a set of orthogonal bases that confine the 
directions of maximum discrepancy in the training 
information, and the PCA coefficients in the subspace 
are not associated. PCA can preserve the global 
configuration of the image gap, and is optimal in terms 
of demonstration and reconstruction. Because simply 
the second-order addiction in the PCA coefficients are 
abolished, PCA cannot capture even the simplest 
invariance except this in sequence is explicitly offered in 
the training information [64]. Independent constituent 
analysis (ICA) [65], [28] can be considered a 
simplification of the PCA, which aims to find some self-
governing basis by methods receptive to high-order 
statistics. However, [67], [68] description that ICA gave 
the same, occasionally even a little worse, 
acknowledgment accuracy as PCA. Linear discriminant 
psychiatry (LDA) [4] seeks to find a linear conversion 
that maximizes the between-class distribute and 
minimizes the within-class distribute, which preserve the 
discriminating in sequence and is suitable for 
acknowledgment. However, this method needs further 
than one image per person as a preparation set; 
furthermore, [54] shows that PCA can better LDA when 
the training set is small, and the previous is less 
sensitive to different preparation sets. Locality 
preserving protuberance (LPP) [71] obtains a face 
subspace that finest detects the necessary face 
manifold structure, and conserve the local in sequence 
about the image gap. When the proper aspect of the 
subspace is selected, the acknowledgment rates using 
LPP are enhanced than those using PCA or LDA, based 
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on dissimilar databases. However, this termination is 
achieved only if multiple preparation samples from each 
person are obtainable; otherwise, the LPP will give a 
comparable performance level as PCA. With the Cover’s 
theorem, nonlinearly distinguishable patterns in an effort 
space will become linearly distinguishable with a high 
prospect if the input space is transformed nonlinearly 
into a high-dimensional characteristic space [72]. We 
can, therefore, map a contribution image into a high-
dimensional characteristic space, so that linear 
discriminant methods can then be engaged for face 
acknowledgment. This mapping is usually recognized 
via a kernel function [38] and, according to the 
technique used for recognition in the high-dimensional 
characteristic space, we have a set of kernel-based 
technique, such as the kernel PCA (KPCA) [38], [34], 
[36], [76] or the kernel Fisher discriminant psychiatry 
(KFDA) [77], [78], [79], [80]. KPCA and KFDA are linear 
in the high-dimensional characteristic space, but 
nonlinear in the low-dimensional representation space. 
In other expressions, these methods can determine the 
nonlinear structure of the face descriptions, and encode 
higher order information [76]. Although kernel-based 
technique can overcome many of the confines of a 
linear transformation, [71] piercing out that none of 
these methods openly consider the structure of the 
various on which the face images perhaps reside. 
Furthermore, the kernel purpose used are devoid of 
explicit physical connotation, i.e., How and why a kernel 
purpose is suitable for an outline of a human face, and 
how to gain a nonlinear organization useful for 
discrimination. 

In this context, Xudong Xie et al [60] projected a 
novel method for face acknowledgment, which uses 
only image per person for training, and is vigorous to 
lighting, expression and perception variations. In this 
technique, the Gabor wavelets [28], [81], [82] are worn 
to extract facial skin, then a Doubly nonlinear plot Kernel 
PCA (DKPCA) is proposed to complete the feature 
conversion and face recognition. Doubly nonlinear plot 
means that, besides the predictable kernel purpose, a 
new mapping purpose is also defined and used to 
accentuate those features having superior statistical 
probabilities and spatial significance of face images. 
More purposely, this new mapping function regard as 
not only the statistical allocation of the Gabor features, 
but also the spatial in sequence about human faces. 
After this nonlinear plot, the transformed features have a 
superior discriminating power, and the significance of 
the feature adapts of the spatial significance of the face 
images. Therefore, it has the capability to reduce the 
effect of characteristic variations owing to illumination, 
appearance and perspective interruption.  

Observation: Xudong Xie et al [60] dispute that 
in the context of facial expressions as features to 
distinguish faces PCA based face acknowledgment 
models are not constant. Hence projected a novel 

especially nonlinear mapping Gabor-based KPCA for 
human countenance recognition. In this loom, the Gabor 
wavelets are used to mine facial features, then a 
particularly nonlinear mapping KPCA is projected to 
perform feature conversion and face recognition. 
Compared with the conservative KPCA, an additional 
nonlinearly mapping is carried out in the original space. 
Our new nonlinear plot not only considers the 
arithmetical property of the input skin texture, but also 
adopts an eigen mask to accentuate those features 
derived from the significant facial feature points. 
Therefore, after the mappings, the distorted features 
have a higher discriminant supremacy, and the 
significance of the feature adapts of the special 
significance of the face image. In categorize to improve 
the face recognition accurateness Jie ZOU et al [61] 
proved that merge multi-scale Gabor features or multi-
resolution LBP skin generally achieves higher 
categorization accuracy than the character feature sets, 
which is not measured in the model projected by 
Xudong Xie et al [60], also not measured that Gabor 
features are susceptible to high incline and their 
orientations. 

VI. ICA and PCA compatibility for Face 
Recognition 

Recently, a technique closely related to PCA, 
self-governing component analysis (ICA) [83], has 
acknowledged wide attention. ICA can be observed as a 
generalization of PCA, while it is concerned not only with 
second-order addiction between variables but also with 
high-order dependencies among them. PCA makes the 
information un-correlated while ICA makes the 
information as independent as potential. Generally, 
there are two influences for using ICA for face 
demonstration and recognition. First, the high-order 
associations between image pixels may hold information 
that is important in acknowledgment tasks. Second, ICA 
seeks to find the guidelines such that the projections of 
the information into those directions contain maximally 
“non-Gaussian” distributions. These ridges may be 
interesting and useful in categorization tasks [83], [86]. 
Bartlett et al. [84], [65] here along with the first to apply 
ICA to face representation and appreciation. They used 
the Infomax algorithm [87], [88] to realize ICA and 
recommended two ICA architectures (i.e., ICA 
Architectures I and II) for face demonstration. Both 
architectures were appraised on a subset of the FERET 
face record and were found to be successful for face 
recognition [65]. Yuen and Lai [90], [91] assume the 
fixed-point algorithm [89] to attain the independent 
mechanism (ICs) and used a householder transform to 
increase the least square solution of a face 
representation for representation. Liu and Wechsler [92], 
[28], [94] worn an ICA algorithm given by frequent [100] 
to perform ICA and assessed its presentation for face 
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recognition. All of these researchers maintain that ICA 
outperforms PCA in face acknowledgment. Other 
researchers, though, reported differently. Baek et al. [95] 
description that PCA outperforms ICA as Moghaddam 
[36] and Jin and Davoine [97] reported no major 
performance difference between the two methods. 
Socolinsky and Selinger [98] description that ICA 
outperforms PCA on observable images but PCA 
outperforms ICA on infrared descriptions. 

 

Fig. 1 : Illustration of the ICA progression for feature 
removal and classification 

Recently, Draper et al. [99] endeavor to account 
for these actual contradictory results. They retested ICA 
and PCA on the FERET face catalog with 1196 
individuals and completed a comprehensive 
assessment of the performances of the two techniques 
and found that the relative presentation of ICA and PCA 
generally depends on the ICA architecture and the 
detachment metric. Their investigations consequences 
showed that: 1) ICA Architecture II with the cosine 
detachment significantly outperforms PCA with L1 (city 
wedge), L2 (Euclidean), and cosine detachment metrics. 
This is dependable with Bartlett and Liu’s results; 2) PCA 
with the L1 detachment outperforms ICA Architecture I. 
This is an errand of Baek’s results; and 3) ICA was 
planning II with L2 still significantly outperforms PCA with 
L2, even if the degree of consequence is not as great as 
in the ICA Architecture II with cosine over PCA. 
Moreover, it must be noted that this last consequence is 
still inconsistent among Moghaddam and Jin’s results. 
An interesting by merchandise of comparative examine 
into ICA and PCA is the finding that dissimilar versions 
of ICA algorithms seem to execute equally in face-
recognition errands. Moghaddam [36] show that the 
basis images resulting from Hyvärinen’s fixed-point 
algorithm is very similar to those from Cardoso’s JADE 
algorithm [104]. Draper et al. [99] substantiate that the 
presentation dissimilarity between Infomax algorithm 
[87] and FastICA [89], [103] is irrelevant. 

The preceding researchers [84], [99] usually 
use standard PCA as the baseline algorithm to assess 
ICA-based face-recognition scheme. This, however, 
begs the difficulty as to whether typical PCA is a good 
choice for appraising ICA. The ICA process, as exposed 
in Fig. 1, involves not only a PCA procedure but also a 
whitening treads. After the whitening tread, we get the 
whitened PCA skin tone of information. How is the 
presentation of these whitened PCA features in disparity 
to standard PCA features and ICA features? This 
concern has not been addressed yet. The purpose of 
the whitening step, mainly its potential effect on the 
recognition presentation, is still unclear. In the container 

where the performance of ICA is considerably different 
from that of PCA, it is critically significant to determine 
what causes this dissimilarity, whether it is the whitening 
procedure or the succeeding pure ICA projection. 

If the whitened PCA skin texture can perform as 
well as ICA features, it is definitely unnecessary to use a 
computationally exclusive ICA projection for additional 
processing. It seems that typical PCA is not as an 
appropriate baseline algorithm as “PCA + Whitening” 
(whitened PCA) for assessing ICA. 

In this circumstance, Jian Yang et al [82] 
evaluate two ICA-based image representation 
architectures (see figure 3) and get that ICA Architecture  
 I involves a vertically centered PCA progression 
(PCA I), while ICA planning  
 II involves a whitened flat centered PCA 
progression (PCA II).  

 
(a) 

 
(b) 

Fig. 2 : Basis images equivalent to ICA Architecture I 
and ICA Architecture II. (a) Origin images equivalent to 
ICA Architecture I. (b) Basis images matching to ICA 

Architecture II 

Therefore, it is usual to use these two PCA 
descriptions as baseline algorithms to check the 
performance of ICA-based face-recognition scheme. It 
should be confirmed that in this correspondence, our 
objective is not to find whether ICA or PCA is enhanced 
but to investigate first what position the PCA whitening 
stride and centering mode cooperate in the ICA-based 
face recognition scheme and second what effect the 
pure ICA protuberance has on the presentation of face 
recognition. We also consider how the performances of 
two ICA architectures depend on their correlated PCA 
versions. It is hoped that this examination may clarify 
why ICA outperforms PCA in some cases and why not in 
additional cases. 

 

Fig. 3 : Design of two ICA-based image-representation 
architectures 

©  2012 Global Journals Inc.  (US)
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Observation: By examining two ICA-based 
image depiction architectures and establish that Ist ICA 
Architecture absorb a vertically centered PCA process 
(PCA I), while IInd ICA Architecture involves a whitened 
flat centered PCA process (PCA II). In this procedure 
then used these two PCA descriptions as baseline 
algorithms to reconsider the performance of ICA-based 
face-recognition scheme. From the testing results 
explored, it is considerable to conclude that  

• First, there is no important performance dissimilarity 
between ICA Architecture I (II) and PCA I (II), though 
in some cases, there is a significant dissimilarity 
between ICA Architecture I (II) and typical PCA.  

• Second, the presentation of ICA strongly depends 
on the PCA procedure that it involves. Pure ICA 
outcrop seems to have only a trivial effect on 
presentation in face recognition. 

• Third, the centering manner and the whitening step 
in the PCA I (or II) play a vital role in inducing the 
presentation differs among ICA Architecture I (II) 
and typical PCA. 

The added selective power of the “independent 
features” fashioned by the pure ICA ledge is not so 
satisfying. Therefore, the prospect task is to explore 
successful ways to attain more power self-governing 
features for face demonstration. 

VII.
 

Super-resolution as a feature in 
Face recognition

 

Super-resolution is flattering gradually more 
important for several multimedia applications [106]. It 
refers to the process of rebuilding

 
a high-resolution 

image from low-resolution frames. Most techniques 
[107],

 
[108],

 
[109],

 
[110],

 
[111] assume knowledge of 

the statistical warp of each study and the nature of the 
blur. However, the efficiency of such rebuilding-

 
based 

super-resolution algorithms, that do not include any 
exact previous information concerning the image being 
super-resolved, has been exposed to be inherently 
partial [112], [113]. A learning-based method has been 
recommended in [112] to super-resolve face images. It 
uses a prioritized based on the fault among the gradient 
values of the corresponding high-resolution pixel in the 
training image and in the expected image. But this 
makes

 
it sensitive to image arrangement, scale, and 

noise. Gunturk et al. [114] perform super-resolution in 
the eigen face

 
spaces. Since their aim is face 

recognition, they rebuild only the weights along the 
principal components in its place of trying to make a 
high-resolution approximation that is visually superior. In 
[115], a method exists

 
which super-resolves face by first 

finding the finest fit to the comments in the eigen face
 

domains. A patch-based Markov network is then used to 
attach remaining high-frequency content. Some 

additional learning-based approaches are discussed in 
[116], [117], [118]. 

In this environment a substantial model referred 
as "learning-based method for super-resolution of faces 
that uses kernel principal component analysis (PCA) to 
get previous knowledge concerning the face class" 
introduced by Ayan Chakrabarti et al [105]. Kernel PCA 
is a nonlinear extension of traditional PCA for capturing 
higher-order correlations in a data set. The proposed 
model is using kernel PCA to take out valuable previous 
information in a computationally well-organized manner 
and shows that it can be used within a maximum a 
posteriori (MAP) framework along with the observation 
model for improving the quality of the super-resolved 
face image.  

Observation: Ayan Chakrabarti et al [105] 
proposed a learning-based method for super-resolution 
of face images that use kernel PCA to construct a 
previous model for frontal face images. This model is 
used to normalize the rebuilding of high-resolution face 
images from blurred and noisy low-resolution remarks. 
By nonlinearly mapping the face images to a higher-
dimensional characteristic space and performing PCA in 
the characteristic space, we capture higher-order 
correlations there in face images. The presentation of 
the proposed Kernel-base face hallucination is required 
to be confirmed by competing with low resolution (LR) 
face image and the rebuild high resolution (HR) image 
recognition models. This method is based on global 
approaches in the sense that processing is done on the 
entire of LR images concurrently. This inflicts the 
constraint that all of the training images should be 
internationally similar, which terminate that they should 
be a similar class of objects. Therefore, the global 
approach is appropriate for images of an exacting class 
such as facial images and fingerprint images. However, 
since the global approach needs the supposition that all 
of the training images are in the same class, it is hard to 
apply it to arbitrary images. In the similar context, an 
application of the Hebbian algorithm is described, where 
kernel PCA is used for image zooming by prognostic an 
interpolated version of the low-resolution image onto the 
high-resolution principal subspace. The method is, 
however, partial to using a single image and does not 
include any knowledge of the imaging process. 

VIII. Face sketches recognition 

Face sketching is a forensic method that has 
been regularly used in criminal investigations [120], 
[121]. The achievement of using face sketches to 
recognize and capture fugitives and criminal suspects 
has often been revealed in the media coverage, mainly 
for high-profile cases [122], [123]. As a special forensic 
art, face sketching is usually done manually by police 
sketch artists. As an effect of fast advancements in 
computer graphics, realistic animations, human 
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computer interaction, visualization, and face biometrics, 
complicated facial composite software tools have been 
manufacturing and utilized in law enforcement agencies. 
A latest national survey has pointed out that about 80% 
of state and local police departments in the U.S. have 
used the facial composite software, and about 43% of 
them still relied on trains forensic artists [124]. 

However, there are concerns regarding the 
correctness of face sketches, mainly those generated by 
software. Studies have shown that software kits were 
lower to well-trained artists [125], [126]. One of the 
disadvantages of composite systems is that they follow 
a “piecemeal” approach by adding up facial features in 
a remote manner. In contrast, artists tend to use a more 
“holistic” plan that highlight the overall structure. 
Considerable hard work has been made to put together 
holistic dimensions into composite systems, using rated 
psychological parameters and clever to develop face 
models [127], [128]. Recently, a caricaturing procedure 
has been employed to additional progress the 
presentation of facial composite systems [129]. The 
quality of a sketch (whether by software or an artist) is 
dependent upon a lot of factors such as an artist’s 
drawing skill and experience, the exposure time for a 
face, and uniqueness of a face, as well as the memory 
and emotional position of eyewitnesses or victims [120], 
[121], [125], [130], [131]. The impacts of these factors 
on sketch excellence and their complex 
interrelationships have not been well understood on a 
quantitative basis.  

Sketch-recognition research is powerfully 
provoked by its forensic applications. The previous 
works include a study of matching police sketches to 
mugshot photographs [132]. Sketches were first altered 
into pseudo photographs through a sequence of 
standardizations and were then evaluated with 
photographs in an eigenspace. Tang and Wang [133] 
reported a further complete investigation on hand-drawn 
face sketch recognition. They developed a photograph-
to-sketch alteration method that synthesizes sketches 
from the original photographs. The method improves the 
resemblance between the sketches drawn by artists and 
the synthesized sketches. They also establish that the 
algorithms performed competitively with humans using 
those sketches. In [134] and [135], they further 
proposed an altered function that treats the shape and 
texture individually and a multi scale Markov random 
field model for sketch synthesis. Recently, a study on 
searching sketches in mugshot databases has been 
reported [136]. Sketch–photograph identical was 
performed using a set of extracting local facial features 
and global capacity. Sketches were drawn with 
composite software, and no alteration was applied to 
sketches or photographs. Along a a little different 
research line of using caricature model for face 
representation and recognition, Wechsler et al. [137] 
provided a framework based on the self-organization 

characteristic map and found that caricature maps can 
improve the differences between subjects and hence, 
enhance the recognition rate. 

Information fusion is a significant method for 
improving the presentation of various biometrics [138], 
[62], [85], including face, fingerprint, voice, ear, and 
gait. Bowyer et al. [69] have established that a multi 
sample approach and a multimodal approach can 
accomplish the same level of performance. Large 
increases in face-recognition correctness were also 
reported in studies of multiple video frame fusion [47], 
[32], [42]. In research of evaluating face composite 
recognition [96], it was establish out that the mixture of 
four composite faces through morphing was rated 
improved or as good as the best individual face. 
Therefore, it is natural to argue that the fusion of multiple 
sketches may also add to the chance of finding a 
correct sketch–photograph match. Multi sketch fusion 
can be carried out using the sketches from the similar 
artist or the sketches from different artists. 

Yong Zhang et al [119] motivated by face 
composite recognition [96] suitable to its potentiality to 
offer more diverse information regarding a face. And 
then performed a qualitative approach to analyze Hand-
Drawn Face Sketch Recognition by Humans and a PCA-
Based Algorithm for Forensic Applications. Another 
issue that subjective the work carried out by Yong 
Zhang et al [119] is, if the sketches resultant from 
different eyewitnesses are assumed to be mostly non 
correlated, multi sketch fusion may cancel out definite 
recognition errors. 

With these influencing factors Yong Zhang et al 
[119] study the efficiency of hand-drawn sketches by 
comparing the performances of human volunteers and a 
principle component analysis (PCA) -based algorithm. In 
the process of making simpler the task, the sketches 
were obtained under an “ideal” condition:  

Artists drew sketches by looking at the faces in 
photographs without a time constraint. This type of 
sketches permits us to address some basic issues that 
are of interest to both criminal investigators and 
researchers in biometrics and cognitive psychology:  
1) Does the face sketch recognition rate alter very 

much from one artist to another? If so, we may 
harness the inter artist difference through a multi 
sketch fusion method;  

2) The ideal sketches can be used to set up a 
recognition baseline to benchmark the performance 
of sketches that are drawn under a more forensically 
sensible condition; and  

3) In a sketch–photograph matching, does human 
vision use a certain sketch or photo metric cues 
more power than a computer algorithm, or vice 
versa? What kinds of sketch features are more 
informative to human vision or the algorithm? How 
can the forensic artists and composite software 
developers advantage of the findings? 

©  2012 Global Journals Inc.  (US)
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Observation: By the qualitative study explored 
by Yong Zhang et al [119], we can observe that  
1) There is a big inter artist difference in terms of 

sketch recognition rate, which is likely associated 
with the drawing styles of artists rather than their 
talent. 

2) Since multi sketch fusion can considerably develop 
the recognition rate as being observed in both PCA 
tests and human evaluations, using multiple artists 
in a criminal investigation is suggested. 

3) Other than the correctness of major sketch lines, 
pictorial details such as shadings and skin textures 
are also helpful for recognition. 

4) Humans showed a better performance with the 
cartoon like sketches (considered as more difficult), 
given the particular data set used in this study. 
However, considering the fact that a PCA algorithm 
is more sensitive to intensity difference, it is not 
clear whether human vision is more broadminded 
about face degradation in general. More study 
efforts are wanted, mainly those that use shape 
information extracted by an active appearance 
model. 

5) Human and PCA performances seem gently 
correlated, based on the correlation analysis results, 
although experiments relating more artists and 
sketch samples are required. 

6) Score level fusion with the sum rule seems efficient 
in combining sketches of dissimilar styles, at least 
for the case of a small number of artists. 

7) PCA did a better job in recognizing sketches of less 
characteristic features, while humans utilized tonal 
cues more professionally. However, cautions should 
be taken when commerce with sketches that have 
been processed by advanced alteration functions 
[133], [134] because those functions may alter the 
textures and hence, the tonality of a sketch 
considerably. 

8) It is value mentioning that sketch–photograph 
matching is more demanding than photograph–
photograph matching because a sketch is not a 
simple copy of a face but rather the one apparent 
and rebuild by an artist. Therefore, we may have 
much more to increase by examining how humans 
and computer recognize sketches and caricatures. 

9) One significant issue is that the sketches that are 
drawn based on the verbal descriptions of 
eyewitnesses may effect in a much inferior 
recognition rate because of the uncertainties related 
to the memory loss of eye witnesses. Therefore, 
more thorough investigations are wanting to 
address different issues related to sketching 
recognition under a forensically realistic setting, 
such as the impact of target delay [45]. In [45], face 
building was conducted with a two-day delay, and 
the manually generated sketches have been found 

to be outperformed other traditional face build 
methods. 

10) Another talented research direction is to rebuild a 3-
D sketch model from the original 2-D sketches. 
Using the 3-D model, a series of 2-D sketches of 
dissimilar view angles can be generated to make 
easy the identified purpose. This 3-D modeling 
approach can be helpful in the cases where a 
subject was non cooperative and observed at a 
distance [41]. 

IX. Conclusion 

One of the face recognition methodology is the 
holistic approach that takes the whole face image as a 
raw data and recognizes the face. In other methodology 
referred as  feature based approach, the objectives of a 
face like mouth, nose and eyes are extracted and then 
attempt to recognize the face. The third methodology 
labelled as hybrid approach is the combination of both 
the Holistic and feature based methods. This paper 
concentrated on the contemporary affirmation of the 
recent literature on face recognition techniques. The 
three processes necessarily are done are face 
detection,  dimensionality reduction and face 
recognition. The dimensionality reduction is used to 
solve the curse of dimensionality. It can be divided into 
two parts they are Feature Extraction and Feature 
Selection. The feature extraction process can be broadly 
classified into four types they are linear method, 
nonlinear methods, Multi linear methods and tensor 
space methods. Here in this paper we reviewed the 
information about the various methods included in the 
linear and nonlinear feature extraction process. 

PCA, LDA and ICA are the most well known 
linear feature extraction process for the past more than 
10 years whereas KPCA, ISOMAP, LLE are the famous 
technique in non linear feature extraction. Now the 
researchers are concentrating on combining both linear 
and nonlinear methods to reduce the dimensionality 
reduction and also for feature extraction methods. The 
contribution of this paper is to identify the research 
scope in  face recognition methods and given details 
about the models that are cited in recent literature. 
Though There are so many techniques available, still 
there are issues such as higher level dimensionality, 
resolution changes and divergent expressions, which is 
an evidence of future research scope in face recognition 
systems. The future work will concentrate on the issues 
claimed. 
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learning algorithm to effectively adjust a boosted strong classifier with domain-partitioning weak 
hypotheses to online samples, which adopts a novel approach to efficient estimation of training 
losses received from offline samples. An illumination invariant face representation is obtained by 
extracting local binary pattern (LBP) features NIR images. The Ada-boost procedure is used to learn 
a powerful face recognition engine based on the invariant representation. We use Incremental linear 
discriminant analysis (ILDA), in case of sparse function for active near infrared (NIR) imaging system 
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accuracy by changes in environmental illumination The experiments show convincing results of our 
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A Robust Online Method for Face Recognition 
Under Illumination Invariant Conditions 

S.M. Riyazoddin α & M. Janga Reddy α 

Abstract - In case of incremental inputs to an online face 
recognition with illumination invariant face samples which 
maximize the class-separation criterion but also incorporates 
the asymmetrical property of training data distributions. In this 
paper we alleviate this problem with an incremental learning 
algorithm to effectively adjust a boosted strong classifier with 
domain-partitioning weak hypotheses to online samples, 
which adopts a novel approach to efficient estimation of 
training losses received from offline samples. An illumination 
invariant face representation is obtained by extracting local 
binary pattern (LBP) features NIR images. The Ada-boost 
procedure is used to learn a powerful face recognition engine 
based on the invariant representation. We use Incremental 
linear discriminant analysis (ILDA), in case of sparse function 
for active near infrared (NIR) imaging system that is able to 
produce face images of good condition regardless of visible 
lights in the environment accuracy by changes in 
environmental illumination The experiments show convincing 
results of our incremental method on challenging face 
detection in extreme illuminations. 
Keywords : Incremental learning; online and offline; Ada-
boost; sparse function. 

I. INTRODUCTION 

uring the past decade, face recognition has 
drawn significant attention from the perspective of 
different applications [1, 2]. A general statement 

of the face recognition problem can be formulated as 
follows [2, 3]. Given still or video images of a scene, the 
problem is to identify or verify one or more persons in the 
scene using a stored database of faces. Face 
recognition under varying lighting conditions is 
challenging, especially for single image based 
recognition system. Exacting illumination invariant [4] 
features is an effective approach to solve this problem. 
However, existing methods are hard to extract both multi-
scale and multi-directivity geometrical structures at the 
same time, which is important for capturing the intrinsic 
features of a face image. The environment surrounding a 
face recognition application can cover a wide spectrum – 
from a well controlled environment to an uncontrolled 
once, means offline respect to online [5].  

In a controlled environment, frontal and profile 
photographs of human faces are taken complete with a 
uniform background and identical poses among the 
participants. In the case of uncontrolled environment, 
recognition of  human  faces  is  to  be  done  at  different  
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scales, positions, luminance and orientations; facial hair, 
makeup and turbans etc. In conditions such as these, 
invariance to changing lighting is perhaps the most 
significant   practical   challenge   for    face    recognition 
algorithm boosting. The illumination setup in which 
recognition is performed is in most cases impractical to 
control, its physics difficult to accurately model and 
recover, with face appearance differences due to varying 
illumination often larger in magnitude than those 
differences between individuals Additionally, the nature 
of most real-world applications is such that prompt, often 
real-time system response is needed, demanding 
appropriately efficient as well as robust matching 
algorithms [6]. This challenging and interesting problem 
has attracted researchers from various background i.e., 
psychology, pattern recognition, neural networks, 
computer vision and computer graphics [7]. The 
challenges associated with face recognition can be 
attributed to the following factors: 
• Pose: The images of a face vary due to the relative 

camera-face pose (frontal, tilted, profile, upside 
down). 

• Presence or absence of structural components:  
Facial features such as beards, mustaches, and 
glasses may or may not be present and there is a 
great deal of variability among these components 
including shape, color and size.  

• Facial expression and emotions: The appearance of 
faces is directly affected by a person’s facial 
expression and emotions. 

• Occlusion: Faces may be partially occluded by other 
objects. For an example, in an image with a group of 
people, some faces may partially occlude other 
faces. 

• Image orientation: Face images directly vary for 
different rotations about the camera’s optical axis. 

• Imaging conditions: When the image is formed, 
factors such as lightning and camera characteristics 
affect the appearance of a face. 

In general, face recognition algorithms can be 
divided into two groups based on the face representation 
[8], they are: 
• Appearance-based which uses holistic texture 

features and is applied to either whole-face or 
specific regions in a face image. 

D 
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• Feature- based which uses geometric facial features 
(mouth, eyes, brows, cheeks etc.) and geometric 
relationships between them. 

Holistic based method uses the whole face 
region as input to the recognition system. Subspace 
analysis is done by projecting an image into a lower 
dimensional subspace formed with the help of training 
face images and after that recognition is performed by 
measuring the distance between known images and the 
image to be recognized. The most challenging part of 
such a system is finding an adequate subspace. Some 
well known face recognition algorithms for face 
recognition are Principal Component Analysis (PCA), 
Independent Component Analysis (ICA), Linear 
Discriminant Analysis (LDA) [9, 10], Incremental LDA 
allows highly efficient learning to adapt to new data sets. 
A solution closely agreeing with the batch LDA result 
can be obtained with far lower complexity in both time 
and space; there are very few works on incremental 
learning for sparse LDA. Computational models of faces 
have been an active area of research since late 1980s, 
for they can contribute not only to theoretical insights 
but also to practical applications, such as criminal 
identification, security systems, image and film 
processing, and human-computer interaction, etc.  

One of the difficulties might be due to the fact 
that the sparse LDA problem is non-convex and NP-
hard. It is not straightforward to design an incremental 
solution for sparse LDA. Computation cost and memory 
requirements for training an AdaBoost detector are 
extremely high. Viola and Jones spent weeks on training 
a detector with 6060 features (weak learners) on a face 
training set of 4916, the fast implementation of 
AdaBoost methods and forward feature selection (FFS) 
for fast training under online boosting. The illumination 
based incremental LDA [11,12] algorithm can also be 
incorporated into a classic semi-supervised learning 
framework and applied to many other problems in which 
LDA-like discriminant components are required. 
However, developing a computational model of face 
recognition is quite difficult, because faces are complex, 
multidimensional, and subject to change over time [13, 
14]. 

II. ILLUMINATION INVARIANT 

First, A traditional method for dealing with 
illumination changes in tracking algorithm has been to 
use illumination invariant features [1, 11], such as edges. 
In principle, the entire sets of contour-tracking algorithms 
are invariant to illumination. However, the computer 
vision community has recently witnessed the 
development of several excellent tracking methodologies 
that are based primarily on tracking photometric, i.e. 
illumination dependent, variables (such as intensity, 
color, or texture). Second, Shadow compensation 
method that compensates for illumination variation in a 

face image so that the image can be recognized by a 
face recognition system designed for images under 
normal illumination condition. Generally, human faces 
are similar in shape in that they are comprised of two 
eyes, a nose and a mouth. Each of these components 
forms a shadow on a face, showing distinctive 
characteristics depending on the direction of light in a 
fixed pose. By using such characteristics generated by 
the shadow, we can compensate for illumination 
variation on a face image caused by the shadow and 
obtain a compensated image that is similar to the image 
taken under frontal illumination. There could be two 
approaches to illumination invariant face recognition: by 
a highly nonlinear face matching engine with an 
illumination variant representation or by an illumination 
invariant face representation with a less complicated face 
matching engine. Work in illumination invariant face 
recognition focused on image representations that are 
mostly insensitive to changes in illumination the image 
representations and distance measures are evaluated on 
a tightly controlled face database which varied face 
pose, illumination and expression. The image 
representations include edge maps, 2D Gabor-like filters, 
first and second derivatives of the gray-level image and 
the logarithmic transformations of the intensity image 
along with these representations; under normal 
illumination condition shown in figure 1. 

 

Figure 1 : Common conditions of illumination-invariant 

Generally, human faces are similar in shape in 
that they are comprised of two eyes, a nose and a mouth 
algorithm for illumination-invariant change detection that 
combines a simple multiplicative illumination model with 
decision theoretic approaches to change detection. The 
core of our algorithm is a new statistical test for linear 
dependence color of vectors observed in noise. This 
criterion can be employed for a significance test, but a 
considerable improvement of reliability for real-world 
image sequences is achieved if it is integrated into a 
Bayesian framework that exploits spatial-temporal 
contiguity and prior knowledge about shape and size of 
typical change detection masks. 

a) Extrapolation in Illumination Specifications 
The Recognition in uncontrolled situations is one 

of the most important bottlenecks for practical face 
recognition systems. We address this by combining the 
strengths of robust illumination normalization, local 
texture based face representations and distance 
transform based matching metrics [11]. Specifically, here 
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make three main contributions: (i) we present a simple 
and efficient preprocessing chain that eliminates most of 
the effects of changing illumination while still preserving 
the essential appearance details that are needed for 
recognition; (ii) we introduce Local Ternary Patterns 
(LTP), a generalization of the Local Binary Pattern (LBP) 
local texture descriptor that is more discriminant and less 
sensitive to noise in uniform regions; and (iii) we show 
that replacing local histogramming with a local distance 
transform based similarity metric further improves the 
performance of LBP/LTP based face recognition, which 
is an illumination invariant signature, to generate face 
images under arbitrary illumination conditions  proposed 
a method to eliminate the influence due to illumination 
variation by using a 2D shape model, which separates 
an input image into a texture model and a shape model 
for retaining shape information.  

An incremental method is tries to alleviate the 
effect of uneven illumination by using the techniques of 
local normalization of local binary pattern. In order to 
handle pose variation, Pentland [2], proposed a view-
based Eigen-space method and Huang, used a neural 
network with a view-specific eigen-faces for face 
recognition [6, 7]. 

Ralph Gross, presented the concept of light field 
to characterize the continuous pose space, and (Liu-
2005), are proposed a Gabor-based kernel PCA using 
Gabor wavelets and a kernel. However, most of 2D 
image-based methods deal with either illumination or 
pose variation, and so it is difficult to apply them directly 
when both illumination and pose variations are present. 

b) Face recognition under low illumination and high 
Dirt 

It is difficult to exclude impact of human factor 
upon recognition result. In condition of environment and 
light factor is fully effective on camera properties and 
performance and it is defected accuracy of result, 
although fingerprint identity recognition technology has 
been mature. However, it is not applicable to a 
complicated environment under low illumination and high 
dirt [1, 6, 11]. Low illumination and high dirt identity 
recognition technology based on facial features has an 
extensive application prospect since it is needed in many 
industry sectors. Under low illumination and high dirt 
environment, compared with other biological features 
(fingerprint, voice, DNA, etc.), it is the most direct and 
natural method to use facial features in identity 
verification technology. 

c) Illumination by Sparse Function representation 
In the statistical signal processing community, 

the algorithmic problem of computing sparse linear 
representations with respect to an over complete 
dictionary of base elements or signal atoms has seen a 
recent surge of interest. Much of this excitement centers 
on the discovery that whenever the optimal 
representation is sufficiently sparse, it can be efficiently 

computed by convex optimization [9], even though this 
problem can be extremely difficult in the general case. 
We exploit sparse representation [1, 2] for robust visual 
tracking with the intuition that the appearance of a 
tracked object can be sparsely represented by its 
appearances in previous frames. One reason often 
asserted for the superiority of 3D is that it is ‘‘illumination 
independent’’ whereas 2D appearance can be affected 
by illumination in various ways. 

 

Figure 2 : Illumination based image classification (a) 
Noise-blur-red image, (b) low-pass sub-band, (c) strong 

edges, (d) weak-edges and (e) noise 

The challenges in designing a robust visual 
tracking algorithm are caused by the presence of noise, 
occlusion, varying viewpoints, background clutter, and 
illumination changes [11, 12]. To overcome these 
challenges, we develop a robust visual tracking 
framework by casting the tracking problem as finding a 
sparse approximation in a template subspace.  It is true 
that 3D shape per se is illumination independent, in the 
sense that a given 3D shape exist the same independent 
of how it is illuminated. However, the sensing of 3D 
shape is generally not illumination independent changes 
in the illumination of a 3D-shape can greatly affect the 
shape description that is acquired by a 3D sensor. 
Sparse Bayesian learning is used in; online [2, 5, 10] 
multiple instance learning is used in to achieve 
robustness to occlusions and other image corruptions. A 
new tracker is proposed by bootstrapping binary 
classifiers with structural constraints, and the tracker is 
shown to be reliable in long sequence tracking. 

III. INCREMENTAL METHOD UNDER FACE 

RECOGNITION 

In this section we review only the most relevant 
visual tracking work, focusing on algorithms that operate 
directly on grayscale images. An incremental method is: 
• Sequentially one by one Compute and updates 
• Successively updating an earlier model as new 

observations   

Number of incremental versions of LDA have 
been suggested, which can be applied to on-line 
learning tasks, an incremental version [5, 10 ] of LDA, 
which includes a single new data point in each time 
step. A major limitation is the computational complexity 
of the method when the number of classes C is large, as 
the method involves an eigen-decomposition of C × C-
sized scatter matrices. Incremental linear discriminant 
analysis (ILDA) in its two forms: a sequential ILDA and a 
Chunk, ILDA. In experiments;   
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Step (1) updating the within-class scatter matrix; {SW} 
Step (2) updating the between-class scatter matrix; {SB} 
Step (3) updating sparse total scatter matrix: {ST} 

  Respectively SB, SW, and ST are well arranged to 
boosting of each training samples incrementally; 

           

(1)

 

    

(2)

 

                

(3)

 

Here C the total number of classes, ni the 
sample number of class i, mi the mean of class i, and μ 
the global mean, and total scatter matrix;    

ST = SB+SW                              (4) 

  Inspiration for incremental LDA can be drawn 
from work on incremental PCA. Numerous algorithms 
have been developed to update eigenbases as more 
data samples arrive (Table-I). However, most methods 
assume zero mean in updating the eigenbases except 
where the update of the mean is handled correctly. In 
the methods, the size of the matrix to be eigen-
decomposed is reduced by using the sufficient 
spanning set (a reduced set of basis vectors spanning 
the space of most data variation). As the computation of 
the Eigen problem is cubic in the size of the respective 
scatter matrix, this update scheme is highly efficient. 
Similarly to the proposed tracker is essentially an eigen-
tracker, where the eigen-space is adaptively learned and 
updated online. 

 

Figure 3 : A Framework of incremental learning based 
Offline and Online Recognition and Detection 

The appearance of a target object may change 
drastically due to intrinsic and extrinsic factors as 
discussed earlier. The incremental LDA solution of first 

performs incremental PCA then updates LDA bases. 
The method similarly takes a single new data point as 
input and suffers when C is large, introduced a scheme 
for updating the between-class and within-class scatter 
matrices. Linearly combines it in an optimal way into a 
stronger classifier, 

          

(5)

 
  An AdaBoost learning procedure is aimed at 
deriving Xmi and µmi; so that an upper error bound is 
minimized, therefore, to produce a robust tracker, it is 
important to adapt the appearance model online, while 
tracking, to reflect these changes. 

IV. PROPOSED FRAMEWORK WORKING 

MECHANISM 

  In this Approach we help Sparse approximation 
is a key technique developed in engineering and the 
sciences which approximates an input signal, Xi, in 
terms of a “sparse” combination of fixed bases N. Main 
keys of sparse approximation is; 
• High dimension data reduced to Low Samples. 
• Matrix based Eigen value Decomposer. 
• Comparative with PCA, LDA, etc. 

Unlike many existing algorithms which are 
based upon online boosting, our framework makes use 
of SLDA based feature selection which aims to 
maximize the class-separation criterion. It is relies on an 
optimization algorithm to infer the Maximum A-Posteriori 
(MAP) weights W that best reconstruct the signal, given 
the model .The Sparse LDA (SLDA) maximizes a 
generalized Eigen-value (generalized Rayleigh) quotient) 
in a cardinality-constrained subspace (variable subset). 
Sparse LDA methods are preferable over regular LDA 
methods. In presented a MATLAB technique to compute 
optimal sparse linear discriminants using branch and 
bound approaches. Nevertheless, finding the globally 
optimal solutions for high dimensional data is 
computationally infeasible. ILDA instead tries to find a 
nearly optimal solution to this problem in a greedy way. 
This gives an exact formulation of sparse generalized [1, 
2] Eigen Value Decompositions and also suggests a 
simple post-processing step (variation renormalization) 
for improving continuous solutions. 

Input:  training data D (person; illumination), 
            Filtered data F (person; illumination), 
            Sparse function S, Filter F. 
Output: estimate S (X, µ) 
1. Initialization 
            p (Xµ)= 0 
2. Simulated matching iteration 
           For all illuminations i; j and persons p 
3. Initial separation 

©  2012 Global Journals Inc.  (US)
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SB≥ ST≤ SW = {S, F}; 
               Then Sparse function equities of 
                        Illumination filter 
4. Iteration 
For all p = ST 

5. Separation given  
{S, M}= {p (X, µ)} 
6. Update incremental density estimate 
Dij≥ S, F, p (X, µ) 
7. Smooth the output 
S≡F≡D 
Algorithm 1: Illumination separation with sparse function 

Although our algorithms performs well in the 
most of scenes, it may lose the target if the object 
experiences a large out-of-plane rotation video is 
recorded in an indoor environment with large 
illumination changes from the sunlight, our algorithm is 
not only suited for planar tracking like experiment but 
also is effective and efficient compared with ordinary 
tracking algorithms like Particle Filter and Ensemble 
Tracking ,  performance of our proposed object tracking 
algorithm is more promising to cope with various 
appearance changes and illumination variance. Some 
Computational efficiency tested experimentally as; 

Table 1 : Eigenvalues Computed for Sparse Feuture 
Extraction.(Input Same) 

Eigenvalues determined 
using Liu's method 

Eigenvalues determined by 
our experiment 

1.00000000e+00 3.31404839e+04 
1.00000000e+00 2.39240384e+04 
1.00000000e+00 1.67198579e+04 
1.00000000e+00 1.01370563e+04 
1.00000000e+00 6.88308959e+03 
1.00000000e+00 7.41289737e+03 
1.00000000e+00 2.70253079e+03 
1.00000000e+00 5.53323313e+03 
1.00000000e+00 3.46817376e+03 

In experimental purpose, we use Yale B face 
databases, Sony 16MP camera based image under Intel 
Quad 64-bit processor with 6GB of RAM, for MATLAB 
7.0.1., and generated some critical results as; 

 

Figure 5
 
:
 
A comparison under online weighted error 

detection
 

 
Figure 6 : A comparison under online computational 

complexity 

Because the initial training of online ILDA is the 
same as offline ILDA, here we briefly explain the time 
complexity of SLDA; Let us assume we choose decision 
stumps as our weak learners. Let the number of training 
samples be N, finding an optimal threshold of each 
feature needs O (N log N). Assume that the size of 
feature sets is M. The time complexity for training weak 
learners is O (M N log N). 

Table 2 : Complexity Factor of Figure 6 

    
   

 

Both time and space complexity of the 
proposed incremental LDA are independent of the size 
(dT and dB); of the total sample set and the total number 
of classes.  During ILDA learning, we need to find mean 

O (n), variance and correlation (OT 2) for each feature. 

V. CONCLUSION 

In this paper we discuss why the face 
recognition rate is changed via different illumination 
invariant case under the optometry of camera or other 
input source is automatically changed depend the 
problems of light variant. Major idea is incrementally 
changed the AdaBoost based object detector can be 
trained to achieve a high detection performance for 
online face processing, recognition, detector efficiency, 
we devise a new edge orientation based features, which 
is approximately invariant to illumination variance through 
the theory proof. Besides, to reduce the amount of 
computation and increase the efficiency of particles, 
another preprocessed layer is added to cut the particles 
according to the difference between the average value of 
edge orientation in the particle region and the original 
target region. It is obviously seen that our proposed 
algorithm achieves excellent results even under large 
illumination variances. 
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Process of submission of Research Paper     
  

The Area or field of specialization may or may not be of any category as mentioned in 
‘Scope of Journal’ menu of the GlobalJournals.org website. There are 37 Research 
Journal categorized with Six parental Journals GJCST, GJMR, GJRE, GJMBR, GJSFR, 
GJHSS. For Authors should prefer the mentioned categories. There are three widely 
used systems UDC, DDC and LCC. The details are available as ‘Knowledge Abstract’ at 
Home page. The major advantage of this coding is that, the research work will be 
exposed to and shared with all over the world as we are being abstracted and indexed 
worldwide.  

The paper should be in proper format. The format can be downloaded from first page of 
‘Author Guideline’ Menu. The Author is expected to follow the general rules as 
mentioned in this menu. The paper should be written in MS-Word Format 
(*.DOC,*.DOCX). 

 The Author can submit the paper either online or offline. The authors should prefer 
online submission.Online Submission: There are three ways to submit your paper: 

(A) (I) First, register yourself using top right corner of Home page then Login. If you 
are already registered, then login using your username and password. 

      (II) Choose corresponding Journal. 

      (III) Click ‘Submit Manuscript’.  Fill required information and Upload the paper. 

(B) If you are using Internet Explorer, then Direct Submission through Homepage is 
also available. 

(C) If these two are not convenient, and then email the paper directly to 
dean@globaljournals.org.  

Offline Submission: Author can send the typed form of paper by Post. However, online 
submission should be preferred. 
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Preferred Author Guidelines    

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
Paper Title should be of Font Size 24 with one Column section. 
Author Name in Font Size of 11 with one column as of Title. 
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
Main Text: Font size 10 with justified two columns section 
Two Column with Equal Column with of 3.38 and Gaping of .2 
First Character must be three lines Drop capped. 
Paragraph before Spacing of 1 pt and After of 0 pt. 
Line Spacing of 1 pt 
Large Images must be in One Column 
Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications 

Research letters: The letters are small and concise comments on previously published matters. 

5.STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 
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Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 

Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE 

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 6.1 Proof Corrections 

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print) 

The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 6.3 Author Services 

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 6.4 Author Material Archive Policy 

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 6.5 Offprint and Extra Copies 

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

   

                   

X

© Copyright by Global Journals Inc.(US)| Guidelines Handbook



 

 

   

 

the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information. 

 
 
2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 
 
7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 
 
8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 
 
10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 
 
11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 
 
20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 
 
22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 
 
24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 
 
25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  
 
26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 
 
30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be 
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical 
remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 
 
34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research. 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 
 
To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 
· Use paragraphs to split each significant point (excluding for the abstract) 

 
· Align the primary line of each section 

 
· Present your points in sound order 

 
· Use present tense to report well accepted  

 
· Use past tense to describe specific results  

 
· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 
· Shun use of extra pictures - include only those figures essential to presenting results 

 
Title Page: 

 
Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
Abstract:  
 
The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

 
An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  
 
Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  
 
The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a 
least of four paragraphs. 
Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 
 
This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be 
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 
 
Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results:  
 
The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 
 
The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 
 
Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript. 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion:  

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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