
Failure Using Software Metrics Intelligent Information Retrieval

Approach to Quality Testing Large Numeric Data Sets 

Volume 12          |          Issue 12          |          Version 1.0

Online ISSN : 0975-4172
Print ISSN : 0975-4350



 

 

 

 

 

Global Journal of Computer Science and Technology: C 
Software & Data Engineering 
 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 
Global Journal of Computer Science and Technology: C 
Software & Data Engineering 

Volume 12 Issue 12 (Ver. 1.0) 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Open Association of Research Society 



Cambridge (Massachusetts)

 

 

 

 

 

 Incorporation No.: 0423089
License No.: 42125/022010/1186 

Registration No.: 430374 
Import-Export Code: 1109007027 

Employer Identification Number (EIN): 
USA Tax ID: 98-0673427 

Global Association of Research, Marsh Road,
Rainham, Essex, London RM13 8EU
United Kingdom.

http://globaljournals.us/terms-and-condition/
menu-id-1463/



John A. Hamilton,"Drew" Jr.,  
Ph.D., Professor, Management 
Computer Science and Software 
Engineering 
Director, Information Assurance 
Laboratory 
Auburn University 

Dr. Wenying Feng 
Professor, Department of Computing & 
Information Systems 
Department of Mathematics 
Trent University, Peterborough, 
ON Canada K9J 7B8 

Dr. Henry Hexmoor 
IEEE senior member since 2004 
Ph.D. Computer Science, University at 
Buffalo 
Department of Computer Science 
Southern Illinois University at Carbondale 

Dr. Thomas Wischgoll 
Computer Science and Engineering,  
Wright State University, Dayton, Ohio  
B.S., M.S., Ph.D. 
(University of Kaiserslautern) 

Dr. Osman Balci, Professor

 

Department of Computer Science 
Virginia Tech, Virginia University 
Ph.D.and M.S.Syracuse University, 
Syracuse, New York 
M.S. and B.S. Bogazici University, 
Istanbul, Turkey 

Dr. Abdurrahman Arslanyilmaz 
Computer Science & Information Systems 
Department 
Youngstown State University 
Ph.D., Texas A&M University 
University of Missouri, Columbia 
Gazi University, Turkey 

Yogita Bajpai 
M.Sc. (Computer Science), FICCT 
U.S.A.Email: 
yogita@computerresearch.org

 

Dr. Xiaohong He 
Professor of International Business  
University of Quinnipiac  
BS, Jilin Institute of Technology; MA, MS, 
PhD,. (University of Texas-Dallas) 
 

Dr. T. David A. Forbes 
Associate Professor and Range 
Nutritionist 
Ph.D. Edinburgh University - Animal 
Nutrition  
M.S. Aberdeen University - Animal 
Nutrition

 

B.A. University of Dublin- Zoology 

Burcin Becerik-Gerber 
University of Southern California 
Ph.D. in Civil Engineering  
DDes from Harvard University 
M.S. from University of California, Berkeley 
& Istanbul  University 

  

Editorial Board Members (HON.)



Dr. Bart Lambrecht 
Director of Research in Accounting and 
FinanceProfessor of Finance 
Lancaster University Management School 
BA (Antwerp); MPhil, MA, PhD 
(Cambridge) 

Dr. Söhnke M. Bartram 
Department of Accounting and 
FinanceLancaster University Management 
SchoolPh.D. (WHU Koblenz) 
MBA/BBA (University of Saarbrücken) 

 
Dr. Carlos García Pont 
Associate Professor of Marketing 
IESE Business School, University of 
Navarra 
Doctor of Philosophy (Management),  
Massachusetts Institute of Technology 
(MIT) 
Master in Business Administration, IESE, 
University of Navarra 
Degree in Industrial Engineering, 
Universitat Politècnica de Catalunya 

Dr. Miguel Angel Ariño 
Professor of Decision Sciences 
IESE Business School 
Barcelona, Spain (Universidad de Navarra) 
CEIBS (China Europe International Business 
School). 
Beijing, Shanghai and Shenzhen 
Ph.D. in Mathematics 
University of Barcelona 
BA in Mathematics (Licenciatura) 
University of Barcelona 

 
Dr. Fotini Labropulu 
Mathematics - Luther College 
University of ReginaPh.D., M.Sc. in 
Mathematics 
B.A. (Honors) in Mathematics 
University of Windso 

Philip G. Moscoso  
Technology and Operations Management 
IESE Business School, University of Navarra 
Ph.D in Industrial Engineering and 
Management, ETH Zurich 
M.Sc. in Chemical Engineering, ETH Zurich 

 
Dr. Lynn Lim 
Reader in Business and Marketing 
Roehampton University, London 
BCom, PGDip, MBA (Distinction), PhD, 
FHEA 

Dr. Sanjay Dixit, M.D. 
Director, EP Laboratories, Philadelphia VA 
Medical Center 
Cardiovascular Medicine - Cardiac 
Arrhythmia 
Univ of Penn School of Medicine 

 
Dr. Mihaly Mezei 
ASSOCIATE PROFESSOR 
Department of Structural and Chemical 
Biology, Mount Sinai School of Medical 
Center 
Ph.D., Etvs Lornd University 
Postdoctoral Training,  
New York University 

 
Dr. Han-Xiang Deng 
MD., Ph.D 
Associate Professor and Research 
Department Division of Neuromuscular 
Medicine 
Davee Department of Neurology and Clinical 
NeuroscienceNorthwestern University 
Feinberg School of Medicine 



Dr. Pina C. Sanelli 
Associate Professor of Public Health 
Weill Cornell Medical College 
Associate Attending Radiologist 
NewYork-Presbyterian Hospital 
MRI, MRA, CT, and CTA 
Neuroradiology and Diagnostic 
Radiology 
M.D., State University of New York at 
Buffalo,School of Medicine and 
Biomedical Sciences 

 
 
 
Dr. Roberto Sanchez

 
Associate Professor 
Department of Structural and Chemical 
Biology 
Mount Sinai School of Medicine 
Ph.D., The Rockefeller University 

 
 
 

Dr. Wen-Yih Sun

 

Professor of Earth and Atmospheric 
SciencesPurdue University Director  
National Center for Typhoon and 
Flooding Research, Taiwan 
University Chair Professor 
Department of Atmospheric Sciences, 
National Central University, Chung-Li, 
TaiwanUniversity Chair Professor 
Institute of Environmental Engineering, 
National Chiao Tung University, Hsin-
chu, Taiwan.Ph.D., MS The University of 
Chicago, Geophysical Sciences 
BS National Taiwan University, 
Atmospheric Sciences 
Associate Professor of Radiology 

 

Dr. Michael R. Rudnick 

M.D., FACP 
Associate Professor of Medicine 
Chief, Renal Electrolyte and 
Hypertension Division (PMC)  
Penn Medicine, University of 
Pennsylvania  
Presbyterian Medical Center, 
Philadelphia 
Nephrology and Internal Medicine 
Certified by the American Board of 
Internal Medicine 

Dr. Bassey Benjamin Esu 
B.Sc. Marketing; MBA Marketing; Ph.D 
Marketing 
Lecturer, Department of Marketing, 
University of Calabar 
Tourism Consultant, Cross River State 
Tourism Development Department 
Co-ordinator , Sustainable Tourism 
Initiative, Calabar, Nigeria

 
Dr. Aziz M. Barbar, Ph.D. 
IEEE Senior Member 
Chairperson, Department of Computer 
Science 
AUST - American University of Science & 
Technology 
Alfred Naccash Avenue – Ashrafieh



 

Dr. George Perry, (Neuroscientist) 
Dean and Professor, College of Sciences 

Denham Harman Research Award (American Aging Association) 

ISI Highly Cited Researcher, Iberoamerican Molecular Biology Organization 

AAAS Fellow, Correspondent Member of Spanish Royal Academy of Sciences 

University of Texas at San Antonio 

Postdoctoral Fellow (Department of Cell Biology) 

Baylor College of Medicine 

Houston, Texas, United States 

Dr. R.K. Dixit  
M.Sc., Ph.D., FICCT 
Chief Author, India 
Email: authorind@computerresearch.org 

Vivek Dubey(HON.) 
MS (Industrial Engineering), 

MS (Mechanical Engineering) 

University of Wisconsin, FICCT 

Editor-in-Chief, USA 

editorusa@computerresearch.org 

Er. Suyog Dixit 
(M. Tech), BE (HONS. in CSE), FICCT 
SAP Certified Consultant 
CEO at IOSRD, GAOR & OSS 
Technical Dean, Global Journals Inc. (US) 
Website: www.suyogdixit.com 
Email:suyog@suyogdixit.com 

 Pritesh Rajvaidya 
(MS) Computer Science Department 
California State University 
BE (Computer Science), FICCT 
Technical Dean, USA 
Email: pritesh@computerresearch.org

 

Sangita Dixit
 M.Sc., FICCT 

Dean & Chancellor (Asia Pacific)  
deanind@computerresearch.org  

Luis Galárraga 
J!Research Project Leader 
Saarbrücken, Germany

 

President Editor (HON.)

Chief Author (HON.)

Dean & Editor-in-Chief (HON.)

Suyash Dixit

(B.E., Computer Science Engineering), FICCTT 
President, Web Administration and 

Development CEO at IOSRD 
COO at GAOR & OSS

,



 

Contents of the Volume 

 
i. Copyright Notice 
ii. Editorial Board Members 
iii. Chief Author and Dean 
iv. Table of Contents 
v. From the Chief Editor’s Desk 
vi. Research and Review Papers 

 
 
1. Quantitative Analysis of Fault and Failure Using Software Metrics. 1-4 
2. Data Mining in Clinical Practices Guidelines. 5-8 
3. Intelligent Information Retrieval. 9-10 
4. Data Mining Based on Semantic Similarity to Mine New Association Rules. 

11-17 
5. Query Join Processing Over Uncertain Data for Decision Tree Classifiers.  

19-22 
6. Approach to Quality Testing. 23-27 
7. Clustering on Large Numeric Data Sets Using Hierarchical Approach: Birch. 

29-32 
 
 

vii. Auxiliary Memberships 
viii. Process of Submission of Research Paper 
ix. Preferred Author Guidelines 
x. Index 

 



© 2012. Shital V. Tate & S. Z. Gawali. This is a research/review paper, distributed under the terms of the Creative Commons Attribution-
Noncommercial 3.0 Unported License http://creativecommons.org/licenses/by-nc/3.0/), permitting all non-commercial use, distribution, 
and reproduction inany medium, provided the original work is properly cited. 
 

  
Global Journal of Computer Science and Technology 
Software & Data Engineering 
Volume 12 Issue 12 Version 1.0 Year 2012 
Type: Double Blind Peer Reviewed International Research Journal 
Publisher: Global Journals Inc. (USA) 
Online ISSN: 0975-4172 & Print ISSN: 0975-4350 

 

Quantitative Analysis of Fault and Failure Using Software 
Metrics 

          By Shital V. Tate & S. Z. Gawali 
                                                                Bharati Vidyapeeth Deemed University, College of Engineering, Pune 

Abstract - It is very complex to write programs that behave accurately in the program verification 
tools. Automatic mining techniques suffer from 90–99% false positive rates, because manual 
specification writing is not easy. Because they can help with program testing, optimization, 
refactoring, documentation, and most importantly, debugging and repair. To concentrate on this 
problem, we propose to augment a temporal-property miner by incorporating code quality metrics. 
We measure code quality by extracting additional information from the software engineering process, 
and using information from code that is more probable to be correct as well as code that is less 
probable to be correct. When used as a preprocessing step for an existing specification miner, our 
technique identifies which input is most suggestive of correct program behaviour, which allows off-
the-shelf techniques to learn the same number of specifications using only 45% of their original input. 
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Quantitative Analysis of Fault and Failure Using 
Software Metrics 

Shital V. Tate α & S. Z. Gawali α 

Abstract - It is very complex to write programs that behave 
accurately in the program verification tools. Automatic mining 
techniques suffer from 90–99% false positive rates, because 
manual specification writing is not easy. Because they can 
help with program testing, optimization, refactoring, 
documentation, and most importantly, debugging and repair. 
To concentrate on this problem, we propose to augment a 
temporal-property miner by incorporating code quality metrics. 
We measure code quality by extracting additional information 
from the software engineering process, and using information 
from code that is more probable to be correct as well as code 
that is less probable to be correct. When used as a pre-
processing step for an existing specification miner, our 
technique identifies which input is most suggestive of correct 
program behaviour, which allows off-the-shelf techniques to 
learn the same number of specifications using only 45% of 
their original input.  

I. Introduction 

oftware remains buggy and testing is still the 
leading approach for detecting software errors. 
Incorrect and buggy behaviour in deployed 

software costs up to $70 billion each year in the US[1]. 
Thus debugging, testing, maintaining, optimizing, 
refactoring, and documenting software, while time-
consuming, remain significantly important. Such 
maintenance is reported to consume up to 90% of the 
total cost of software projects[2].  Maximum 
maintenance time is spent studying existing software 
since maintenance concern is incomplete 
documentation. 

Consistently, however, verification tools require 
specifications that describe some aspect of program 
accuracy. Creating accurate specifications is difficult, 
time-consuming and error-prone. Verification tools can 
only point out disagreements between the program and 
the specification. Even assuming a sound and complete 
tool, an defective specification can still yield false 
positives by pointing out non-bugs as bugs or false 
negatives by failing to point out real bugs. Crafting 
specifications typically requires program-specific 
knowledge. 

Specification mining can be compared to 
learning the rules of English grammar by reading essays 
written by high school students; we propose to focus on 
the essays of passing students and be doubtful of the 
essays of failing students. We claim that existing miners 
have high false positive rates in large part because they 

Author

 

α

 

:

 

Department of Information Technology, Bharati Vidyapeeth 
Deemed University, College of Engineering, Pune-46.

 

treat all code equally, even though not all code is 
created equal. For example, consider an execution trace 
through a recently modified, rarely-executed piece of 
code that was copied-and-pasted by an inexperienced 
developer. We argue that such a trace is a poor guide to 
correct behaviour when compared with a well-tested, 
infrequently-changed, and commonly-executed trace. 

Various pre-existing software projects are not 
yet formally specified[3]. Formal program specifications 
are difficult for humans to construct[4], and incorrect 
specifications are difficult for humans to debug and 
modify[5]. Accordingly, researchers have developed 
techniques to automatically infer specifications from 
program source code or execution traces[6],[7],[8],[9]. 
These techniques typically produce specifications in the 
form of finite state machines that describe legal 
sequences of program behaviours.  

Unfortunately, these existing mining techniques 
are insufficiently precise in practice. Some miners 
produce large but approximate specifications that must 
be corrected manually [5]. As these large specifications 
are indefinite and difficult to debug, this article focuses 
on a second class of techniques that produce a larger 
set of smaller and more precise candidate specifications 
that may be easier to evaluate for correctness. These 
specifications typically take the form of two-state finite 
state machines that describe temporal properties, e.g. 
“if event a happens during program execution, event  b 
must eventually happen during that execution.” Two-
state specifications are limited in their expressive power; 
comprehensive API specifications cannot always be 
expressed as a collection of smaller machines[8].  

Recognize and illustrate lightweight, 
automatically collected software features that fairly 
accurate source code quality for the purpose of mining 
specifications. In this approach explain how to lift code 
quality metrics to metrics on traces, and empirically 
measure the utility of our lifted quality metrics when 
applied to previous static specification mining 
techniques. To avoid false positives recommend two 
novel specification mining techniques that use our 
automated quality metrics to learn temporal safety 
specifications. 

II. On going methodology 

a) Specification Mining With Few False Positive 

This methodology presents a new automatic 
specification miner that uses artifacts from software 

S 
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engineering processes to capture the reliability of its 
input traces. 

The main contributions of this project are: 
− A set of source-level features related to software 

engineering processes that capture the      
trustworthiness of code for specification mining. We 
analyze the relative analytical power of each of 
these features. 

− Experimental evidence that our notions of 
trustworthy code serve as a basis for evaluating the 
trustworthiness of traces. We provide a 
characterization for such traces and show that off- 
the-shelf specification miners can learn just as many 
specifications using only 60% of traces. 

− A novel automatic mining technique that uses our 
trust-capturing features to learn temporal safety 
specifications with few false positives in practice. 
We evaluate it on over 800,000 lines of code and 
explicitly compare it to two previous approaches. 
Our basic mining technique learns specifications 
that locate more safety-policy violations than 
previous miners (740 vs. 426) while presenting far 
fewer false positive specifications (107 vs. 567). 
When focused on precision, our technique obtains a 
low 5% false positive rate, an order-of-magnitude 
improvement on previous work, while still finding 
specifications that locate 265 violations. To our 
knowledge, this is the first specification miner that 
produces multiple candidate specifications and has 
a false positive rate under 90%. 

 
i. Approach 

In this approach present a specification miner 
that works in three stages: 
1. Statically estimate the trustworthiness of each code 

fragment. 
2. Lift that judgment to traces by considering the code 

visited along a trace. 
3. Weight the contribution of each trace by its 

trustworthiness when counting event frequencies for 
specification mining. 

              The  code is most trustworthy when it has been 
written by experienced Programmers who are familiar 
with the project at hand, when it has been well-tested, 
and when it has been mindfully written. 

b) Mining Temporal Specification for Error Detection 
If we use implicit language-based specifications 

(e.g., null pointers should not be dereferenced) or to 
reuse standard library specifications then it can reduce 
the cost of writing specifications. More recently, 
however, a variety of attempts have been made to 
conclude program-specific temporal specifications and 
API usage rules automatically. These specification 
mining techniques take programs (and possibly 
dynamic traces, or other hints) as input and produce 

candidate specifications as output. Basically 
specifications could also be used for documenting, 
refactoring, testing, debugging, maintaining, and 
optimizing a program. Centre of attention is that finding 
and evaluating specifications in a particular context: 
given a program and a generic verification tool, what 
specification mining technique should be used to find 
bugs in the program and thereby improve software 
quality? Thus we are concerned both with the number of 
“real” and “false positive” specifications produced by 
the miner and with the number of “real” and “false 
positive” bugs found using those “real” specifications.  

In this methodology propose a novel technique 
for temporal specification mining that uses information 
about program error handling. Our miner assumes that 
programs will generally adhere to specifications along 
normal execution paths, but that programs will likely 
violate specifications in the presence of some run-time 
errors or exceptional situations. Intuitively, error-handling 
code may not be tested as often or the programmer 
may be unaware of sources of run-time errors. Taking 
advantage of this information is more important than 
ranking candidate policies. 

i. Contributions 
− Propose a novel specification mining technique 

based on the observation that programmers often 
make mistakes in exceptional circumstances or 
along uncommon code paths. 

− Present a qualitative comparison of five miners and 
show how some miner assumptions are not well-
supported in practice. 

− Finally, we give a quantitative comparison of our 
technique’s bug-finding powers to generic “library” 
policies. For our domain of interest, mining finds  
250 more bugs. We also show the relative 
unimportance of ranking candidate policies. In all, 
we find 69 specifications that lead to the discovery 
over 430 bugs in 1 million lines of code. 

III. Proposed system for quantitative 
analysis of fault and failure 

In proposed system, aim to develop a system 
which can be used to measure the quality of the code 
considering different aspects affecting the quality of the 
code. The term quality of the code can be explained 
using different factors such as code clone, author rank, 
code churn, code readability, path feasibility etc.

 

To Present
 
a new specification miner that works 

in three stages. First, it statically estimates the quality of 
source code fragments. Second, it lifts those quality 
judgments to traces by considering all code visited 
along a trace. Finally, it weights each trace by its quality 
when counting event frequencies for specification 
mining.
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This system develops an automatic 
specification miner that balances true positives – as 
required behaviours –with false positives – non-required 
behaviours. We claim that one important reason that 
previous miners have high false positive rates is that 
they falsely assume that all code is equally likely to be 
correct. For example, consider an execution trace 
through a recently modified, rarely-executed piece of 
code that was copied and-pasted by an inexperienced 
developer. We believe that such a trace is a poor guide 
to correct behaviour, especially when compared with a 
well-tested, stable, and commonly-executed piece of 
code. Patterns of specification adherence may also be 
useful to a miner: a candidate that is violated in the high 
quality code but adhered to in the low quality code is 
less likely to represent required behaviour than one that 
is adhered to on the high quality code but violated in the 
low quality code. We assert that a combination of 

lightweight, automatically collected quality metrics over 
source code can usefully provide both positive and 
negative feedback to a miner attempting to distinguish 
between true and false specification candidates. 

Code quality information may be gathered 
either from the source code itself or from related 
artefacts, such as version control history. By 
augmenting the trace language to include information 
from the software engineering process, we can evaluate 
the quality of every piece of information supporting a 
candidate specification (traces that adhere to a 
candidate as well as those that violate it and both high 
and low quality code) on which it is followed and more 
accurately evaluate the likelihood that it is valid. 

The system architecture of the system is as in 
following figure, which explains the modules to be 
generated. 

Figure 1 : 

a)
 

Description of proposed system
 

 
Proposed system for quantitative analysis of 

and fault and failure using software metrics uses the 
following stages-

 

1.
 

Accept input in the form of computer program code.
 

2.
 

Perform input sanitization.
 

3.
 

Check for error occurrence in the code.
 

4.
 

Check for the quality specification regarding the 
given code.

 

5.
 

Specify the rank for the different condition, using 
calculated result.

 

6.
 

Generate output in the form of quality report.
 

IV.
 Conclusion

 

 
Testing, maintenance, optimization, refactoring, 

documentation, and program repair these are the 
various applications of formal specification. Though 
human programmers should not produce and verify 
such specification manually. These technique is also 
problematic since it treat all parts of program as equally 
indicative as correct behaviour. We encode this intuition 

using dependability metrics such as analytical execution 
frequency, copy paste code measurements, code 
duplication software readability or path feasibility.   We 
compare the bug finding power of various miners. This 
technique improves the performance of existing trace 
based miners by focusing on high quality traces. Our 
technique is also useful to improve the quality of code 
through specification mining.
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Abstract - This paper proposes text mining of clinical 
practices to extract decision-making steps. These steps 
should be formed in- logical functions capable of branching 
on different plan set on some deciding variables.  The  
probable  action sequence  will be notified on the data of 
patient given to the conditions of clinical guideline  and  this  
will  also  give  critical  conditions  that  need immediate 
attention. In this project medical grammar rules are applied  
to  extract  key  decision  making  steps  from  the  clinical 
guidelines. In the first step lexical analysis is performed to 
key- words like ‘if this then perform this, all the medical terms 
will be identified and this extracted rule set will be used to 
create a XSLT file. The patient data in form of an XML file will 
be then applied to the XSLT transformations or rule sets to 
derive final result of action plan specific to that patient. 
Keywords : Clinical Data Repository(CDR), Virtual 
Medical Record(VMR), Abstract Syntax Notation(ASN), 
Electronic Medical Records(EMR), Medical Logic 
Modules(MLM), HealthCare Data Dictionary(HDD). 

I. Introduction 

ata  Mining  is  the  science  of  finding  patterns  
in  huge reserves of data, in order to generate 
useful information from it. Data Mining has 

potential applications in several fields, one of which is 
Health Care. The myriad possibilities of improvement 
in Health Care through Data Mining only further justify 
the need to apply data mining principles to clinical data. 
However, prior to applying data mining techniques to 
garner information from data, the data has to be 
‘prepared’ to ensure the veracity of the information 
obtained. ‘Preparing’ the data involves removal of 
incorrect information or ‘noise’ from the data and 
ensuring that the data mining principles are applied on 
real data. This paper gives a detailed description of 
the purpose, design and implementation of the Data 
Mining Framework.   The   primary   purpose   of   the   
Data   Mining Framework is to help determine trends 
in patient records to improve Health Care. 

Health Care Preparing the data, prior to 
applying data mining techniques, is a critical step of 
data mining.  It primarily consists of four steps. The 
first step is the selection of data. This is following by 
data cleaning, forming the new data and finally 
formatting the data. 

Data has to be selected, prior to applying data 
mining principles. The data is chosen based on its 
completeness and correctness.  Constraints on the 
data, such as the data type, could also be factors in the 
selection of the data. 
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Most   of   the   medical   data   for   the   use   
of   doctors   are achieved/ available in text form in 

      
To derive decision-making information from bulk of data, 
careful observation of the guideline is required, which 
tampers quick decision. 

Data Mining can automate the process of 
finding trends and patterns in databases. Large 
Databases can be analyzed quickly and effectively, 
using high performance systems and time effective 
algorithms. As the speed of processing improves, the 
size of the database can be increased. Also, as the size 
of the database increases, the accuracy of the 
predictions also improves. Co-relation among data can 
be identified. 

The data-mining tool, based on the type of 
task that has to be performed, creates the data 
model. The modeling phase is an important aspect of 
the data-mining process. There are a vast number of 
data-mining techniques that can be applied to the 
data model. The data modeling technique, which is 
applied depends on the type of the model. The trends 
and patterns that are found in the data are based on 
the data mining technique applied. These patterns can 
be fed to decision support systems, which can make 
informed predictions on the data. Some of the more 
popular data modeling techniques are discussed in 
the following section 

1. Decision tree is an attribute classifier, which takes 
the form of a tree. It can consist of leaf nodes or 
internal nodes. The former signifies the value of 
an attribute while the latter are decision nodes. 
These nodes, as the name signifies, specify a test 
that can be performed on the attribute, so that the 
attributes can be classified as sub-trees.  Decision 
trees algorithms basically use the divide-and-
conquer approach to classify. They thus work in a 
top-down manner, using an attribute at each level 
split on, that best separates the classes. 
Decision trees signify rules and are easily 
interpretable by humans. 

2. In Rule Induction methods, rules are created from 
the data based on statistical values. In this 
approach, all values in a class are considered. At 
each stage a rule is generated for these values. 
Testing the rule under construction with new 
values creates a rule with maximum accuracy. 
The value is chosen such   that   it   maximizes   
the   probability   of   the   desired classification. 
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medical reference books and on Internet in web pages.
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II. Detailed clinical models 

While coded vocabularies provide much of the 
raw material needed to describe clinical information, 
they are not sufficient alone.   If we want to state that 
a patient has a diagnoisis of breast  cancer,  we  
could  store  the  concept,  <254837009  | SNOMED-
CT  |  breast  cancer>,  in  her  electronic  medical 
record.   If we wanted to state that the patient had a 
family history   of   breast   cancer,   we   could   store   
the   concept, <275862002 | SNOMED-CT | family 
history of breast cancer>, in her record.   Suppose 
now that we wanted to store the fact that it was the 
patient’s sister that had breast cancer.  Currently 
SNOMED-CT does not have a concept for this.   
Although a coded vocabulary like SNOMED-CT could 
add concepts like this, it is not a practical solution.
 It  would  require  the maintainers  of  the  
vocabulary  to  create  concepts  for  most 
combinations of disease and family members. 

III. Clinical data repository 

The  CDR  is  a  robust  electronic  medical  
record  system which  makes  extensive  use  of  
coded  vocabularies  and detailed clinical models. 
 The detailed clinical models used by the CDR 
are defined using Abstract Syntax Notation One 
(ASN.1). ASN.1   is   an   ISO   standard   for   
describing   electronic messages [ASN].   As its name 
implies, ASN.1 provides a syntax for describing 
messages that is abstract from any specific encoding.   
However,  in  addition  to  the  abstract specifica-tion,  
ASN.1  also  defines  multiple  specifications for   
specific   encodings,   including   binary   and   XML 
encodings.   Thanks to its flexibility and efficiency, 
ASN.1 is used in many dif-ferent areas  ranging 
from telecommunications to genome databases. 

The best analogies for understanding what 
ASN.1 is and how it works are nested structs in the C 
programming language and XML.  All three are tools 
for defining nested data structures where each field in 
the structure can have a name and a type.  All three 
tools have distinct concepts for definitions and 
instances. This means that while instances of C structs 
are always regions of memory and instances of XML 
are always text documents, instances of ASN.1 can be 
represented in many different forms depending on the 
chosen encoding rules. Since  all  of  the  encodings  
are representationally  complete  with  respect  to  the  
abstract model, they are interchangable.  Figure 10 
gives an example of an ASN.1 definition for a simple 
detailed clinical model. This figure also illustrates that 
the type of each item in an ASN.1 definition may be a 
primitive (e.g. REAL) or it may be the result of another 
definition (e.g. a CodedConcept). 
  All coded concepts in the CDR are drawn from 
IHC’s Healthcare   Data   Diction-ary   (HDD), another 

technology jointly developed by IHC and 3M.  The HDD 
is  effectively  a  large  coded  vocabulary  (over  
800,000 concepts  with  over  4  million  synonyms)  
containing  both locally  defined  concepts  and  
concepts  from  other  coded vocabularies.  The 
names of all the detailed clinical models used in the 
CDR and the fields they contain are defined as 
concepts in the HDD.  The result is that all data stored 
in the CDR can be viewed as name-value pairs.  The 
name portion of the pairs is always coded concepts. 

The CDR is made up of a database and a set 
of services that operate on the database. For the most 
part, data in the database is only accessed through the 
services.  The services perform a couple of functions.  
First, they provide a common access mechanism to 
ensure consistent security, auditing, and error 
handling. Equally important is the way Detailed Clinical 
Model Table Relational the services handle detailed 
clinical models. To applications built on the services, 
the CDR behaves more like an object- oriented   
database   than   a   relational database. The 
applications pass instances of detailed clinical models 
to the services and get other instances of detailed 
clinical models back.   Internally, the data is actually 
stored in a relational database, but this fact is almost 
completely hidden from any application. 

Although the underlying database is relational, 
the data is not stored   in   a   traditionally   normalized   
relational   manner. Instead the CDR has one table 
where the services store each instance of a detailed 
clinical model, formatted as an ASN.1 BER string.   
Every row in this table has a binary field that holds a 
BER string. Other fields in each row provide information   
for   indexing   purposes   such   as   a   patient 
identifier. 

In addition, the services shred the BER strings 
into another small set of tables. These tables are used 
for indexing purposes.  In  effect, all of the data in the 
CDR is stored twice,  once  in  the BER  string  and  
once  in  the  relational tables. 

This allows the services to do fast indexed 
searches in the relational tables to identify the detailed 
clinical models of interest.  They can then read back the 
entire instance with a single row read instead of the 
large number of joins it would take to reconstitute the 
models if they were stored only in a normalized 
relational format.  This is advantageous because 
applications commonly need the entire detailed clinical 
models rather than just the information present in a 
single row of a relational table. 

IV. Arden syntax 

The Output from the above step is executable 
logic in Arden Syntax.  Arden Syntax was developed in 
1990 as a language for encoding medical knowledge.   
It was developed in an attempt to address the need 
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to share medical knowledge between hospitals and 
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  other medical institutions. Arden Syntax is currently 
maintained by the Health Level Seven (HL7)

 
Arden

 Syntax
 

Special
 

Interest
 

Group and
 

is an
 

ANSI
 

20 
standard. 

 
Many

 
vendors

 
of

 
electronic

 
medical

 
records

 have implemented
 
Arden

 
compilers

 
in their systems.

 Arden Syntax is written in units called medical 
logic modules

 
(MLMs). 

 
Each

 
MLM

 
contains

 
the

 
logic

 necessary
 
for making

 
one

 
medical

 
decision. 

 
Portions

 
of

 an
 

MLM.
 

An
 

Arden Syntax
 

MLM
 

is
 

made
 

up
 

of
 categories

 
and

 
slots.

 
The

 
three categories

 
in

 
Arden

 Syntax
 

are
 

the
 

maintenance
 

category,
 

the library
 category,

 
and

 
the

 
knowledge

 
category.  

 
Each

 category contains
 

a
 

list
 

of
 

slots.   The
 

slots
 

in
 

the
 mainenance

 
category contain information related to 

knowledge base maintenance
 
and change control.

 The maintenance category does not
 

contain 
any clinical information. The slots in the library category

 describe
 

the
 

sources
 

of
 

information
 

used
 

in
 

creating 
the

 
MLM,

 
keywords,

 
and related information.

 
The 

knowledge category of
 

an
 

MLM
 

is where
 

the
 
clinical 

logic
 
is

 
represented.

 
The most significant slots in this category are 

the data slot and the logic slot.   The data slot 
contains mappings of symbols used in an MLM to 
data in the target electronic medical record. The  logic  
slot,  as  its  name  implies,  contains  the  logic  that 
operates  on  the  data. While Arden Syntax is the 
best option currently available for sharing medical logic 
across institutions, it suffers from what is known as 
the “curly braces problem.” Arden Syntax does not 
specify a notation for referencing data elements in the 
target electronic medical record (EMR). Rather, such 
references are written in a form that is understood by 
the native EMR and placed inside curly braces (e.g.  
the curly braces may contain a SQL statement specific 
to a given EMR).  This means that while the logic of 
the module should be portable from one EMR to the 
next, the references to the data in the EMR are not 
portable.  One proposed solution to the “curly braces 
problem” is to use and abstraction call the virtual 
medical record (VMR). 

V. Virtual medical record 

VMR is an abstraction of a data model for a 
medical record [PRC+04].  It is intended that decision 
logic can be written against a VMR and then 
distributed to any number of healthcare organizations, 
each possibly using a different EMR. Each EMR would 
have a mapping to the VMR and would therefore be 
able to translate VMR logic into native queries.  In the 
MLM in Figure 4, curly braces follow the “READ” 
keyword. In this case the curly braces contain an 
abbreviated snippet of XML representing a VMR query. 
The specification of a standard VMR is a current effort 
of the Clinical Decision Support Technical Committee of 
HL7

 

and established it.           

 The
 
VMR

 
that

 
we

 
use

 
in

 
this

 
project

 
is

 
based

 on
 

some
 

early work
 
from

 
HL7.This

 
VMR

 
consists

 
of

 
a

 small
 

set
 

of
 

classes
 

that describe
 

clinically
 

relevant
 information.

 
These

 
classes

 
include Observation,

 Substance
 

Administration,
 

and
 

Encounter.  
 

Each 
class has

 
a

 
number

 
of

 
attributes. 

 
For

 
example

 
the

 Observation class 
 

has 
 

a 
 

“code” 
 

attribute 
 

that 
 specifies 

 
the 

 
type 

 
of 

 
the observation,  

 
a  

 
“value”  

 attribute,  
 

and  
 

other  
 

attributes  
 

for capturing 
 information 

 
such 

 
as 

 
the 

 
timing 

 
and 

 
status 

 
of 

 
the 

observation.
 

In
 
this project

 
we

 
limit our VMR

 
queries

 
to

 queries
 

on
 

the
 

code
 

and
 

value
 

attributes
 

of
 

the 
Observation

 
class.  

 
This

 
small

 
subset

 
of

 
the

 
VMR

 captures
 
a large

 
majority

 
of

 
the

 
information

 
needed

 
to

 determine
 
clinical trial eligibility.

 
VI. Extraction

 
and Formula

 
Generation

 

The   first part,   Criterion   Extraction,   takes   a   
web   page describing a clinical trial as input.   For 
this thesis we used clinical   trials   from   
ClinicalTrials.gov,   an   internet   site sponsored  by  
the  National  Institutes  of  Health  and  the National  
Library  of  Medicine. We created a Python script that 
reads the web page describing a trial and extracts the 
eligibility criteria as well as available context information. 
The context information consists of items such as 
whether a criterion is an inclusion criterion or an 
exclusion criterion. The output of this part is an XML 
document containing the criteria and context 
information.   Adapting the system to work with trials 
from 3 - System Design 24 other sources would 
involve modifying the Python script to understand the 
format of the new source. 

The second part of Step 1, Formula 
Generation, takes the XML document with the extracted 
criteria as an input.  This process   parses   each   
criterion   using   a   link   grammar parser [ST91].  
From this it then creates a first order predicate calculus 
formula representing each criterion as Figure 3 
illustrates. This process relies partiallyon recognizable 
sentence or phrase structure.   Since the authors of 
clinical trials sometimes use telegraphic or 
ungrammatical phrasing, and since the link grammar 
parser we are using in this work is not familiar with 
many medical terms and syntactic constructs,  the  
system  is  not  able  to  correctly  parse  some criteria   
into   predicate   formulas.   1) The number of 
constructed rules is equal to or greater than the user-
specified threshold.  . 

The   root   element   of   this   XML   document   
is   labeled “criteria”.  This element contains a “trial” 
attribute whose value is the URL of the clinical trial.  The 
“criteria” element contains a sequence of “criterion” 
elements.   Each of these “criterion” elements contains 
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a sequence of “text” elements followed by a “formula” 
element.   The “text” elements contain text that the 
system extracts from the trial document. The last   
“text” element in a sequence contains the eligibility 
criterion of interest. The preceding “text” elements 
contain available context information system. 

VII. Concept mapping 

The process further takes the XML file 
described above as input.   It attempts to map each 
criterion to concepts and data structures in the target 
electronic medical record.   For  each  criterion  that  is  
successfully  mapped  we generate executable code 
for determining if a patient meets the criterion.CDR 
(Clinical    Data   Repository)  stores clinical data   as 
instances of detailed clinical models that can be viewed 
as a series of nested name-value pairs. Recall also that 
all of the pair names are coded concepts, as are some 
of the pair values. Since  all  of  these coded concepts 
are in the HDD (Healthcare   Data Dictionary),   the  
mapping   task   consists largely  of  trying  to match 
words and phrases from consisting of  concepts  that  
are  either  names  or  values  in  the  detailed clinical 
models that are stored in the CDR.   The content of the 
HDD is stored in a normalized relational fashion and we 
kept the same relational structure in our working 
subset. This way our system could easily use the live 
HDD or our subset of the HDD by merely changing a 
configuration parameter.  In addition, we created an 
abstraction of the HDD for our system with a 
Terminology Server interface that defines a set of 
methods for making   vocabulary  related queries. We 
then created an implementation of this interface 
against the HDD. 

VIII. Code generation 

Although we have chosen to use Arden Syntax 
as the language of  our  executable  code,  we  
constructed  the  code  generation subsystem   using   
the   same   separation   of   interface   and 
implementation  that  we  used  in  other  areas. 
Therefore generating code in a different language 
would only require the interested party to supply an 
appropriate implementation of the generator interface. 

Using metadata from the target EMR, the 
system determines that “heart disease” is valid in the 
value part of a name-value pair.   Thus, for instance - 
A sample Arden  Syntax  read statement  containing  a  
VMR  query. “VMR Query” element contains a “value” 
element.  If the mapped concept serves as the name 
part of a pair, then a “code” element replaces  a 
“value” element in the query. The valid values of this 
attribute depend on the type of the element that is 
contained within the “value” element.  In this case the 
“value” element contains a “cd” element representing 
a coded concept.  The comparison operations that are 

valid for a coded concept include “equals” and “isa.”  If 
the contents of the “value” element represented a 
numeric value, then numeric comparison operators 
such as “equals,” “less than,” and “greater than” would 
be applicable. 

The second step in generating code to 
determine eligibility takes place after all of the criteria 
have been considered for mapping.   In this step we 
generate the Arden Syntax MLM. The MLM we 
generate is focused on the executable logic. Even 
though the vast majority of slots in an MLM are required 
by the specification, only a handful are useful for 
machine execution. Most  of  the  remaining  slots  are  
intended  for human perusal. Therefore, for this project 
we populate only the  small  number  of  slots  that  
are  useful  for  automated rocessing.   We do not 
generate any slots in the maintenance category.   In 
the library category we populate the inks slot with the 
URL of original clinical trial. 

IX. Conclusion 

Clinical medicine is one of the most interesting 
areas in which data  mining  may  have  an  important  
practical  impact.  The widespread availability of large 
clinical data collections enables thorough  retrospective  
analysis,  which  may give healthcare institutions an 
unprecedented opportunity to better understand the 
nature and peculiarity of the undergoing clinical 
processes. 

Future Scope 
Combine   the   whole   process   of   clinical   

process with computer generated treatment 
recommendations. 

Fast and Efficient implementation of clinical 
guideline reference for the medical practitioners. 

Dynamic updating of clinical guidelines 
according to trial results. 
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Intelligent Information Retrieval 
Ayushi Gupta α, Divya Verma σ & Kajal Gambhir ρ 

Abstract - The World Wide Web has become an invaluable 
information resource but the explosion of information available 
via the web has made web search a time consuming and 
complex process. Index-based search engines, such as 
AltaVista, Google or Info seek help, but they are not enough. 
This paper describes the rationale, architecture, and 
implementation of a next generation information gathering 
system – a system that integrates several areas of Artificial 
Intelligence (AI) research under a single umbrella.  

Our solution to the information explosion is an 
information gathering agent, IIR , that plans to gather 
information to support a decision process, reasons about the 
resource trade-offs of different possible gathering approaches, 
extracts information from both unstructured and structured 
documents, and uses the extracted information to refine its 
search and processing activities.  

I. Introduction 

he World Wide Web has given the researchers, 
businessmen, corporate, students, hobbyists and 
technical groups a medium by which they can 

share the information they have, with others. The ease of 
HTML and platform independence of the web 
documents has lead to a tremendous growth of the 
web, that has outstripped the technologies that are used 
to effectively search in these pages, as well as proper 
navigation and interpretation. 

With the aim of inception of AI (Artificial 
Intelligence) in the searching techniques, the first step 
we have decided is to find out those limitations in the 
current searching methodologies, which make the result 
unsatisfactory and not up to the expectations. Some of 
the key features of today's search engines are: 
• Meta Searching: The scope of each search engine 

is limited and no search engine has the database 
that covers all the web pages. This problem was 
noted long ago and was solved with the help of 
Meta search sites that make use of multiple search 
engines to search for the "Query String. The 
common names of such search engines are 37.com 
(which searches 37 search sites simultaneously), 
metacrawler.com and many others. Another 
advantage of these Meta search sites is that they 
incorporate advanced features which are absent in 
some of the member search sites (Member search 
sites are those sites which return the search result to 
Meta Search engines). But the basic methods used 
in these Meta search sites are more or less same as 
those used in any other search engines. 
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• URL Clustering: URL clustering was a basic 
problem from which most of the earlier search sites 
were affected. Suppose we search for 'GRE' and we 
intend to get the link to all those sites that have 
information on GRE exam. But a search engine 
without URL clustering will give results. 

• Shopping Agent: It is an intelligent enhancement 
over the other searching techniques, which tries to 
give the most appropriate site, not just any site that 
has high frequency of the Key Phrase. For example, 
if a person with the intention of shopping searches 
the web for ‘Printer', then the normal search engines 
will return the pages which have high frequency of 
the word - 'Printers'. There can be a case when one 
of the results contain the information irrelevant from 
the point of shopping, but still that page has very 
high frequency of Query String. Say, a person on his 
personal home page writes : 'My printer HPDeskJet 
640C is a 1997 model', then the search engines will 
return this page as well (Note that the user has not 
used any Boolean Operator in the search string). 
While a shopping agent gives the details in a 
commercial format like price range, model, other 
options, second hand options and just many 
results. The implementation of Shopping Agent was 
first serious step forward in the direction of making 
Intelligent Information Retrievers. We will be using its 
powers in the design of our new Information 
Gathering Agent.  

• Personal Information Agent (PIA): This is the most 
important step forward in the direction of 
incorporating AI in searching. The PIAs try to retrieve 
your personal interests and give the result 
accordingly. The information is gathered either from 
the previous search results and mostly by a 
questionnaire. But the current day PIAs are very 
slow and less adapting. In this paper, we will try to 
confer PIA with the power to give satisfying and fast 
search results.  

II. Intelligent information retrieval 

The solution to the problem of Intelligent 
Information Retrieval is to integrate different Artificial 
Intelligence (AI) technologies, namely scheduling, 
planning, text processing, information extraction and 
interpretation into a single information gathering agent, 
which we christen as Intelligent Information Retriever 
(IIR). IIR locates, retrieves and processes information to 
support a human decision process. During thinking, we 
human adopt a top-down and a down-top structured 

T 
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analysis. Before discussing how this can be 
implemented through AI, first let's have a glimpse at how 
human is able to do this. For this, we create a scenario 
in which a person wants to buy a book that is not 
available at the local book stores. The person now has 
two options: Order the book from the publisher and 
second option is to go to a nearby town and have the 
book from there, provided that the person has the 
information that the book is available at the book stores 
of that city. To complicate the situation, further assume 
that the book is by a foreign publisher and that publisher 
has no branch in the country of the person, so ordering 
a book from the publisher will result in a time consuming 
process. Let us further assume that the overhead 
expenses involved in visiting the neighboring town is 
more than the actual cost of the book. Now the person 
will subconsciously list all the parameters in his mind 
that may affect the decision of buying the book. The 
typical, probably minimum list of questions that will 
come in his mind are: 
1. Whether the book really worth buying?  
2. Whether the book is required urgently?  
3. Is there any alternative to that book?  
4. Do I have enough money to buy that book?  
5. Do I have enough money to bear the overhead 

expenses involved in visiting neighboring town/city?  
6. How will I get to the neighboring city / How will I 

order the book from the publisher?  

So, in any such decision making, humans make 
use of following : 
• Interpretation [derived from pt. 1 and 2 above] 
• Comparison [pt. 3] 
• Monetary Factors [pt. 4 & 5]  
• Planning and scheduling [pt.6].  

Our aim is to incorporate above decision 
making constructs in searching making proper use of AI 
(Artificial Intelligence). We will be implementing all this 
through a new information-gathering agent, that we have 
already christened as Intelligent Information Retriever 
(IIR). 

"The IIR is a data-driven as well as expectation-
driven and adaptable information gathering agent that 
does information interpretation through decision making 
constructs properly adjusted and incorporated with the 
existing powerful points of today's search engines, most 
prominent of which being Personal Information Agent 
and Shopping Agent." After having formally designed 
the definition of IIR, we are in a position to be equipped 
with the tools and techniques that will be used in the 
design of IIR.  

III. Criticism 

The integration of different components in IIR - 
The Task Assessor, Decision Maker, CORE, Object 
database, Information Extractor is itself a major 

accomplishment in its own kind. Despite the integration 
issues, the combination of the different AI components 
in IIR and the view of information gathering as an 
interpretation task have given IIR some very strong 
abilities. 

In terms of limitations, the following points 
should be noted: 
• Initially, due to smaller Object Database, the results 

will be lesser efficient (but still more efficient than 
current technology). This problem can be overcome 
by having a large database before the start of the 
service.  

• The form fields to be filled by the user may increase, 
if precise results are desired.  

• The cost of implementation will be very high.  

Despite these limitations, this Intelligent 
Information Retriever is a major enhancement over the 
current search engines and is a serious step forward in 
the direction of incorporating Artificial Intelligence in 
searching for more efficient results.  

References références referencias 

1. Intelligent information retrieval. en.wikipedia. org/ 
wiki/intelligent_information_retrieval 

2. Intelligent techniques for IIR www.sigir.org/ 
forum/2006D/2006d_sigirforum_siddiqui.pdf 

3. Intelligent information retrieval laboratory iir.csie. 
ncku.edu.tw 

 

©  2012 Global Journals Inc.  (US)

  
  
   

  
  10

  
20

12
  

 
(
DDDD

)
C

Intelligent Information Retrieval
Y
e
a
r

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
II 

 V
er
sio

n 
I 



© 2012. Sandeep Jain & Aakanksha Mahajan. This is a research/review paper, distributed under the terms of the Creative Commons 
Attribution-Noncommercial 3.0 Unported License http://creativecommons.org/licenses/by-nc/3.0/), permitting all non-commercial use, 
distribution, and reproduction inany medium, provided the original work is properly cited. 
 

  
Global Journal of Computer Science and Technology 
Software & Data Engineering 
Volume 12 Issue 12 Version 1.0 Year 2012 
Type: Double Blind Peer Reviewed International Research Journal 
Publisher: Global Journals Inc. (USA) 
Online ISSN: 0975-4172 & Print ISSN: 0975-4350 

 

Data Mining Based on Semantic Similarity to Mine New 
Association Rules 

          By Sandeep Jain & Aakanksha Mahajan 
                                                                Doon Valley Institute of Engineering And Technology 

Abstract - The problem of mining association rules in a database are introduced. Most of association 
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Data Mining Based on Semantic Similarity to 
Mine New Association Rules 

Sandeep Jain α & Aakanksha Mahajan σ 

Abstract - The problem of mining association rules in a 
database are introduced. Most of association rule mining 
approaches aim to mine association rules considering exact 
matches between items in transactions. A new algorithm 
called “Improved Data Mining Based on Semantic Similarity to 
mine new Association Rules” which considers not only exact 
matches between items, but also the semantic similarity 
between them. Improved Data Mining (IDM) Based 
on Semantic Similarity to mine new Association Rules uses the 
concepts of an expert to represent the similarity degree 
between items, and proposes a new way of obtaining support 
and confidence for the association rules containing these 
items. An association rule is for ex: i.e. for a grocery store say 
“30% of transactions that contain bread also contain milk; 2% 
of all transactions contain both of these items”. Here 30% is 
called the confidence of the rule, and 2% the support of the 
rule and this rule is represented as Bread  Milk. The problem 
is to find all association rules that satisfy user-specified 
minimum support and minimum confidence constraints. This 
paper then results that new rules bring more information about 
the database. 
Keywords : Data mining, Semantic similarity, 
Association Rules, Support, Confidence, Fuzzy logic. 

I. Introduction to data mining 

ata mining (DM), also known as knowledge 
discovery in databases (KDD), has been 
recognized as a new area for database research. 

This positive and evolutionary cycle is now occurring in 
area named data mining or knowledge discovery in 
database for efficiently discovering interesting rules from 
large collections of data. Informative knowledge 
discovering and new valuable data finding in database 
are very attractive in various business scenes. 

Data mining (DM), also called Knowledge-
Discovery in Databases (KDD) or Knowledge-Discovery 
and Data Mining, is the process of automatically 
searching large volumes of data for patterns such as 
association rules. Data mining has been defined as "the 
nontrivial extraction of implicit, previously unknown, and 
potentially useful information from data “and "the 
science of extracting useful information from large data 
sets or databases"[1]. It involves sorting through large 
amounts of data and picking out relevant information. It 
is usually used by businesses and other organizations, 
but  is  increasingly   used  in   the   sciences   to  extract 
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information from the enormous data sets generated by 
modern experimentation. Although data mining is a 
relatively new term, the technology is not. Companies for 
a long time have used powerful computers to sift 
through volumes of data such as supermarket scanner 
data, and produce market research reports. Continuous 
innovations in computer processing power, disk 
storage, and statistical software are dramatically 
increasing the accuracy and usefulness of analysis. 

II. A conceptual model of data mining 

Many useful studies have been done in data 
mining and knowledge discovery in database. By basing 
on the concept that features the process aspects of 
data mining, we gives attention to the interaction 
between a human and a machine and the purpose 
clarification. Figure 1. Shows the conceptual model of 
data mining: 

Figure 1 :  Conceptual of data mining 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
                             

Figure 2 : Data Mining Process 
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A conceptual model of data mining is proposed 
by generalizing the actual application development 
process. Data mining is the process which extracts 
knowledge from real world environment according to a 
certain purpose. In this process, top-down and bottom-
up approaches are performed as problem solving 
methods. The top-down approach clarifies purpose, 
defines problems to be solved, then breaks down the 
problems into elements until solvable level. 

On the other hand, the bottom-up approach 
collects data from the real world, analyzes them, and 
then integrates the findings. Both approaches are 
combined into data mining to find solvable goal, to 
select a suitable method for the goal and then to 
develop knowledge based on the method. The data 
mining process is shown in Figure 2. The steps below 
are the generalized data mining process. Before 
applying the process, we should define the benefits of 
developing target applications clearly to give the 
purpose. 
1) Purpose Clarification: Clarifying the purpose, the 

problems to be solved, and the hypothetical goal of 
solution through the top-down approach. 

2) Data Collection: Collecting data from the real world 
and visualizing them through the bottom-up 
approach. 

3) Data Analysis: Analyzing the data collection to verify 
the hypothetical goal of solution through the 
combination of the top-down and the bottom-up 
approach. 

4) Knowledge Development: Selecting a suitable 
method for the goal and developing knowledge 
based on the method. 

5) Knowledge Refinement: Testing and refining the 
knowledge. If necessary, back to the previous 
steps. 

III. Improved data mining based on 
fuzzy weighted association rules 

Data Mining has been researched a lot due to 
its utility in many applications, and one of its most used 
tasks is Association Rule Mining. Given a set of 
transactions, where each transaction is a set of items, 
an association rule is an expression X => Y, where X 
and Y are sets of items (or item sets). The meaning of 
such a rule is that transactions which contain items in X 
tend to also contain items in Y. The support of the rule X 
=> Y is the percentage of transactions that contain 
both X and Y. The confidence of the rule X => Y is the 
percentage of transactions containing X that also 
contain Y.an example of an association rule is “90% of 
transactions that contain bread also contain butter; 3% 
of all transactions contain both of these items.”The 90% 
is referred to as confidence and the 3%, the support of 
the rule. The problem of mining association rules is to 
find rules having minimum support and confidence. 

Many algorithms were developed to solve the problem 
of mining association rules. In general, new approaches 
were motivated by finding new ways of dealing with 
different attributes types or increasing computational 
performance. However, new approaches could address 
other issues. In this paper, we concern about semantics 
on mined data. Known algorithms only consider exact 
matches when mining frequent item sets, not generating 
some association rules which could bring important 
information.   

In our approach, besides exact matches, the 
semantic similarity between items is also taken on 
account. For example, consider the set of transactions 
shown in Table 1. 

TID Attribute1 Attribute2 
1 Chair Table 
2 Sofa Desk 
3 Chair Desk 
4 Chair Table 

Table 1 :  A set of transaction examples 

If this set of transactions were mined by a 
traditional association rule mining algorithm, the 
following association rules would be obtained: 

Chair => table (support 50%, confidence 67%) 
Sofa => desk (support 25%, confidence 100%) 
Chair => desk (support 25%, confidence 33%) 

Thus, if a minimum support of 50% and a 
minimum confidence of 60% were established, the only 
rule generated would be chair=> table. In this situation, 
only strings of characters are being considered, and as 
they have the same characters, with the same order and 
the same length, the mining algorithm will recognize a 
match. Table and desk, for example, are totally different 
words, but it does not mean they are totally different 
items. If we semantically analyze the words table and 
desk, we can consider them similar (both are furniture 
and have similar utilities, for example). In this case, there 
is not an exact match, but there is a kind of “similarity 
match”, which can be also useful to find relevant 
association rules and therefore important information. 
That is what traditional approaches can not reveal: 
association rules including semantically similar items. To 
make it possible, in this paper we present an algorithm 
called IDM. 

IV. Algorithm 

a) Semantic Similarity 

The objective of data mining is to discover 
knowledge, and that is why so many approaches try to 
make rules more understandable. Analyzing the 
meaning of mined data (i.e., the data semantics) 
naturally contributes to increase the quality of 
information obtained through the mining process, and 
consequently better the decisions guided by this 
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information will be. Database transactions have different 
attribute types. The attributes can be quantitative or 
categorical[6] i.e. during the mining process, 
quantitative attributes cannot be semantically analyzed, 
but some categorical attributes can be. Known 
algorithms usually deal with categorical attributes as if 
they were mere character strings. These strings are 
recognized and counted along the transactions, and 
associations between them are found. In this case, 
matches occur only when strings have exactly the same 
characters, in the same order, with the same length. 
However, different strings can represent similar 
meanings. Consider, for instance, the words cupboard 
and wardrobe. Although character strings are totally 
different, they represent semantically similar words. 
Cupboard and wardrobe are different objects, but they 
both have shelves and doors and are used for storing 
things. They are not identical, but they are similar. This 
semantic similarity between items is ignored by 
traditional algorithms, what can make them lose 
important information. This additional analysis 
considering associations between similar items may 
reveal other association rules, which can be also 
relevant. We call semantically similar data mining the 
mining process which also considers the semantic 
similarity between data items, extending the usual way 
of mining association rules. 

In this paper, we present a new algorithm called 
IDM. In IDM, the semantic similarity between data is 
expressed by a similarity degree between items. Thus, if 
the value of similarity degree between items is 1 (one), 
this means that compared items have maximum 
similarity. According to the reflexive property of binary 
fuzzy relations, it can only occur if an item is compared 
to itself. Therefore, when comparing two non-identical 
items, the similarity degree (sim) between them must be 
a value greater or equal to zero and less than one (0 ≤ 
sim < 1). During the mining process, if the similarity 
degree between items is greater than a user-defined 
parameter, a semantic similarity association is detected, 
meaning that items contained in this association are 
similar enough (and therefore interesting to the user). 
Next section shows how IDM detects these semantic 
similarity associations and uses them to get important 
association rules. 

b) Algorithm Structure 

IDM is based on Apriori and, as an association 
rule mining algorithm, it needs user-provided minimum 
support and minimum confidence parameters to run. 
Moreover, by using fuzzy logic concepts, IDM also 
needs a user provided parameter which indicates the 
minimum similarity degree desired, called minsim. Thus, 
there are the following parameters: 

•
 

minsup, which indicates the minimum support;
 

•
 

minconf, which represents the mininum confidence;
 

• minsim, which is the minimum similarity degree 
necessary to consider two items similar enough, 
and then associate them during mining. 

All of these parameters are expressed by a real 
value in the interval [0, 1]. The steps performed by IDM 
are shown below 
1. Data Scanning: Identifying items and their domains 
2. Determining similarity degrees between items for 

each domain 
3. Identifying similar items 
4. Generating candidates 
5. Calculating the weight of candidates 
6. Evaluating candidates 
7. Generating rules 

Now, consider as an example a table containing 
transactions of buys from a furniture store (Table 2), 
where Tid is an identifier for each transaction, whereas 
Dom1, Dom2 and Dom3 contain items bought by the 
furniture store customers. 

Moreover, suppose henceforth that we have the 
following parameter values: 
• minimum support (minsup) = 0.45 
• minimum confidence (minconf) = 0.3 
• minimum similarity (minsim) = 0.8 

Tid Dom1 Dom2 Dom3 
10 Chair Table wardrobe 
20 Sofa Desk cupboard 
30 Seat Table wardrobe 
40 Sofa Desk cupboard 
50 Chair Board wardrobe 
60 Chair Board cupboard 
70 Chair Desk cupboard 
80 Seat Board cabinet 
90 Chair desk Cabinet 

100 Sofa desk cupboard 

Table 2 : Transactions of buys from a furniture store 

c) Data Scanning 
The first step is a data scanning that identifies 

items in the database. IDM identifies each item, 
generating 1-itemsets (itemsets with size one). 
Moreover, in this step each item is associated to a 
domain, which is important because they make possible 
to relate items according to their similarity only when is 
convenient — that is, if they belong to the same domain. 
When mining relational tables, domains can be defined 
by the column where the item is. Thus, considering the 
furniture store example, after data scanning we have 
items and domains identified, as shown in Table 3. 

Items Domain 
sofa, chair, seat Dom1 

board, desk, table Dom2 

cabinet, cupboard, wardrobe Dom3 

Table 3 : Items and domains identified by data scanning 
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In this example, domain Dom1 contains items of 
furniture where one can sit, domain Dom2 contains 
items of furniture where one can place things on them, 
and domain Dom3 contains items of furniture where one 
can store things. Each domain contains items used in 
similar situations, what makes domains identification 
semantically coherent. The number of items belonging 
to domain determines its size. Thus, all domains in 
Table 3 have size 3. 

d) Determining Similarity Degrees 
After having items and their domains identified, 

it is time to determine the values of similarity relations 
within each domain. These values must be supplied by 
a domain specialist (usually the user himself). This task 
corresponds to one of the steps of KDD [3], prior to the 
step of data mining. Alternatively, it would be possible to 
obtain these values automatically, through a rule or 
method. However, to determine the similarity values 
between items so that the semantics is considered, it is 
necessary to adopt a way of reproducing, with high 
fidelity, the capacity of the human mind of doing this. 
Any rule chosen to determine these values automatically 
will consider non-semantic factors, decreasing the 
quality of the analysis realized and this way going 
against the objective of the semantically similar data 
mining, which is to enrich the analysis and consequently 
enrich the information obtained from the rules. In each 
domain, the similarity degree values are stored in a 
similarity matrix. In the furniture store example, 3 
domains were identified, and the correspondent 
similarity matrices can be seen in Table 4. The values in 
the matrices inform the similarity degree between the 
items of the domain. For example, chair is 70% similar to 
sofa. Next subsection shows how each similarity matrix 
is consulted to identify similar items. 

e) Identifying Similar Items 
In this step, the similarity matrix of each domain 

is analyzed, thus identifying pairs of items whose 
similarity degree is greater than or equal to minsim. 
These pairs of items compose fuzzy associations of size 
2. In IDM, these associations are expressed through 
fuzzy items,[2] which are representations where the ~ 
symbol is used to indicate the relation between items. 
Thus, supposing that the sufficiently similar items are 
item1 and item2, for example, a fuzzy item on the form 
item1~item2 represents the fuzzy association between 
them. 
 

 
Dom 
1 

sofa seat ch
air 

 Do
m2 

desk table Board 

sofa 1 0.75 0.7 des
k 

1 0.9 0.75 

seat 0.75 1 0.6 tabl
e 

0.9 1 0.7 

chair 0.7 0.6 1 boa
rd 

0.75 0.7 1 

 
 
 
 

Dom3 cabinet wardro
be 

cupboard 

cabinet 1 0.9 0.85 
wardrobe 0.9 1 0.8 
cupboard 0.85 0.8 1 

Table 4 : Domains and their respective similarity matrices 

In the furniture store example, the similarity 
matrices in Table 4are analyzed and, considering the 
minsim value (0.8), the associations shown in Table 5 
are obtained. 

Domain  
 

Value  Similarity 
relation1 

Equivalent fuzzy 
item 

Dom2 0.9 sim(desk, 
table)  
 

desk~table 

Dom3  0.9  sim(cabinet, 
wardrobe)  

cabinet~wardrobe 

Dom3  0.85 sim(cabinet, 
cupboard) 

cabinet~cupboard 

Dom3  0.8  sim(cupboard, 
wardrobe)  

cupboard~wardrobe 

Table 5 :  Similarity relations that satisfy minsim 

After obtaining the set of fuzzy associations of 
size 2, the existence of similarity cycles is verified. A 
similarity cycle is a fuzzy association of size greater than 
2 that only exists if all of its items are, in pairs, sufficiently 
similar. That is, according to the intersection operation in 
fuzzy set theory, the minimum value among the similarity 
degrees involved in the cycle must be greater than or 
equal to minsim. It is what occurs, in the furniture store 
example, with the cycle cabinet~wardrobe~cupboard, 
shown in Figure 3. In this figure, arrows represent the 
similarity relations between items, and near them are the 
values that express the relation values. Thus, it is 
possible to see that in this example all the items are, in 
pairs, sufficiently similar (0.9 ≥ 0.8, 0.85  ≥ 0.8 and 0.8 
≥ 0.8). Or else, it can be verified that the minimum value 
among the similarity degrees involved is greater than or 
equal to minsim (min(0.9, 0.85, 0.8) ≥ 0.8). Whereas the 
minimum size of a similarity cycle is 3, the maximum 
size is equal to the size of the analyzed domain.  
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Figure 3 : Similarity cycle 
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A2 = { Set of fuzzy associations of size 2} 
for (k = 3; k < size(Dn) ; k++) 
compare each pair of fuzzy associations in Ak-
1 
if (prefix(ai) = prefix(aj), i ≠ j) 
//if suffixes union is sufficiently similar 
if ((suffix(ai) U suffix(aj)) ∈A2) 
ak = ai U suffix(aj) 
end if 
end if 
end compare 
Ak = {set of all ak} 
end for 
Sn = Group of all Ak 

Figure 4 : Algorithm to find similarity cycles 

Ak Set of fuzzy associations of size k 
 

Dn 
 

Each one of the n domains analyzed 
 

Ak 
 

Each fuzzy association in Ak set 
 

Sn 
 

Set of similar items on domain n 
 

size(Dn) Dn size 
 

prefix(ak) ak fuzzy association prefix 
 

suffix(ak) ak fuzzy association suffix 
 

Table  6 :  Notation used in figure 4 

In the furniture store example, Dom3 size is 3, 
and that is why no fuzzy association of size greater than 
3 can be obtained. However, for bigger domains, there 
can be cycles of bigger sizes. That is why IDM checks 
for the existence of similarity cycles iteratively on each 
domain, where the fuzzy association sets of size k-1 are 
analyzed on each step k (k ∈ N, k ≥ 3) to obtain fuzzy 
associations of size k. The notation sim(item1,item2) 
represents the similarity relation between item1 and 
item2. 

A fuzzy association ak is of the form {s1, s2, ..., 
sk-1, sk}, where s1, s2, ..., sk-1, sk are the k items 
which composes it. Its suffix is on the form {sk}, 
whereas its prefix is on the form {s1, s2, ...,sk-1}. Every 
obtained A k in this step are grouped in Sn. This is how 
the step of identifying similar items ends, and then 
another iterative part of the algorithm begins. In this part, 

for each step k (k ∈ N), the k-item set candidates are 
generated from the frequent item sets obtained on 
previous step (k-1). Also, weights of k item set 
candidates are calculated and candidates are 
evaluated. 

f) Generating Candidates 
The way candidates are generated is very 

similar to the way it is done in Apriori. However, in IDM, 
besides items identified during the data scanning step, 
fuzzy items — which represent fuzzy associations 
obtained in the step of identifying similar items — also 
integrate the generated candidates. At the end of this 
step, we have the set of k-item set candidates, which is 
submitted to the step of calculating the weight of 
candidates. 

g) Calculating The Weight Of Candidates 
In this step, the weight of each item set 

candidate is calculated. The weight of an item set 
corresponds to the number of its occurrences in the 
database. In IDM, differently from what happens in A 
priori, an item set can have fuzzy items, hence called 
fuzzy item set. The notation item1~item2, has the 
following meaning: if item1 and item2 are very similar, 
they can be considered as being practically identical; 
thus, if occurrences of item1 or item2 are found in the 
database, they will be associated and, together with the 
similarity degree between items, they will compose a 
fuzzy occurrence of item1~item2. Therefore, we need to 
know if the item set is fuzzy or not, before calculating its 
weight: if the item set is not fuzzy, we calculate its 
weight in the conventional way, counting its exact 
occurrences; if the item set is fuzzy, we shall consider its 
fuzzy occurrences to obtain its weight. To understand 
how fuzzy occurrences happen, suppose that the 
similarity degree between item1 and item2 is 0.8. In this 
case, each occurrence of item2 in the database can be 
considered equal to 80% of item1 occurrence. 
Consequently, for each item1 occurrence we sum one 
item1 occurrence (of course), and for each item2 
occurrence we sum 0.8 item1 occurrence (Table  7– 
situation A). 

The problem can also be seen in the contrary 
manner, summing one item2 occurrence for each item2 
occurrence and 0.8 for each item1 occurrence (Table 7– 
situation B). Notice that, for situation A, the fuzzy 
occurrences totalize the value of 2.8 (1.0 + 1.0 + 0.8), 
whereas for situation B fuzzy occurrences totalize the 
value of 2.6 (0.8 + 0.8 + 1.0). 

Tid
 

Dom1
 

10
 

item1
 

1.0
 

20
 

item1
 

1.0
 

30
 

item2
 

0.8
 

Situation A
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Tid Dom1 
10 item1 0.8 
20 item1 0.8 
30 item2 1.0 

Situation B 

Table  7 :  Fuzzy Occurrences 

Hence, depending on situation, the result 
obtained for the same similar items could be different. 
To avoid this distortion, it is necessary to balance this 
counting. To do that, consider weight (item1) as the 
number of item1 occurrences, weight (item2) as the 
number of item2 occurrences; and sim (item1, item2) as  

 

the similarity degree between item1 and item2. Thus, for 
situation a in Table 7, the number of occurrences is 
given by the expression. 

weight(item1 ) + weight( item2) × sim( item1, item2) 

In the same way, for situation B in Table 7, the 
number of occurrences is given by the expression. 

weight(item1 ) × sim( item1, item2) + weight( item2) 

We adopt the arithmetic average between 
situations A and B to balance the two situations, getting 
the fuzzy weight of item1~item2 through the Equation 1. 
 

Equation1. Fuzzy weight for two similar items

 Equation 1 is useful to calculate the weight of 
fuzzy items formed by an association of only two similar 
items. After this, itemset candidates are evaluated in the 
next step of IDM.

 h)
 

Evaluating Candidates
 This is the step of IDM where the support of 

itemset candidates is evaluated, similar to what is done 
in Apriori. The support corresponds to the weight 
divided by the number of rows (or total of transactions) 
in the database (Equation 2). If the itemset candidate is 
fuzzy, its weight is also fuzzy, and then when its weight 
is divided by the number of rows, the result is its fuzzy 
support. Thus, generically, the support of each item set 
is calculated from its weight, and it is verified if its 
support is greater than or equal to minsup. In negative

 case, the item set is considered not frequent, and is 
therefore discarded. In positive case, the item set is 
stored in the set of frequent item sets.

 

 Equation2. Support of the item set

 The end of this step is also the end of the 
iterative part of IDM. At this time, all frequent item sets 
are grouped in a set, from which it is possible to start 
the step of generating rules.

 i)

 

Generating Rules

 
Association rules have antecedents (items left 

of arrow) and consequents (items right of arrow), as 
shown in Figure 5.

 Antecedent →Consequent

 Figure 5 :

 

Antecedent and consequent of the rule

 
If confidence, given by Equation 3, is greater 

than or equal to minconf, then rule is valid.

 

 

Equation

 

3. Rule confidence

 

Regardless of supports being fuzzy or not, 
confidence is obtained in the same way. When IDM is 
concluded, all valid rules are exhibited, showing 
antecedent, consequent, support and confidence of 
each rule, in the format shown in Figure 6.

 

Anteecedent

 

Consequent   sup = < support value >         
conf = <confident value>

 

Figure

 

6 :

 

Association Rule Format

 

In IDM, antecedents and consequents of the 
rule can contain fuzzy items, and the values of support 
and confidence reflect the influence of the similarity 
degree between items in their calculations.

 

V.

 

Tests

 

We realized some tests to compare the results 
obtained with IDM and Apriori, using real data about 
furniture store. We started testing our first set of data, 
named FURNITURE STORE, containing transactions 
with the following attributes. There are semantic 
similarities in the domain and the similarity degrees 
between its items are shown in Table 8.These similarity 
values are manually decided.

 

Item1

 

Item2

 

Similarity

 

Chair

 

Sofa

 

70

 

Sofa

 

Seat

 

75

 

Desk

 

Table

 

90

 

Desk

 

Board

 

75

 

Table

 

Board

 

70

 

Cupboard

 

Wardrobe

 

90

 

Cupboard

 

Cabinet

 

85
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Table 8 : Similarity degrees for furniture store

Y
e
a
r

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
II 

 I
ss
ue

 X
II 

 V
er
sio

n 
I 



   

  

  

 
 

 
  

  

    

 

 

 
 

 

 
  

  
  

 
  

 

 
  

  

   

 
 
 
 

  

 

 
   

 

 

 

 
 

  
  

 
 

 
  

 
 

 

  
  
 

  

17

  
20

12
  

 
(
DDDD

)
C

Data Mining Based on Semantic Similarity to Mine New Association Rules

   

  

We mined FURNITURE STORE using Apriori 
with parameters minsup = 40 and minconf = 40, 
obtaining the rules shown in Figure 8. We also mined 
FURNITURE STORE using IDM with the parameters 
minsup = 40, minconf = 40 and minsim = 80, obtaining 
the rules shown in Table 

 

9.

 

Test with Apriori over the set FURNITURE STORE, with minsup 
= 40 and minconf = 40,Itemsets pair above minimum support 
and minimum confidence rule:

 

Rules generated

 

Chair 

 

Sofa sup= 50% conf= 66.6%

 

Sofa 

 

Chair sup= 50% conf= 66.6%

 

Table

 

9 :

 

Test With Apriori Over the

 

Set Furniture Store

 

In Table

 

10, the underlined rules are those ones 
which are obtained by IDM, but are not obtained by 
Apriori. The additional rules bring more information, 
which can be useful for decision making. When the 
association rule contains fuzzy 

 

Test with Apriori over the set FURNITURE STORE, with 
minsup = 40 and minconf = 40,Itemsets pair above 
minimum support and minimum confidence rule:

 

Rules generated

 
 

Chair~sofa 

 

table sup= 50% conf= 100%

 
 

Table

 

chair~sofa sup= 50% conf= 100%

 

Chair 

 

Sofa sup= 50% conf= 66.6%

 
 

Sofa 

 

Chair sup= 50% conf= 66.6%

 
 

Chair~sofa 

 

table sup= 50% conf= 100%

 
 

Table

 

chair ~ sofa sup= 50% conf= 100%

 

Table10

 

:

 

Test With Idm Over the Set Furniture Store

 

items, its support and confidence values are 
calculated considering the semantic similarity between 
items. Association rules obtained by IDM contain fuzzy 
items like chair~sofa (chair and sofa can be considered 
similar) and which represents interesting semantic 
similarities not revealed by Apriori. Analyzing the 
additional rules obtained by IDM, we can show that IDM 
generates more association rules than Apriori does, with 
the same support and confidence parameters. As 
expected, the computation performance of Apriori is 
better than the computational performance of IDM, 
because IDM has a more complex structure to find 
semantically similarity items.

 

VI.

 

Conclusion and future work

 

We have discussed the data mining algorithms 
and techniques, which have been used by the 
researchers to implement the data mining for very large 
data. With the creation and application of IDM, it has 
become possible to discover association rules that 
reflect the semantic similarity among data. The use of 

fuzzy logic concepts in IDM contributed to make 
information representation and manipulation closer to 
the human language, making them more 
understandable. The better the comprehension of the 
obtained

 

knowledge, the bigger the knowledge utility. 
We have also discussed the data mining challenges, in 
which the researches are required for developing 
efficient and uniform data mining algorithms, software 
tools and techniques for very large, high dimensional 
and complex data.

 
  

As future work,

 

here in this paper because a 
human expert knowledge is used reason that it is easy 
for human to recognize objects which are existing in a 
database or to understand the meanings from just short 
conversion with using their background knowledge. 
Thus in near future we are thinking to enhance our 
system in such a way that their should not be a 
requirement to have an expert for finding similarity 
between items.
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Abstract - Traditional decision tree classifiers work with the data whose values are known and precise. We can 
also extend those classifiers to handle data with uncertain information. Value uncertainty arises in many 
applications during the data collection process. Example sources of uncertainty measurement/quantization 
errors, data staleness, and multiple repeated measurements. Rather than abstracting uncertain data by 
statistical derivatives, such as mean and median, the accuracy of a decision tree classifier can be improved 
much if the complete information of a data item is used by utilizing the Probability Density Function (PDF). In 
particular, an attribute value can be modelled as a range of possible values, associated with a PDF. The PDF 
function has only addressed simple queries such as range and nearestneighbour queries. Queries that join 
multiple relations have not been addressed with PDF. Despite the significance of joins in databases, we 
address join queries over uncertain data. We propose semantics for the join operation, define probabilistic 
operators over uncertain data, and propose join algorithms that provide efficient execution of probabilistic 
joins especially threshold. In which we avoid the semantic complexities that deals with uncertain data. For this 
class of joins we develop three sets of optimization techniques: item-level, page-level, and index-level pruning. 
We will compare the performance of these techniques experimentally. 
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Query Join Processing Over Uncertain Data for 
Decision Tree Classifiers 

V. Yaswanth Kumar α & G. Kalyani σ

Abstract - Traditional decision tree classifiers work with the 
data whose values are known and precise. We can also 
extend those classifiers to handle data with uncertain 
information. Value uncertainty arises in many applications 
during the data collection process. Example sources of 
uncertainty measurement/quantization errors, data staleness, 
and multiple repeated measurements. Rather than abstracting 
uncertain data by statistical derivatives, such as mean and 
median, the accuracy of a decision tree classifier can be 
improved much if the complete information of a data item is 
used by utilizing the Probability Density Function (PDF). In 
particular, an attribute value can be modelled as a range of 
possible values, associated with a PDF. The PDF function has 
only addressed simple queries such as range and nearest-
neighbour queries. Queries that join multiple relations have not 
been addressed with PDF. Despite the significance of joins in 
databases, we address join queries over uncertain data. We 
propose semantics for the join operation, define probabilistic 
operators over uncertain data, and propose join algorithms 
that provide efficient execution of probabilistic joins especially 
threshold. In which we avoid the semantic complexities that 
deals with uncertain data. For this class of joins we develop 
three sets of optimization techniques: item-level, page-level, 
and index-level pruning. We will compare the performance of 
these techniques experimentally. 

I. Introduction 

lassification rules can be represented as below. 
Consider the information about the insurance 
company information. 

Insurance info (age: integer, cartype: string, 
highrisk: boolean) if age is between 16 and 25 and 
cartype is either sports or truck, then the risk is high. 

Consider the information about the insurance 
customers. 

 
 
 
 
 
 
 
 
 
 
 

 
 
Author α : Student, DVR & Dr HS MIC College of Technology, 
Kanchikacherla, Krishna(dt). 
Author σ : Assoc. professor, DVR & Dr HS MIC College of Technology, 
-Kanchikacherla, Krishna(dt). 

Trees that represent classification rules are 
called classification trees or decision trees. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Data uncertainty arises naturally in many 

applications due to various reasons. We briefly discuss 
three categories here: dimension errors, data mustiness, 
and repeated dimensions. 
a) Dimension Errors: Data obtained from 

measurements by physical devices are often 
imprecise due to dimension errors. 

b) Data mustiness: In some applications, data values 
are continuously changing and recorded information 
is always out of date.  

c) Repeated dimensions: Perhaps the most common 
source of uncertainty comes from repeated 
dimensions. For example, a patient’s body 
temperature could be taken multiple times during a 
day.  

Type-1 Probabilistic Relations 
Type-1 uncertainty refers to confidence if a tuple 

belongs to a relation or not. Consider the table 
represents a part of my personal address book. It is not 
really likely that my address book contains the phone 
number of the Dutch Queen, where it 
is very likely that the address book contains the phone 
number of one of my fellow students, Ruud van Kessel. 

Type-2 Probabilistic Relations 
With Type-2 uncertainty, the value of the key-

attribute is deterministic but values of other attributes in 
the relation may be uncertain. Table shows a relation 
which depicts where Kings and Queens of different 
countries around the world live. There is no uncertainty 
about the country where the King or Queen lives. Since 
the attribute values of the field ”town” for Queen Beatrix 

C 

       Age      Cartype     Highrisk

23 Sedan False

30 Sports False

36 Sedan False

25 Truck True

30 Sedan False

23 Truck True

30 Truck False

25 Sports True

18 Sedan False

            <=25

Sedan

                                                          

     Age

CarType NO

NO YES

Sports, truck

>25
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and King Carl XVI Gustaf represents uncertainty, it is not 
possible to tell in which village they live with complete 
certainty, based on this list. 

If the probability that the join pair meets the join 
condition exceeds the threshold, it is included in the 
result, otherwise the pair is not included. This threshold 
can either be user specified or a system parameter.  The 
tuple pairs when their probabilities exceed a certain 
threshold as Probabilistic Threshold Join Queries (PTJQ) 
we focus on threshold joins and develop various 
techniques for the efficient (in terms of I/O and CPU 
cost) algorithms for PTJQ. In particular, we develop 
three pruning techniques: 
    

 

 

 

 

 (a) Type-1 Probabilistic Relations

 

 

 

 

 (b) Type-2 Probabilistic Relations

 1)
 

item-level pruning, where two uncertain values are 
pruned without evaluating the probability.

 2)
 

page-level pruning, where two pages are pruned 
without probing into the data stored in each page.

 3)
 

index-level pruning, where all the data stored under 
a subtree is pruned. Two useful types of join 
operations specific to uncertain attributes: value join 
(v-join) and distribution join (d-join). V-join is a 
natural extension of the join operation on 
deterministic data. The PDF

 
(probability Density 

Function) can be used to calculate the Range of 
values to an attribute which contains attribute 
uncertainity. PDF also calculates probability of 
matching uncertain tuples present in different 
relations while performing join operation.

 
Each join-

pair is associated with a probability to indicate the 
likelihood that the two tuples are matched. We use 
the term Probabilistic Join Queries (PJQ). For join 
conditions over uncertain data, the result is 
generally not boolean, but probabilistic.

 
II.

 
Related work

 
The model for managing uncertain data is 

proposed in moving-object environments and in sensor 
networks. Recently, the Trio System has been proposed 
to handle such uncertainty. Another representation of 

data uncertainty is a “probabilistic database”, where 
each tuple is associated with a probability value to 
indicate the confidence of its presence. Probabilistic 
databases have also been recently extended to semi-
structured data and XML. Probabilistic queries are 
classified as value-based (return a single value) and 
entity-based (return a set of objects).  Probabilistic join 
queries belong to the entity-based query class. 

Aggregate value queries and nearest neighbor 
evaluation algorithms are presented. To our best 
knowledge, probabilistic join queries have not been 
addressed before. Also these works did not focus on 
the efficiency issues of probabilistic queries. Although 
examine the issues of query efficiency, their discussions 
are limited to range queries. There is a rich vein of work 
on interval joins, which are usually used to handle 
temporal and one-dimensional spatial data. Different 
efficient algorithms have been proposed, such as 
nested-loop join, partition-based join, and index-based 
join. Recently the idea of implementing interval joins on 
top of a relational database. All these algorithms do not 
utilize probability distributions within the bounds during 
the pruning process, and thus potentially retrieve many 
false candidates. We demonstrated how our ideas can 
be applied easily to enhance these existing interval join 
techniques. 

III. Implementation 

The INLJ (IndexedNestedLoopJoin) algorithm 
can recover I/O performance by organising the pages in 
a Tree structure. Let R and S denote the two relations 
that are being joined, and assume that R has fewer 
tuples than S. If neither join input has an index on the 
joining attribute, the indexed nested loops join algorithm 
first builds an index on the smaller input R. 

The index is built by extracts the key–
pointerinformation for each tuple. The key–pointer 
information is then spatially sorted based on the MBR. 

We can develop the efficient query join processing 
technique by the following sequence of operations.  

a) Data Refinement 

Take any Real-world Data which is possible to 
containing Uncertainity. Clean the data i.e. removing 
unnecessary data for Our project and Represent the 
most appropriate Data. 

b) Formulating Range values using PDF function 
(Probability  Density Function) 

PDF summarizes how odds/probabilities are 
distributed among the events that can arise from a 
series of trials.By using PDF function we can replace the 
uncertainity values as Ranges. 

c) Similarity matching between Uncertainty tuples 

(By using probabilistic Joining Queries) 

Calculate the probability of joining the two uncertainity 

Query Join Processing Over Uncertain Data for Decision Tree Classifiers

         Name            Country   Town
BeatrixvanOranje The 

Netherlands
The Hague/0.9
Amsterdam/0.1

Carl XVI Gustaf Sweden Stockholm/0.5
Malmo/0.5

   Name                 Phone number        Probability
Beatrixvan 
Oranje

+31701234567 0.01

Ruud van 
Kessel  

+316 12345678 0.99
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tuples. Each join-pair is associated with a probability to 
indicate the likelihood that the two tuples are matched. 

d) Removing  Uncertainity by using INLJ 
Although uncertainty tables can be used to           

improve the performance of page-based joins, they do 
not improve I/O performance, simply because the pages 
still have to be loaded in order to read the uncertainity 
tables.In INLJ we can use Interval Index. 

Conceptually, each tree node still has an 
uncertainty table, but now each uncertainty interval in a 
tree node becomes a Minimum Bounding Rectangle 
(MBR) that encloses all the uncertainty intervals stored 
in that MBR. Page-level pruning now operates on MBRs 
instead of uncertainty intervals. 

e) Construct the Decision Tree for Query processing 
Splitting of an attribute depends on the attribute 

selection measures (Information gain, Gain ratio, Gini 
Index).Higher value of an attribute can be selected as 
splitting one. In this way the output Can be represented 
in the Decision Tree form by classifying the result into 
different classes. 

IV. Performance 

Index-Level Pruning The above problem can be 
alleviated by organizing intervals with an index.  shows 
that both INLJ and U-INLJ have a much better 
performance in Npair than BNLJ and U-BNLJ. 
 

 
 

 
 

 
 
 
 

  
 

 
 
 
 
 
 

 
 
 
 
 

In the above Graph, the comparison between 
page-level join algorithms with the Index-level join 
algorithms (INLJ and U-INLJ). In the Index-level join 
algorithms whenever the Threshold increases the output 
candidate pairs are Reduced. So, we can join the tables 
based on most similarity tuples. This leads to high 

performance in the Results, Next we can compare the 
Execution time between R-tree based join algorithm and 
INLJ(Indexed-Nested Loop Join) algorithm are 
compared in the below graph. The Horizontal row 
specifies the size of the Datasets and vertical row 
specifies the Execution time in seconds. In all different 
type of Datasets the Execution time of INLJ is Better 
than R-tree based join algorithm.  
 
         
                
                 
                 
                 
                  
                    
                                 
                                  
 
     
 
 
 
 
 
 
 

 
 Finally I

 
can prefer the Indexed-Nested Loop 

join algorithm as a Probability Threshold Joining 
Algorithm for Removing the Uncertainity while Joining of 
multiple table where the joining attribute has uncertain 
values. so, the Result of joining is efficient and we get 
the close to Exact Results.       

 

V. Conclusion 

Uncertainity management is the mounting topic 
in Data mining in recent times. In this paper we identify 
the situation of maintaining uncertain attributes present 
in the database relations. We suggest a method for 
getting better join processing of relations in requisites of 
I/O cost which are having uncertainity attributes present. 
In this paper we propose the implementation of INLJ, 
which is capably handle the uncertain values when 
compared to the earlier uncertainty handlings.
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Approach to Quality Testing 
Drakshaveni G

Abstract -  Time is the most important resource for any activity. 
Software development is no exception. With an increase in the 
competition in the market, it is very essential for the companies 
to release their products into the market at the earliest with good 
quality to earn profit. In order to develop the products early, 
companies implement various techniques like Rapid Application 
development and implement Agile methodologies like Scrum & 
Xtreme Programming to obtain tangible and useful features of 
the software at the earliest. It is just not sufficient to develop the 
product, it is more important to develop a quality product. But 
how does one know if the product is of good quality or not? This 
question is best answered by the Quality Assurance team which 
Tests the product end to end against requirements and 
standards. They conduct various kinds of tests and check the 
behavior of the system/ product in various conditions. If it 
passes all kinds of tests (which is dependent on the kind of the 
product or the system), then the QA team assures that the 
product is fit for use. Hence it is very important for the QA time to 
be given enough time to test the product/system before it is 
released into market. But it is difficult to judge as to how much 
time is required to test a product / system completely. An ideal 
answer would be “Years”. Time is a major constraint in any 
software activity. Many software projects are time bound. Then 
how does one ensure that within a given time, the 
product/system is tested to the level where a confidence can be 
achieved? The answer is one needs to adopt faster means of 
testing. Many Testing techniques are available which in help 
achieving this objective. The major drawback of some of the 
proved techniques is these techniques are dependent on the 
kind of the system that is being tested. So what are the other 
ways available to save time for testing? The answer is in the 
question itself. One can save some time in optimizing the way of 
testing itself. If we carefully look into each testing activity, we 
realize that we can improve these to a great extend to provide 
maximum output. In this paper, it is intended to showcase one 
such approach. 
Keywords : Test Management, Defect tracking, ,SDLC 
MODEL, Test planning. 

I. Introduction 

esting is an important part of SDLC[1]. It is in this 
phase that the quality of the product is assured. The 
product is tested in detail against the requirements 

and standards.  This is not as simple as it sounds. There 
are many phases in a Test life cycle like Test planning, 
Design, execution etc. Fig 1.0 depicts a typical Testing 
Life cycle implemented in many projects. 
 
 
 
 
 
 
 

  

 

 
 

Fig. 1.0 : 

When the Requirements are provided, the 
requirements are captured in a repository using a suitable 
convention which is easily understood by the 
stakeholders. Then it is analyzed for implementation. In 
this phase static testing techniques are implemented. 
Once the Analysis is complete, Planning comes into 
picture. This is a complex phases. It is in this phase that 
the testing approach is designed based on various 
constraints defined by the project. The success of Testing 
is largely dependent on the Test Planning & Design 
phase. Once the planning & Design phase is crossed, 
then comes the execution i.e. execution of test cases 
against the requirements and standards. After test 
execution, the results are analyzed and the quality is 
measured accordingly. If more test cases / Test scenarios 
(depending on which one is used) fail, then the product is 
sent back to the development team to fix the issues. After 
the issues are fixed, the product is tested again. This 
process continues till the there are very minimum or no 

T 
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issues detected. If the product is tested and no issues are 
found, then the product is certified as fit for use.  

In the above stated model, each phase has its on 
set of Inputs, processes and outputs. Any testing activity 
will be incomplete without supporting artifacts. Hence 
proper documentation is very important. It is not just 
sufficient that the product is tested for what it has to do. It 
is equally important to test a product for what it should not 
do as well. This is the reason that there will be many input 
conditions that need to be checked for. Hence testing is a 
time consuming activity. With Time being a constraint, 
how to complete so many activities in minimum time? 
What are the ways in which one can execute the testing 
activities faster? Let’s see few of them. 

II. Description 

There are many ways through which the testing 
activities can be optimized. By implementation of these, 
lot of time can be saved which can be used to execute 
other activities which yield more result. Few of the most 
common and useful approaches in this regards are: 
1. Transition from Manual to Automation Testing. 
2. Usage of good Tools. 
3. Forming a team of highly skilled persons. 

Let’s see how the above approaches can help 
save time and improve the testing quality. 

a) Transition from Manual to Automation Testing  
Transition from Manual to Automation is 

beneficial for the features of Automation. Few of them are 
Reliability, Repeatability, Fast, accuracy and Cost 
Reduction [2]. The Automation tools use Test Script 
language to develop scripts that imitate user actions.  

The Test Script Language (like VB Script) is easy 
to learn and implement. These scripts can be designed to 
test the applications as a human would do. But the 
difference is they are faster. They can execute a task as 
many number of times as instructed without any errors.  

As an example, if it takes 1 hour to execute 5 test 
cases, the Automation scripts can do it in 30 min
(Depending on the way the script is developed and the 
application behaviour).Hence those features of the 
application which are very stable and require repeated 
testing, can be automated. The Manual testers can use 
the same time to test other parts of the application where 
more defects are likely t be found. Hence more testing 
can be done within available time. Hence the product can 
be tested better. 

b) Usage of good Tools 
Usage of tools like Test Management Tools [3], 

Defect Tracking Tools and Configuration tools, helps in 
achieving testing objective faster. These tools have 
templates/ formats which can be used readily. For 
example, Quality Center (a Test Management Tool) 
provides a single application for management of 
requirements, Test cases, execution and defect 

management.  The reports generated from these tools 
give a single window data of the status of Testing. This 
can help the project manager decide the quality of the 
product. Without this, a subjective decision would be 
required to be taken regarding the quality of the product, 
which is a risk by itself. If data is required then it would 
take a considerable time to collect the same and put it in a 
format which is easily understood by the stakeholders. 
Many important Testing artifacts can be stored in such 
tools which provide the inputs at the execution time. In 
absence of such tools, the testers would have to refer 
documents from various sources and when the execution 
is at its peak, this takes lot of time.  

The defect tracking tools help save some time by 
intimating the right persons at right time irrespective of 
their location. Example, if a defect is logged, the 
developer is intimated instantaneously through a mail or 
an alert, with all the required details as provided by the 
tester. In such scenarios, most of the times, the developer 
need not get in a discussion with the tester to know what 
the defect is all about. Also he can communicate with 
other teams instantaneously with the all required 
information. This saves lot of time.  

c) Forming a Team of Highly Skilled Persons 

This is a time tested approach [4]. Having team 
with people who know the application/product/system 
better are always beneficial. They can help the team 
members by guiding them in the following areas: 

a.
 

Implementation of special testing techniques like 
Orthogonal Array Technique, branch Testing etc

 

b.
 

Usage of Tools in an optimum way.
 

c.
 

Usage of right inputs to test the application
 

d.
 

Understanding the domain and the purpose of each 
testing phase.

 

e.
 

Understanding the requirements, Test processes, 
Test Reports etc.

 

In absence of a proper guide, one needs to 
spend more time in understanding the things. With time 
constraint, if a tester can’t

 
understand the full functionality, 

the functionality can’t be tested properly. This is a risk. 
And if the defect is found at later stage, it would cost more 
to the project to fix the same. At the same time, there 
should be new people in the team who can test the 
product as an new user would do. They might have a new 
way to seeing a functionality which might help in testing it 
better and making it better.  Testing is a creative activity 
which requires a good understanding of the application, 
domain, Testing

 
principles and new ways to thinking. 

Hence the team should be a combination of people with 
such mentality so that optimum testing can be done and 
more defects can be detected at early state. This way 
rework can be reduced to some extent and hence the 
time.
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III. Challenges 

Till now we saw how to save time using 
Automation, Tools and right team, let us look at some of 
the challenges in implementing these approaches.  

a) Automation  

a. Availability of skilled professionals - the newer the 
technology, tools, methods, and domain, the 
smaller the pool of skilled professionals 

b. Stability of implementation technology - the newer 
the technology, the lower the stability and the 
greater the need to balance the technology with 
other technologies and manual procedures 

c. Stability and power of tools - the newer and more 
powerful the development tool, the smaller the pool 
of skilled professionals and the more unstable the 
tool functionality 

d. Effectiveness of methods - what modeling, testing, 
version control, and design methods are going to 
be used, and how effective, efficient, and proven are 
they 

e. Domain expertise - are skilled professionals 
available in the various domains, including business 
and technology 

f. Good Automation Tools are costly. It might not be 
possible for all projects to afford Automation as per 
the budget defined for the project. 

g. Availability of resources trained in usage & 
implementation of Automation tools. It is not easy to 
get people who are well versed in usage of these 
tools. If they are, then they need to be paid more. This 
again puts constraint on the project budget. 

h. The new resources involved in automation, need to 
be trained in usage of the tools which itself consumes 
time & money. 

i. Automation can be implemented for those 
applications which are stable. If the application is not 
stable, then automaton can’t be implemented 
effectively. 

b) Tools 

a. Good Test Management, Defect Tracking & 
Configuration Management Tools are costly.  

b. Availability of resources trained in usage & 
implementation of Automation tools. It is not easy to 
get people who are well versed in usage of these 
tools. If they are, then they need to be paid more. This 
again puts constraint on the project budget. 

c. Team members need to be trained in usage of the 
tools which itself consumes time & money. 

c) Forming a Highly Skilled Team 

a. Difficult to judge the expertise in the required area. 
Complete knowledge cannot be checked in just a 
couple of interviews. 

b. Availability of experts employment of such people is 
bit difficult and as they look for high salaries which 
puts a constraint on the budget of the project. 

IV. Proposed solution 

Every problem has a solution. Most of the times, 
the solution to a problem is very much available but with 
some search. Having seen the difficulties in implementing 
the time saving techniques, let us see if we can save 
some time in the testing process itself. For this, we need 
to understand what a tester does. Here are some of the 
steps which most of the testers follow: 
1. Understand the requirements and develop the test 

scenario. 
2. Derive useful test cases out of these test scenarios. 
3. Execute the test cases and verify & validate the 

features of the system. 
4. If there is any discrepancy observed, confirm it and 

log a defect. 
5. Once the defect is fixed, retest and closed the defect 

if it is fixed. 
6. Capture the results of test case execution and use it 

further for metrics and analysis. 

It is possible to help the testers save some time 
in step 4 stated above. Normally when a discrepancy is 
observed, a good tester captures the basic information 
like how the defect was detected, what was the defect, 
screen shot of the system (if possible) and associated 
details. Along with execution of the test case, the tester 
needs to spend some time recreating the defect to 
confirm the behavior. Lets take an example. 

Suppose a tester is executing a test case for a 
web based application. That test case has 12 steps and it 
takes 20 minutes to execute the test case. When the tester 
finds that step 6 is failing, he logs a defect in the Defect 
Tracking Tool. He first needs to capture the screenshot of 
the application to let the developer know as to what is the 
defect. Then he needs to write the steps to reproduce the 
defect. It should be elaborate enough for the developer to 
understand the steps of re-creation the defect. Then he 
needs to provide some information like Version of the 
application tested, date & time at which the defect was 
detected, actual result of the step and expected result etc. 
On an average depending on the expertise of usage f the 
defect management tool and the application knowledge, it 
can take somewhere around 10 to 15 minutes to log the 
defect with all the required details. This is a considerable 
amount of time when compared to the test case execution 
time. This does not stop here. As a good practice, all 
steps of the test case should be executed to be sure that 
there are no defect goes detected. If there is another 
defect detected in step 9 of the same test case, again 
some considerable time and effort should be spent for 
defect logging. In such a process, the time spent on 
defect logging is more than the test case execution time 
itself.  
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Here is a method which can help reduce the 
defect logging time so that the tester can use the same 
time in execution of other important test cases. This is a 
solution that should be incorporated in the tool form which 
the test case is being executed. 

1. Make sure that a test case has only on e scenario.  
2. If a step in the test case fails, the tool should capture 

the following details and store it in a repository 
a. Screenshot of the application. 
b. Step description and expected result of all the 

previous steps in the ‘steps to reproduce the defect 
section’ along with expected result of the step that 
failed so that the developer can fix the code 
accordingly. 

c. Time stamp information. (I.e. Date and time on which 
the defect was observed) 

d. Version of the application that is being tested (Build 
number). This information can b entered in some file 
from where the tool can pick this up. 

e. The test data that was used while execution of the test 
case. This information can be captured by making 
sure that each test case has a unique test data 
available at the time of execution. This information 
can be stored in a separate file with Test Data & Test 
case mapping so that the tool picks up this 
information when required. 

f. Severity of the issue. This should be defined during 
the test case design for each step. The test case 
designer should know the impact of failure of the step 
that is being executed, on the application. 

The above points are just few of the information 
that can be captured. Other mandatory information can 
also be captured. 

3. Once all the above information is available, the tool 
should format the information in a way which is easily 
understood by all stakeholders and should present it 
to the tester who wishes to log the defect (can be in 
form of a pop-up window). 

4. Depending on the time availability, the tester can 
review the captured details before submitting the 
defect or can add extra information, if required.  

This way the process of defect logging which 
takes 10 to 15 minutes, can be reduced to just couple of 
minutes. If a tester executes 15 such test cases, and on 
an average he detects 4 defects, he can easily save 30 
minutes (approximately) which can be used for adhoc 
testing or execution of some other important test case. If 
there are 5 testers, who perform a similar job, in the above 
scenario, 2.5 hours can be saved.  

V. Advantages of the above method 

1. Time saving: The process of defect logging becomes 
faster. Instead of taking 10 minutes, the defect can be 
logged in a couple of minutes. 

2. Since the information that needs to be captured 
becomes standardized, chances of missing out 
details are reduced to a great extent. 

3. Since the information is captured immediately the 
timestamp information is more accurate which helps 
the developers to check the logs as to what exactly 
happened at that instance of time. 

4. This method necessitates that the test case be 
understandable, logical and complete. This helps the 
new resources of the team to execute the test case 
easily (which otherwise would have required more 
time to execute the same). So considerable time is 
saved and the tester would feel more comfortable. 

5. Along with this, it also necessitates defining the 
impact f failure of each step, which prevents 
subjective decision on the assigning the severity to 
the defect which is to be logged for the failure of that 
step. 

6. Depending on the number of High or Medium or Low 
severity steps, the severity of the test case can be 
defined. Depending on the number of High or 
Medium or Low test cases, the Severity of the Test 
Set can be determined. This is helpful when the 
testers do not get sufficient time to execute the 
complete regression cycle and need to prioritize the 
test case execution based on the severity of the Test 
Set / Test Case 

The advantages are not limited to the above. The 
availability of extra time itself defined the usefulness of this 
method. 

VI. Challenges in implanting this 
method 

Although there are many advantages of this 
method, there are a couple of drawbacks too.  

1. This method calls for use of a tool which can capture 
all the required information and translate it into useful 
information as contained in a defect log. This involves 
time, effort and cost. The project might not have so 
much time or money to spend on development of 
such a specialized tool. 

2. This method requires defining more details like 
severity of each step of a test case, capturing unique 
test data for each test case etc which requires more 
time and effort. 

VII.
 

Where can this method be useful?
 

The approach proposed in this paper can be 
added in any Test Management Tool which has Test case 
execution and Defect Management features. This 
approach will be helpful in testing projects where Defect 
Finding Rate is high and more test cases need to be 
executed in a shorter time.
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VIII. Conclusion 

Testers should be given sufficient time to test the 
system/ product/application in order to get a good quality 
product. When there is a time crunch, projects should 
optimize the way testing is carried out.  The method 
stated in this paper can help the Testing project 
irrespective of the SDLC model followed, to save 
reasonable time which can be used for performing other 
important testing activities. 
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Clustering on Large Numeric Data Sets Using Hierarchical 
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Clustering on Large Numeric Data Sets Using 
Hierarchical Approach: Birch 

D.Pramodh Krishna α, A.Senguttuvan σ & T.Swarna Latha ρ 

Abstract - The paper is about the clustering on large numeric 
data sets using hierarchical method. In this BIRCH approach 
is used, to reduce the amount of data, for this a hierarchical 
clustering method was applied to pre-process the dataset. 
Now a day’s web information plays a prominent role in the web 
technology, large amount of data is consumed to 
communicate, but some with intruders there is loss of data or 
may changes occur in the interaction, so to recognize 
intruders they detect to build an intrusion detection system for 
this a hierarchical approach is used to classify network traffic 
data accurately. Hierarchical clustering is performed By taking 
network as an example.  The clustering method could produce 
high quality dataset with far less instances that sufficiently 
represent all of the instances in the original dataset. 
Keywords : Hierarchical clustering, support vector 
machine,data mining,KDD cup. 

I. Introduction 

ata clustering is an important technique for    
exploratory data analysis and has been studied 
for several years. It has been shown to be Useful 

in many practical domains such as data classification. 
There has been a growing emphasis on analysis of very 
large data sets to discover the useful patterns. This is 
called data mining and clustering is regarded as a 
particular branch. So, as the data set size increases they 
do not scale up well in terms of memory requirement. 
Hence an efficient and scalable data clustering method 
is proposed based on a new in memory data structure 
called CF Tree which serve as in in-memory summary of 
the data distribution. 

We have implemented in a system called 
BIRCH (Balanced Iterative Reducing And Clustering 
Using Hierarchies) and studied its performance 
extensively in terms of memory requirement and 
scalability. 

The SVM technique is unable to operate at such 
a large dataset due to system failures caused by 
insufficient memory, or may take too long to finish the 
training. Since this study used the KDD Cup 1999 
dataset,  to  reduce  the  amount of  data, a  hierarchical  
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clustering method was applied to pre-process the 
dataset before SVM training. The clustering method 
could produce high quality dataset with far less 
instances that sufficiently represent all of the instances 
in the original dataset. 

This study proposed an SVM-based intrusion 
detection system based on a hierarchical clustering 
algorithm to pre-process the KDD Cup 1999 dataset 
before SVM training. The hierarchical clustering 
algorithm was used to provide a high quality, 
abstracted, and reduced dataset for the SVM training, 
instead of the originally enormous dataset. Thus, the 
system could greatly shorten the training time, and also 
achieve better detection performance in the resultant 
SVM classifier. 

This study proposed an SVM-based intrusion 
detection system, which combines a hierarchical 
clustering algorithm, a simple feature selection 
procedure, and the SVM technique. The hierarchical 
clustering algorithm provided the SVM with fewer, 
abstracted, and higher-qualified training instances that 
are derived from the KDD Cup 1999 training set. It was 
able to greatly shorten the training time, but also 
improve the performance of resultant SVM. The simple 
feature selection procedure was applied to eliminate 
unimportant features from the training set so the 
obtained SVM model could classify the network traffic 
data more accurately. The famous KDD Cup 1999 
dataset was used to evaluate the proposed system. 
Compared with other intrusion detection systems that 
are based on the same dataset, this system showed 
better performance in the detection of DoS and Probe 
attacks, and the be set performance in overall accuracy. 

II. Background 

a) Data transformation and scaling 
SVM requires each data point to be represented 

as a vector of real numbers. Hence, every non-
numerical attribute has to be transformed into numerical 
data first. The method is simply by replacing the values 
of the categorical attributes with numeric values. For 
example, the protocol type attribute in KDD Cup 1999, 
thus, the value tcp is changed with 0, udp with 1, and 
icmp with 2. The important step after transformation is 
scaling. Data scaling can avoid attributes with greater 
values dominating those attributes with smaller values, 
and also avoid numerical problems in computation. In 
this paper, each attribute is called with linear scaling to 

D 
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the range of [0, 1] by dividing every attribute value by its 
own maximum value. 

b) Clustering feature (CF) 
The concept of a clustering feature (CF) tree is 

at the core of BIRCH’s incremental clustering algorithm. 
Nodes in the CF tree are composed of clustering 
features. A CF is a triplet, which summarizes the 
information of a cluster. 

c) Defining the CF trees 
Given n d- dimensional data points in a cluster 

{xi}, where i = 1, 2, . . ., n, the clustering feature (CF) of 
the cluster is a 3-tuple, denoted as CF = (n, LS, SS), 
where n is the number of data points in the cluster, LS is 

the linear sum of the data points, i.e.,  , and 

SS is the square sum of the data points, i.e., . 

III. Related work 

a) Theorem (CF addition theorem) 
Assume that CF1 = (n1, LS1, SS1) and CF2 = 

(n2, LS2, SS2) are the CFs of two disjoint clusters. Then 
the CF of the new cluster, as formed by merging the two 
disjoint clusters is 

CF1 + CF2 = (n1+n2, LS1+ LS2, SS1+SS2) 

For example, suppose there are three points (2, 
3), (4, 5), (5, 6) in cluster C1, then the CF of C1 is 

CF1 = {3, (2+4+5, 3+5+6), (22+42+52, 32+52+62)} 

   = {3,(11,14),(45,70)} 

Suppose that there is another cluster C2 with 
CF2 = {4, (40, 42), (100, 101)}. Then the CF of the new 
cluster formed by merging cluster C1 and C2 are  

CF3 = {3+4, (11+40, 14+42), (45+100, 70+101)} 

By Definition and Theorem, the CFs of clusters 
can be stored and calculated incrementally and 
accurately as clusters are merged. Based on the 
information stored in CF, the centroid C and radius R of 
a cluster can be easily computed. The definitions of C 
and R of a cluster are given as follows. Given n d-
dimensional data points, say {xi} and i = 1, 2. . . n, in a 
cluster:  

the centroid C =         and 

    the radius R =  

Where, R denotes the average distance of all 
member points to the centroid. As mentioned earlier, CF 
stores only the abstracted data point, i.e., statistically 
summary of data points that belong to the same cluster. 
After a data point is added into a cluster, the detail 
information of the data point itself is missing. Therefore, 

this approach can save space significantly for densely 
packed data. 

b) CF tree 
A CF tree is a height-balanced tree with two 

parameters, branching factor B and radius threshold T. 
Each non-leaf node in a CF tree contains the most B 
entries of the form (CFi, childi), where1≤ i≤ B and childi 
is a pointer to its ith child node, and CFi is the CF of a 
cluster pointed by the child i. An example of a CF tree 
with height h = 3 is shown in Fig. 1. Each node 
represents a cluster made up of sub-clusters, which 
represents its entries. It is different from a non-leaf node 
is that a leaf node has no pointer to link to other nodes, 
and contains at most B entries. The CF at any particular 
node contains information for all data points in that 
node’s sub-trees. A leaf node must satisfy the threshold 
requirement, that is, every entry in every leaf node must 
have its radiuses less than threshold T. 

 

Fig.1
 
:  A CF Tree with height h=3

 

A CF tree is a compact representation of a 
dataset, each entry in a leaf node represents a cluster 
that absorbs many data points within its radius of T or 
less.

 

A CF tree can be built dynamically as new data 
points are inserted. The insertion procedure is similar to 
that of a B+-tree to insert a new data to its correct 
position in the sorting algorithm. The insertion procedure 
of CF tree has the following steps.

  

1.
 

Identify the appropriate leaf
 

2.
 

Modify the leaf
 

3.
 

Modify entries on the path to the leaf
 

S
 
no.

 
String Value

 
Equivalent Numerical Value

 

1
 

Tcp
 

0
 

2
 

Udp
 

1
 

3
 

Icmp
 

2
 

4
 

http
 

0
 

5
 

domain_u
 

1
 

6
 

Auth
 

2
 

7
 

Smtp
 

3
 

8
 

finger
 

4
 

9
 

telnet
 

5
 

10
 

ecr_i
 

6
 

Table 1
 
:
  
Replacement of the string values
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IV. Experimental results 

Here the scenario is mainly responsible in the 
task of clustering. The process of data clustering is 
performed using the WEKA 3.7 tool’s Hierarchical 
clustered. The testing in this test case can be done in 
the stage of mentioning the parameters of the clustering 
such as distance parameter i.e. Euclidean distance, link 
type such as centroid and number of clusters value. The 
testing strategies here mainly the setting of those 
parameters regarding the hierarchical clustered in the 
WEKA tool. The clustered output can be visualized on 
the results for the test results. 

This test case deals with the training of the 
clustered dataset. Both the train set and the test set are 
givenas input for classification and regression/prediction 
of the accuracy values with the following option lists. 

1 2 3 4 5 6 

0 0 0 0 0.320175 0.188728 

0 0 0 0 0.087719 0.018894 

0 0 0 0 0.412281 0.005072 

0 0 0 0 0.399123 0.00844 

0 0 0 0 0.425439 0.001964 
 

Table 2 : Dataset values in .csv format 

This is the first step in the process of data 
transformation. Here the KDD data set which is in the 
text format is changed in to the comma separated 
values i.e., from .txt to .csv. The reason for the format 
change is the incompatibility of the tool or the language 
that we use in the further processing steps. 
               After the format conversion the data set can be 
view in the office excel as it support csv format viewing 
in windows environment. Here the data present in the 
KDD data set before transformation is seen in the excel 
sheet i.e. in the csv format. 
              The java code has been written for the data 
transformation, all the non integer values should be 
transformed to integer values in the data set. So that 
program is executed in this screen shot. 
              The data set has been transformed i.e. all the 
variables present in the data set has been transformed 
to the integer values which is in the text format. The data 
set which is transformed is present in the text format we 
have to convert that in to .csv format. 
              After the data transformation the data scaling 
has to be performed. So in order to perform the data 
scaling we use the WEKA tool here and load the 
transformed file into WEKA pre- processing task. 

a) Data Clustering 
              WEKA provides a wide range of clusterers for 
the process of data clustering. Here we use the 
hierarchical clusterer for our clustering process which 
has been clearly mentioned in the screen shot. The 
testing regarding the clustering has been discussed in 
the test case 3 in the system testing chapter. 

Once the type of clustering has been selected 
now the query tab is double clicked for the setting the 
hierarchical clustering parameters. The paramaters of 
hierarchical clustering that we see here are, 
1. Distance Function 
2. Link Type 
3. NumClusters 

The process of clustering is continued once 
these parameters are correctly set by the user. 
               The clustered output shown in WEKA mainly 
show the percentage values of the clusters made by it 
and the cluster values. The percentage mainly show the 
amount of dataset those are regarding a single property 
i.e. based on a single attack present in the considered 
test set. The output of the clustered is also compared to 
this test set values in the further procedures such as 
data training etc. 
                This is an additional option that is being 
provided in WEKA tool for visualizing the clustered 
output in the form of graphs with different color 
representations. To select this option right click on the 
result list that is being displayed on the left of the  WEKA 
Explorer sorted with their timing status in hh:mm:ss 
                This is how you visualize the clustered output 
in the form of a graph. Here we come across a slider 
labelled Jitter, which is a random displacement given to 
all points in the plot. Dragging it to the right increases 
the amount of jitter, this is useful for spotting 
concentrations of points. Without jitter, a million 
instances at the same point would look no different to 
just a single lonely instance. Here we have the option 
save to save our clustered output in the external 
memory to use that in our training procedure. 
                 Once the clustering has been visualized and 
saved, the clustered output is saved in the external 
memory with a new column known as cluster of the type 
nominal which clearly mentions the complete 
dependency of the particular row with the respective 
cluster. 
                 This is treated as the clustering output in 
dataset format which is in turn given as the input for the 
process of data training. 
                 This is the visualization graphs for each of the 
column values that is being seen in the KDD dataset. 
The graphs are drawn according to the level of values 
present in the complete column. This helps the user in 
accessing the column present in the particular column in 
the dataset. 
=== Run information === 
Scheme:       
weka.clusterers.HierarchicalClusterer -N 
2 -L SINGLE -P -A 
"weka.core.EuclideanDistance -R first-
last" 
Relation:     testsample-1_clustered 
Instances:    1000 
Attributes:   44 
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              Instance_number 
              1 
              2 
              3 
              4 
              5 
              6 
Cluster 
Test mode:    evaluate on training data 
=== Clustering model (full training set) 
=== 
Cluster 1 
Time taken to build model (full training 
data) : 2.81 seconds 
=== Model and evaluation on training set 
=== 
Clustered Instances 
0        1 (  0%) 
1      999 (100%) 

 

Fig. A : Visualization of the clustered data 

V. CONCLUSION 

In this paper, we have proposed an 
hierarchical clustering approach using BIRCH algorithm 
it proposed an SVM-based network intrusion detection 
system with BIRCH hierarchical clustering for data pre-
processing. The BIRCH hierarchical clustering could 
provide highly qualified, abstracted and reduced 
datasets, instead of original large dataset, to the SVM 
training. Thus, in addition to a significant reduction of 
the training time, the resultant SVM classifiers showed 
better performance than the SVM classifiers using the 
originally redundant dataset. 

                However, in terms of accuracy, the proposed 
system could obtain the best performance. Some new 
attack instances in the test dataset, which never 
appeared in training, could also be detected by this 
system. 
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3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications 

Research letters: The letters are small and concise comments on previously published matters. 

5.STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 
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Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 

Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE 

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 6.1 Proof Corrections 

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print) 

The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 6.3 Author Services 

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 6.4 Author Material Archive Policy 

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 6.5 Offprint and Extra Copies 

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 
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the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information. 

 
 
2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 
 
7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 
 
8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 
 
10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 
 
11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 
 
20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 
 
22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 
 
24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 
 
25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  
 
26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 
 
30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be 
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical 
remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 
 
34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research. 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 
 
To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 
· Use paragraphs to split each significant point (excluding for the abstract) 

 
· Align the primary line of each section 

 
· Present your points in sound order 

 
· Use present tense to report well accepted  

 
· Use past tense to describe specific results  

 
· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 
· Shun use of extra pictures - include only those figures essential to presenting results 

 
Title Page: 

 
Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
Abstract:  
 
The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

 
An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  
 
Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  
 
The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a 
least of four paragraphs. 
Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 
 
This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be 
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 

XV
© Copyright by Global Journals Inc. (US) | Guidelines Handbook



 

  

 
 

principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 
 
Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results:  
 
The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 
 
The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 
 
Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript. 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion:  

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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