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Abstract-  Many existing data mining (DM) tasks can be proficient effectively only in a distributed condition. 
The ground of distributed data mining (DDM) has therefore gained growing weightage in the preceding 
decades. The Apriori algorithm (AA) has appeared as one of the greatest Association Rule mining (ARM) 
algorithms. Ii also provides the foundation algorithm in majority of parallel algorithms (PAs). The size and 
elevated dimensionality of datasets characteristically existing as a key to difficulty of AR finding, makes it 
perfect difficulty for solving on numerous processors in parallel. The main causes are the computer memory 
and central processing unit pace constraints looked by single workstations. This paper is based on an 
Optimized Distributed AR mining algorithm for biologically distributed information is used in similar and 
distributed surroundings so that it decreases communication costs. 
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An Aprori Algorithm in Distributed Data Mining 
System 

Dr. C.Sunil Kumar α, P.N.Santosh Kumar σ & Dr. C.Venugopal ρ

Abstract- Many existing data mining (DM) tasks can be 
proficient effectively only in a distributed condition. The ground 
of distributed data mining (DDM) has therefore gained growing 
weightage in the preceding decades. The Apriori algorithm 
(AA) has appeared as one of the greatest Association Rule 
mining (ARM) algorithms. Ii also provides the foundation 
algorithm in majority of parallel algorithms (PAs). The size and 
elevated dimensionality of datasets characteristically existing 
as a key to difficulty of AR finding, makes it perfect difficulty for 
solving on numerous processors in parallel. The main causes 
are the computer memory and central processing unit pace 
constraints looked by single workstations. This paper is based 
on an Optimized Distributed AR mining algorithm for 
biologically distributed information is used in similar and 
distributed surroundings so that it decreases communication 
costs.  
Keywords: association rules (ars), apriori algorithm (aa), 
distributed data mining (ddm), xml data, parallel.  

I. Introduction 

RM has turn out to be one of the hub DM tasks 
and has attracted marvelous interest among DM 
investigators. ARM is an unsupervised DM 

method which works on variable length data, and 
produces understandable results. There are two 
foremost approaches for utilizing numerous 
workstations that have appeared in distributed computer 
memory in which each CPU has a confidential memory; 
and public memory in which all CPUs access universal 
memory [4]. Collective memory planning has many 
gorgeous assets. Each CPU has straight and identical 
right to use memory in the computer system. Equivalent 
applications are easy to execute on such a distributed 
system. In allocated memory design each CPU has its 
own restricted memory that can simply right to use 
directly by that CPU [10]. For a CPU                                                                                  
to have contact with facts in the restricted memory of 
another CPU  a  replica of  the preferred  data ingredient  
must  be sent from  one CPU to  the   other   throughout 
message  passing.  XML   information is  used   with  the 
optimized distributed  association  rule  mining  (ODAM) 
algorithm.  A similar  application  could  be  divided  into 
numeral of jobs and implemented in parallel on different 
CPUs in the system [2, 9]. Though the performance of a 
similar function on a distributed  system is mainly depe- 
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ndent on the distribution of the  jobs contains  the  appl-  
ic ation onto the obtainable CPUs in the system. 

Modern associations are biologically dispersed. 
Classically, each location locally stores its ever growing 
amount of every day data. Using centralized DM to find 
out useful patterns in such institutions’ data isn't always 
practicable because integration of data sets from 
dissimilar locations into a centralized location earns 
enormous communication system costs. Information 
from these institutions’ is not only spread to a variety of 
sites but also vertically incoherent, making it complex if 
not unfeasible to merge them in an essential site. 

Distributed DM therefore emerged as vigorous 
subarea of DM investigation. In this paper an ODAM 
Algorithm is used for executing the mining procedure. 

II. Association Rule Mining Algorithms 

An AR is a rule which implies certain association 
relationships among a set of objects in a database. 

Given a set of transactions, where each 
transaction is a set of items, an AR is an expression of 
the form X Y, where X and Y are sets of items. The 
intuitive meaning of such a rule is that transactions of 
the database which contain X tend to contain Y [1]. 

a) Apriori Algorithm 
Apriori has been urbanized for rule mining in 

large business databases by Quest project team of 
IBMs. An item set (IS) is a non-empty set of things. 

They have decayed the difficulty of mining ARs 
into two (2) pieces 

•
 

Find 
 
all 

 
groupings

   
of   items   that 

 
have 

 
business 

support above smallest support. Call those 
groupings frequent ISs [5]. 

 

•
 

Use 
 
the

 
recurrent IS to produce the preferred rules. 

The universal idea is that if, say, EFGH and EF are 
recurrent ISs, then we can determine if the rule EF 
GH holds by computing the ratio R =  
support(EFGH)/support(EF). The rule holds only if R 
>= min assurance.

 
The algorithm is extremely 

scalable [7]. The AA used in Quest to find all 
recurrent ISs is specified below.

 

Procedure AprioriAlg () begin
 

M1 := {frequent 1-itemsets};
 

for ( k := 2; Mk-1 0; k++ ) do {Nk= Apriori-gen (Mk-1); 
// new candidates for all transactions t in the dataset do}

 

{for all candidates c Nk contained in t do c: count++}
 

A 
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Lk = {c Nk | c: count >= min-support} 
Answer: = k Mk 
end 

It makes numerous passes over the database. 
In the first pass, the algorithm simply counts item 
occurrences to determine the frequent 1-itemsets. A 
succeeding pass, say pass k, consists of two phases. 
First, the recurrent ISs Mk-1 found in the (k-1) th pass 
are used to make the candidate ISs Nk, using the 
Apriori-gen () function. This task first joins Mk-1 with Mk-
1, the joining condition being that the lexicographically 
ordered first k-2 items are the same. Next, it deletes all 
those ISs from the join result that have some (k-1)-
subset that is not in Mk-1 yielding Nk. The algorithm now 
examines the database. For each deal, it concludes 
which of the candidates in Nk are limited in the deal 
using a hash-tree data structure and increases the count 
of those candidates [8], at the end of the pass, Ck is 
observed to decide which of the candidates’ frequent, 
yielding Mk. The algorithm quits when Mk becomes 
vacant. 

III. Optimized Distributed Mining 
Algorithm 

The presentation of Apriori agent rule mining 
algorithms humiliates for diverse causes. It requires ‘N’ 
number of database examines to produce a common n-
IS. In addition, it doesn't differentiate operations in the 
data set with identical ISs if that data set is not burdened 
into the memory.  

Consequently, it needlessly occupies resources 
for frequently generating ISs from such matching 
transactions. For e.g., if a data set has 10 matching 
transactions, the AA not only indicates the same 
candidate ISs 10 times but also informs.  

The support counts for those candidate ISs 10 
times for every iteration. Furthermore, openly loading a 
unprocessed data set into the memory won't find an 
significant number of equal transactions because each 
business of a raw data set contains both recurrent and 
non-recurrent items. To overcome these difficulties, 
candidate support counts can’t be supported from the 
raw data set following the first pass. This method not 
only decreases the average business length but also 
decreases the data set size considerably. The number 
of items in the data set might be huge, but only a few 
will gratify the support threshold (TH).  

Consider the sample data set in Fig 1a.The data 
set is loaded in memory, and then only one 
indistinguishable transaction (EFGH) is found, as Fig 1b 
shows. However, if the data set is loaded into the main 
memory after eliminating rare items from every 
transaction, more identical transactions are found (as 
shown in Fig 1c). This technique not only reduces 
average transaction size but also finds more identical 

 
NF= {Non-frequent global 1-itemset} for all transaction 
t £ D {for all 2-subsets s of t

 
if (s £ C2) s.sup++:

 
t/=delete_nonfrequent_items(t);

 
Table.add (t/);}

 
Send_to_receiver

 

(C2);

 
/* Global Frequent support counts from receiver*/ 
F2=receive_from_receiver (Fα);

 
C3= (Candidate item set);

 
T=Table.getTransactions (); k=3;

 
While (Ck ≠{}) {For all transaction t £ T

 
For all k-subsets s of t

 
If (s £ Ck) s.sup++;

 
k++; Send_to_receiver

 

(Ck);

 
/* Generating candidate item set of k+1 pass*/ 
Ck+1={Candidate item set); }
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transactions. The following gives the pseudo code of 
ODAM algorithm.
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Figure 1 : (a) An Example Dataset

Figure 1 : (b) Identical transactions

Figure 1 : (c) Transactions after pruning infrequent items

ODAM eliminates all globally infrequent 1-
itemsets from every transaction and inserts them into the 
main memory; it reduces the transaction size and finds 
more alike transactions. This is because the data set 
initially contains both frequent and rare items. However, 
total transactions could surpass the main memory limit.

ODAM removes rare items and inserts each 
transaction into the main memory. While inserting the 
transactions, it checks whether they are already in 
memory. If yes, it increases that transaction's counter by 
one. Otherwise, it inserts that transaction into the main 
memory with a count equal to one. Finally, it writes all 
main-memory entries for this separation into a 
temporary file. This process continues for all other 
divisions.

IV. Pada Rule with Xml Data

Parallelism is predictable to relieve current ARM 
methods from sequential blockages, providing the 

ability to scale to enormous datasets and improving the 
response time. The parallel and Distributed Association 
rule (PADA) design space spans three main 
components including the hardware platform, the kind of 
parallelism broken and the load balancing strategy used 
[8]. Shared memory architecture has all the processors 
access common memory. Each processor has direct 
and equal access to all the memory in the system.

Parallel programs are easy to execute on such a 
system. The data warehouse (DW) is partitioned among 
‘P’ processors logically. Each processor works on its 
local partition of the database but performs the same 
computation of counting support. Dynamic load 
balancing seeks to address this issue by balancing the 
load and reassigning the loads to the lighter ones. The 
development of distributed rule mining is a challenging 
and vital task, since it requires knowledge of all the data 
stored at different locations and the ability to combine 



 

  

 

      

 

partial results from individual databases into a single 
result.

 

The AR from XML data with a sample XML 
document is considered. For example, the set of 
transactions are identified by the tag <transactions> 
and each transaction in the transactions set is identified 
by the tag <transaction>. The set of items in each 
transaction is: Transaction document (transactions.xml) 
is identified by the tag <items> and an item is identified 
by the tag <item>. Consider the problem of mining all 
ARs among items that emerge in the transactions 
document. With the understanding of traditional AR 
mining is expected to obtain the large item sets 
document and ARs document from the source 
document.

 

Let the minimum support (minsupp) = 35% and 
minimum confidence (minconfi) = 99%.

 
 

 

V.

 

Performance

 

Assessment

 

The number of messages that ODAM 
exchanges among various locations to generate the 
globally frequent item sets in a distributed environment, 
the original data set is partitioned into five partitions. To 
decrease the dependency among dissimilar partitions, 
each one contains only 25 percent of the original data 
set's transactions. So, the number of identical 
transactions among different partitions is very low.

 

ODAM provides a proficient method for 
generating ARs from different datasets, distributed 
among various locations.

 

The datasets are generated arbitrarily 
depending on the number of different items, the 
maximum number of items in each transaction and the 
number of transactions. The performance of the XQuery 
implementation is dependent on the number of large 
item sets found and the size of the dataset as shown in 
the Fig 2.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure

 

2

 

:

  

Time with Minimum support

 

The running time for dataset-1 with minimum 
support 20% is much higher than the running time of 

dataset-2 and dataset-3, since the number of large item 
sets found for dataset-1 is about 2 times more than the 
other datasets. The Response time of the parallel and 
distributed data mining task on XML data is carried out 
by the time taken for communication, computation cost 
involved [6]. Communication time is largely dependent 
on the DDM operational model and the architecture of 
the DDM systems. The computation time is the time to 
perform the mining process on the distributed data sets.

 

VI.

 

Conclusions
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AR mining is a vital problem of DM. It’s a new 
and challenging area to perform AR mining on XML data 
due to the difficulty of XML data. In our approach, 
numerous problems in XML data is handled suitably to 
assure the correctness of the result. The ODAM 
Algorithm is used for the mining process in a parallel 
and distributed setting. The response time with the 
communication and computation factors are measured 
to achieve an improved response time. The 
performance examination is done by increasing the 
number of processors in a distributed environment. As 
the mining process is done in parallel an optimal 
solution is obtained. 
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Automatic Segmentation of Punjabi Speech 
Signal using Group Delay 

Anupriya Sharma α & Amanpreet Kaur σ

Abstract- This paper describes the concept of automatic 
segmentation of continuous speech signal. The language 
used for segmentation is the most widely spoken language i.e. 
Punjabi. Like all other Indian languages, Punjabi is a syllabic 
language, thus syllables are selected as the basic unit of 
segmentation. The traditional way of representing the speech 
signal is in terms of features derived from short-time Fourier 
analysis. It is difficult to compute the phase and processing 
the phase function from the FT phase.  By processing the 
derivative of the FT phase, the information in the short-time FT 
phase function can be extracted. This paper describes the 
process of automatic segmentation of speech using group 
delay technique. This includes segmentation of continuous 
Punjabi speech into syllable like units by using the high 
resolution properties of group delay. This group delay function 
is found to be a better representative of the STE function for 
syllable boundary detection. 
Keywords: digital signal processing, speech signal, 
automatic speech segmentation, punjabi speech 
segmentation, asr, ste, syllables, units of speech.  

I. Introduction 

he Automatic speech recognizers (ASR) are used 
to facilitate communication between humans and 
machines. So it’s a machine which understands 

human and the words spoken by them. The process of 
segmentation is one of the most important phases in the 
automatic recognition of speech. There are various units 
of speech into which it can be segmented, but syllables 
are found to be one of the most efficient units for 
automatic speech segmentation. The characteristics 
features of speech can be expressed by using STE and 
ZCR. The STE function also known as Short Term 
Energy function is known to be the better representative 
of speech segment boundaries. By computing the short-
time Fourier analysis information in the speech signal 
can be extracted. But due to difficulty in computing the 
phase and also in processing the phase function over 
the past few decades the features of the FT phase were 
not exploited fully. By processing the derivative of the FT 
phase, the information in the short-time FT phase fun- 
ction can be extracted. There are various units of 
speech. The syllables are found to be  the  most suitable  
unit for automatic speech segmentation. A single 
component in the syllable is called as nucleus. The 
nucleus is found to  be vowel while the  onset and  coda 
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are usually consonantal in form. The energy peak in the 
nucleus region can be viewed as the syllable; the 
consonants can be viewed as the valleys at both the 
ends. Many languages been spoken around the world 
posses a syllabic structure [10]. Mostly the syllable 
contains two phonetic segments of type CV such as in 
Japanese language. In contrast, English and German 
possess a more highly heterogeneous syllable structure 
[2]. 

II. Research Background 

a) Language Units of Speech in Punjabi 
Punjabi is an Aryan language that is spoken by 

more than hundred million people those are inhabitants 
of the historical Punjab region (in north western India 
and Pakistan) and in the Diaspora, particularly Britain, 
Canada, North America, East Africa and Australasia [8]. 

Like other Indian languages the Punjabi 
language also contains segmental phonemes. The three 
basic units into which the speech can be segmented 
are: Words, Phonemes and Syllables. The syllable is the 
most important and widely used unit for automatic 
speech segmentation. Punjabi is a syllabic language 
thus syllables are selected as the basic units for 
segmentation.  

b) Syllables as Basic unit of speech 
Aksharas is the basic units of the writing 

system. An Akshara is an orthographic representation of 
a speech sound in an Indian language. Basically they 
are syllabic in nature; the typical forms of akshara are V, 
CV, CCV and CCCV type, where C and V are consonant 
vowel respectively [9]. There are thirty eight consonants 
in Punjabi language. Where ten are non-nasal and ten 
are nasal vowels. Vowels can appear alone but 
consonants can only appear with vowels. The number of 
nasal vowels is same as non-nasal vowels and is 
represented by Bindi or Tippi over the Non-Nasal 
Vowels. Following is the list of consonants in Punjabi 
language: 
  
 
 
 
 
 

T 
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Figure  1 :  Respresentation of 38 consonants and 20 
vowels in Punjabi Language 

As already mentioned syllables are the basic 
and most recommended used units of speech. Syllables 
are composed of vowel and consonants. Every syllable 
must have a vowel also known as its nucleus, where as 
presence of consonant is optional. Vowel (V) is always 
the nucleus part and the left part is onset and the right 
part is coda which is always a consonant. The seven 
types of syllables recognized in Punjabi language are 
represented in the following figure: 

 

Figure 2 :  Syllables in Punjabi language 

III. Three State Respresentation of 

Speech 

The continuous speech signals composed of 
two elements one includes the speech information, and 
the other carries noise or silent sections. The verbal part 
of the speech can be further divided into two categories: 
voiced and unvoiced speech.  

 

Figure 3 :  Block diagram of characteristic features of 
voice 

Moment the air from the lungs passes through 
the larynx voiced sound is produced. With the passage 
of air directly through the vocal tract formations the 
unvoiced speech sounds are produced. The speech 
production process is incomplete without the detection 
of voiced and unvoiced speech that is separated by a 
silence region. In case of silence region no excitation is 
supplied to the vocal tract and thus, no speech is 
produced. A regular speech is incomplete inaccurate 
without silence region. It helps to make the speech 
understandable [3]. 

IV. Characterization OF Speech 

In order to segment continuous speech it is 
required to check its basic content, whether the signal is 
voiced or unvoiced. The two characteristics features of 
voice are the zero crossing rate (ZCR) and short term 
energy (STE) [13]. 

a) Zero Crossing Rate 
The rate at which the signal crosses zero 

provides the information regarding its (source of 
creation) i.e. zero crossing rate. Unvoiced speech has 
higher zero crossing rate. Whereas in case of voiced 
speech the zero crossing rate is low. Thus, the 
amplitude of unvoiced segments is lower than that of the 
voiced segments. 
ZCR can be defined as: 

              
(1)

   
 Where

 

 

b) Short Term Energy (STE) 
Short-time energy of speech signals reflects the 

amplitude variation. By processing STE function the 
speech can be segmented. STE shows the voiced 
content of the signal [13]. 
 
 
The STE can be defined as follows:

 
 

                        
(2)

 
The STE of voiced signal is always much 

greater than that of unvoiced signals. In a speech signal 
where there are voiced signal its STE will be high, the 
peaks in the signal represents nucleus that is denoted 
as vowel where as the valleys at both the ends 
represents the coda.
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Automatic Segmentation of Punjabi Speech Signal Using Group Delay

V. SEGMENTATION OF SPEECH

The syllable is composed of three parts, the 
onset, rime (nucleus) and coda. The rime also known as 



  nuclei, where as the onset and coda consist of 
consonants. The high energy regions are represented 
by the nuclei where as

 

the valleys at both ends 
corresponds to syllable boundaries. The vowel region 
corresponds to much higher energy region compared to 
that of a consonant region [9]. In case of spontaneous 
speech, the definition of a syllable in terms of short-term 
energy function is suitable for almost all the languages.

 

Due to local energy fluctuations the STE 
function alone cannot be directly used to perform 
segmentation. Techniques such as fixed or even 
adaptive threshold will not work when the energy 
variation across the

 

signal is quite high [1].

 

To overcome the problems of local energy 
fluctuations, the STE function should be smoothed. The 
information in speech signals can be represented in 
terms of features derived from short-time Fourier 
analysis. The information in the short-time FT phase 
function can be extracted by computing the group delay 
function [9].

 

                H(ω) = H1(ω) • H2(ω), 

 

                   (3)

 

group delay function can be represented as 

 
τh(ω) = −∂(arg (H(ω)))

 

————

 

∂ω

 

= τh1 (ω) + τh2 (ω).

(4)

 

The equation (1) shows the multiplicative 
property of magnitude spectra where as equation (2) is 
in group delay domain it shows an addition. The group 
delay spectrum has been found better due to its 
additive. It was observed that in case of the magnitude 

spectra the peaks are clearly visible, but when the two 
poles are combined together the peaks are not 
resolved. The research shows the disadvantage of 
multiplicative property of magnitude spectra. In case of 
group delay spectra the peaks and valleys are better 
resolved when the signal is in minimum phase [2].

 
For any syllable, the STE function of the voiced 

region, the energy is quite high and diminishes at the 
ends, representing the consonants, due to which local 
energy fluctuations. If these local variations are 
smoothed, then the minima at both ends of a voiced 
region correspond to syllable boundaries [9].

 The algorithm for group delay based 
segmentation 

 
Step 1 -

 

Let x[n] be continuous speech signal.

 
Step 2 -

 

Compute N, the length(x) of the input signal.

 
Step 3

 

-

 

Calculate the STE function E[m], where 
m=1,2,…,M is the number of frames.

 Step 4

 

-

 

Inverse the STE i.e E(i)= 1/E(m)  

 Step 5

 

-

 

Compute the IFFT of E(i), It gives the magnitude 
of the input signal in form of complex function i.e. a+ib.

 Step 6
 
-
 
The

 
phase angle is computed from the above 

values, i.e. φ= tan-1(b/a).
 Step 7

 
-
 

Compute the negative derivative of Fourier 
transformation i.e. the group delay function.

 Step 8
 
-
 
Compute the minimum phase of group delay, 

i.e. phase(n) -
 
phase(n -

 
1), let the signal be of length n. 

Locate the positive peaks in the minimum phase group 
delay function, (Ei gd[f]). If Ei gd[f] is positive, and Ei 
gd[f-1]<Ei gd[f]<Ei gd[f+1] then Ei gd[f] is considered 
as a peak. These peaks represent the syllable 
boundaries.

 

Figure
 
4

 
:
  
Steps involved in finding syllable boundaries

 
VI.

 
Results

 

and

 

discussions

 The technique of automatic segmentation is 
applied on the continuous Punjabi speech. The method 
was implemented in Matlab. The group delay algorithm 
is applied to segment the continuous Punjabi speech 
waveform. The following sentence is given as an input to 
the system. 
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Automatic Segmentation of Punjabi Speech Signal Using Group Delay

The system has efficiently marked the syllable 
boundaries. The onset and offset values are shown in 
the following table.



 

Tablel 1 :

 

Results of Segmentation Obtained with Onset 
and Offset Syllable Values

 

Sentence

 

Onset

 

Offset

 

Duration

 

AMimR

 

0.576

 

1.664

 

1.088

 

qsr

 

1.664

 

2.88

 

1.216

 

isW

 

2.88

 

3.904

 

1.024

 

KF

 

3.904

 

5.056

 

1.152

 
 

 

Figure 5

 

:

  

Signal Representing the Group delay

 

 

 

Figure

 

6

 

:

  

Group delay based segmentation with 
marked syllable boundaries
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A Parallel Computational Approach for String 
Matching- A Novel Structure with Omega Model 

K Butchi Raju α & Dr. S. Viswanadha Raju σ 

Abstract-  In recent day’s parallel string matching problem 
catch the attention of so many researchers because of the 
importance in different applications like IRS, Genome 
sequence, data cleaning etc.,. While it is very easily stated and 
many of the simple algorithms perform very well in practice, 
numerous works have been published on the subject and 
research is still very active. In this paper we propose a omega 
parallel computing model for parallel string matching. The 
algorithm is designed to work on omega model parallel 
architecture where text is divided for parallel processing and 
special searching at division point is required for consistent 
and complete searching. This algorithm reduces the number 
of comparisons and parallelization improves the time 
efficiency. Experimental results show that, on a multi-
processor system, the omega model implementation of the 
proposed parallel string matching algorithm can reduce string 
matching time. 
Keywords: string matching; parallel string matching; 
computing model; omega model. 

I. Introduction 

tring matching has been extensively studied in the 
past 30 years. A string C of length n is a sequence 
of characters C1C2…Cn. Let Σ={Y1, Y2, … YN} 

be a finite set of strings called patterns, and let I be an 
arbitrary string. The string matching problem is to 
identify and locate all substrings of I which are patterns 
in Σ. It performs important tasks in many applications 
including information retrieval; library systems, artificial 
intelligence, pattern recognition, molecular biology, and 
text search and edit systems. The challenge is that for 
the string matching to be accurate, it needs to be able 
to search every byte of every input data streaming for a 
potential match from a large set of strings. So, normal 
software solutions are not enough, for this we need the 
hardware computing models [1-7].  

The main contributions of this work are 
summarized as follows. This work offers a 
comprehensive study as well as the results of typical 
parallel string matching algorithms at various aspects 
and their application on computing models.  This work 
suggests the most efficient algorithmic models and 
demonstrates the performance gain for both synthetic 
and real data. The rest of this work is organized as, 
review typical algorit- hms, algorithmic models and 
finally conclude the study. 

Author
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Author
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II. Parallel Computing Models 

Parallelism takes many forms and appears in 
many areas. It is exhibited at the CPU level when 
microinstructions are executed simultaneously. It is also 
present when an arithmetic or logic operation is realized 
by a circuit of small depth, as with carry-save addition. 
And it is present when multiple computers are 
connected together in a network. Parallelism can be 
available but go unused, either because an application 
was not designed to exploit parallelism or because a 
problem is inherently serial [8-11]. 

A parallel computer is any computer that can 
perform more than one operation at time. By this 
dentition almost every computer is a parallel computer. 
For example, in the pursuit of speed, computer 
architects regularly perform multiple operations in each 
CPU cycle: they execute several microinstructions per 
cycle and overlap input and output operations (I/O) with 
arithmetic and logical operations. Architects also design 
parallel computers that are either several CPU and 
memory units attached to a common bus or a collection 
of computers connected together via a network. Clearly 
parallelism is common in computer science today       
[8-11]. 

A parallel programming model is a concept that 
enables the expression of parallel programs which can 
be compiled and executed. The value of a programming 
model is usually judged on its generality: how well a 
range of different problems can be expressed and how 
well they execute on a range of different architectures. 
The implementation of a programming model can take 
several forms such as libraries invoked from traditional 
sequential languages, language extensions, or complete 
new execution models [8-11]. 

III. Literature 

Hundreds of articles, literally, have been 
published about string matching with computing 
models, exploring the multitude of theoretical and 
practical facets of this fascinating fundamental problem. 
For an n-character text T and an m-character pattern x, 
the classical algorithm by Knuth, Morris and Pratt takes 
O(n+m) time and uses O(m) auxiliary space to find all 
pattern occurrences in the text, namely, all text positions 
i, such that x = T[i … i + m-1]. Many other algorithms 
have been published; some are faster on the average, 

S 
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use only constant auxiliary space, operate in real-time, 



or have other interesting benefits. This work categorizes 
the algorithms into some categories to emphasize the 
data structure that drives the matching. These 
categories are discussed here.

 
a)

 
Intrusion Detection Systems (Ids)

 Tuck et al. proposed modifications to the well-
known Aho-Corasick string matching algorithm to 
reduce the amount of memory required to store known 
malicious strings and improve worst-case timing [12]. 
They achieve results

 
in both of these areas, while slightly 

degrading average-case performance. The proposed 
data storage methods for string matching are bitmap 
compression and path compression. Their experiments 
consider both an ASIC and a programmable router 
design. The ASIC design is tailored to only string 
matching, while the programmable design assumes an 
implementation that can be used for many different 
types of router applications. Experiment results show 
that the proposed compression optimizations resulted in 
a 50 times reduction in database size over the Aho-
Corasick implementation.

 Dharmapurikar et al.[13] proposed a hardware 
architecture based on parallel Bloom filters for network 
packet inspection. A Bloom filter is a space-efficient 
probabilistic data structure that is used to test whether 
or not an element is a member of a set. It stores a set of 
signatures compactly by computing multiple hash 
functions on each member of the set. The answer to 
querying a database of strings to check for the 
membership of a particular string can be “false 
positive”, but never “false negative”. False positive 
means a condition exists when in fact it does not. False 
negative means a condition does not exist when in fact it 
does. The computation time involved in performing the 
query is

 
independent of the number of strings in the 

database, provided the memory used by the data 
structure scales linearly with the number of strings 
stored in it.

 J.Nandhini et al.,
 
[14] provide a systematic virus 

detection software solution for network security for 
computer systems. Instead of placing entire matching 
patterns on a chip, proposed solution is based on an 
antivirus processor that works as much of the filtering 
information as possible onto a reference memory. The 
infrequently accessing off-reference data to make the 
matching mechanism scalable to large pattern sets. 
Dual port BITCAM processing program is used along 
with the Exact Matching Engine and Bloom Filter 
process. This Dual port BITCAM processes next to the 
exact matching engine and bloom filter process. This 
Dual port BITCAM process is placed exclusively for 
obtaining higher throughput. 

 

 
Performance Evaluation

 

:

 

From the above 
papers, it is possible to improve Snort’s efficiency using 
distributed environment and testability of Snort has been 
enhanced.

 b)

 

Dfa Based Approaches

 
Dharmapurikar et al. presented a scheme[16] 

that can process multiple characters per clock cycle and 
attain average throughput up to multi-gigabit with 
moderate memory consumption. But in the worst case 
they must access the relatively slow off-chip SRAMs 
frequently for exact string comparisons. Nan et al [17].

 
Introduced

  

a variable-stride method to deal with string 
matching ruleset without inciting the byte alignment 
problem. While enhancing the throughput, this method 
is sensitive to both ruleset and input string causing 
greatly reduced throughput in worst cases. Lu et al. [18] 
introduced parallel DFAs with overlapping input 
windows to achieve the goal of processing multiple 
characters in each clock cycle. By slight modification to 
the straightforward representation of the transition rules, 
the complexity of each DFA is distinctively reduced. 
Brodie et al.[19] increased the throughput of regex 
matching by expanding the alphabet set, resulting in an 
exponentially increased memory requirement in the 
worst case. A recent method D. Ficara et.al [20] 
introduced the sampling techniques to accelerate regex 
matching, but not all kinds of regex are supported.

 
WANG Xiaofei et.

 

al[21] proposed a parallel 
Length-based matching (LBM) architecture to increase 
the throughput without extra memory cost. The basic 
idea is to process multiple characters between some 
specific tags in parallel. For this they use multiple hash 
functions solution to reduce the possibility of false 
positive. The evaluation shows that parallel architecture 
can reduce nearly 55% processing time with less 
memory consumption than the traditional DFA. 
According to proposed statistics, there are 99.41% of 
the input stream has been filtered by architecture which 
means only 0.58% (263.5M) need to be sent to StriD2FA 
to match instead of sending to the matching engine byte 
by byte. Besides the different type of traces, in this 
paper the other kind of trace that was collected from the 
World Wide Web should also be used to test the 
performance and stability.

 
HyunJin Kim and Seung-Woo Lee [22] 

proposed a memory-based parallel string matching 
engine using the compressed state transitions. In the 
finite-state machines of each string matcher, the 
pointers for representing the existence of state 
transitions are compressed. In addition, the bit fields for 
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Safaa O. Al-Mamory et al.,[15] suggest 
distributed environment in order to enhance the 
problems of  Snort IDS, one of the problems is the 
efficiency problem. They achieved this goal by 
enhancing the Snort’s string matching engine through 

using a LAN of computers, where each computer in the
LAN matching a subset of the monitored attacks. Snort 
is an open source IDS which enable us to detect the 
previously known intrusion. 

storing state transitions can be shared. Therefore, the 
total memory requirement can be minimized by reducing 
the memory size for storing state transitions. In this, four 



large rule sets were extracted from Snort v2.8 rules. 
Several parameters were swept to find their optimal 
values. The maximum number of states S was 128 after 
considering the maximum length of Snort rules. When S 
was 128, the number of bits in a PMV P was either 16, 
24, 32, or 40; when the number of states S was 256, P 
was either 32, 48, 64, or 80; the maximum number of 
entries in the LSB transition existence table, K, and the 
maximum number of shared state transitions, T, were 
double S, respectively. In Table 1, the total memory 
requirements were shown by varying P. For the rule sets, 
the total memory requirements were minimized when S 
and P were 128 and 24, respectively. 

 

Performance Evolution

 

:

 

The memory 
requirements were not minimized by only increasing P 
over 24; therefore, there was a threshold point of P for 
minimizing memory requirements. In the evaluations in 
which S was 256, because the required K and P 
increased rapidly, the required number of string 
matchers was not decreased. Then, by fixing S and P as 
128 and 24, K was varied to find the optimal value; K 
was either 192, 256, 320, or 384 because K should be 
greater than S. Each state can have one or more than 
one state transition. In these evaluations, T was fixed as 
256. As a result, when K was 256, the total memory 
requirements were greatly reduced for all rule sets. This 
was mainly due to the limited number of state transitions 
toward noninitial states in each string matcher. With the 
optimal K of 256, T was varied, that is, T was either 128, 
192, 256, or 320. The obtained optimal T was 256. In 
these evaluations, because state pointers can be

 

shared 
in the transition table, the required T was small. 
Considering the optimal values of K and T, it is 
concluded that many state pointers can be shared in the 
transition table in the proposed string matcher.

 

c)

 

Parallel Processing Based Approaches

 

Akhtar

 

Rasool and Nilay Khare[23] proposed an 
approach, which is designed to work on SIMD parallel 
architecture where text is divided for parallel processing 
and special searching at division point is required for 
consistent and complete searching. This algorithm 
reduces the number of comparisons and parallelization 
improves the time efficiency. This algorithm achieves a 
better result as compared to the multithreaded version 
of the algorithm where again by text dividing, the 
parallelization is achieved.

 

cheng zhong and guo-liang chen[24] presented 
a perfect hash function for processing string is 
constructed by applying the Chinese Remainder 
Theorem, and a fast string matching algorithm, which is 
suited to process the successive sequences like the 
network traffic data.  The determinate match results and 
fast execution for the string matching algorithm are very 
important to the network intrusion detection systems. 
This paper constructs a perfect hash function for 
processing string by applying the Chinese Remainder 
Theorem, transforms uniquely a pattern of length m and 

each substring of text of length m into a pair of integer 
values respectively, and presents a fast string matching 
algorithm which is suited to process the successive 
sequences like the network traffic data. The presented 
algorithm not only obtains the determinate match 
results, but also holds a linear time complexity in the 
worst case. The experiment results for matching a 
sequence database in the network intrusion detection 
systems also shows that the presented algorithm is 
efficient.

 

Panwei Cao and Suping Wu[25] proposed a 
Parallel KMP algorithm based on MPI to get higher 
efficiency. The tradition pattern matching algorithm need 
backtrack and compare repeatedly, so that affects 
efficiency of algorithm. Knuth and others put forward 
KMP algorithm in order to promote efficiency of the 
pattern matching. They combine MPI and KMP 
algorithm using MPI's Multi process to parallel KMP 
algorithm. By reducing the time waiting for matching, 
improve the string matching efficiency.

 

d)

 

Aho Corasick Based Approaches

 

Wei Lin, Bin Liu[26] presented a pipelined 
parallel approach for hardware implementation of Aho-
Corasick (AC) algorithm for multiple strings matching 
called P2-AC. P2-AC organizes the transition rules in 
multiple

 

stages and processes in pipeline manner, 
which significantly simplifies the DFA state transition 
graph into a character tree that only contains forwarding 
edges. In each stage, parallel SRAMs are used to store 
and access transition rules of DFA in memory.

 

Transition 
rules can be efficiently stored and accessed in one 
cycle. The memory cost is less than 47% of the best 
known AC-based methods. P2-AC supports incremental 
update and scales well with the increasing number of 
strings. By employing two-port SRAMs, the throughput 
of P2-AC is doubled with little control overhead.

 

Chuanpeng Chen and Zhongping Qin[27] 
proposed a high throughput configurable string 
matching architecture based on Aho-Corasick 
algorithm. The architecture can be realized by random-
access memory (RAM) and basic logic elements instead 
of designing new dedicated chips. The bit-split 
technique is used to reduce the RAM size, and the byte-
parallel technique is used to boost the throughput of the 
architecture. By the particular design and 
comprehensive experiments with 100MHz RAM chips, 
one piece of the architecture can achieve a throughput 
of up to 1.6Gbps by 2-byte-parallel input, and we can

 

further boost the throughput by using multiple parallel 
architectures.

 

Hyun Jin Kim et.al [28] proposed an Aho-
Corasick algorithm based parallel string matching. In 
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order to balance memory usage between homogeneous 
finite-state machine (FSM) tiles for each string matcher, 
an optimal set of bit position groups is determined. 
Target patterns are sorted by binary-reflected gray code 
(BRGC), which reduces bit transitions in patterns 



mapped onto a string matcher. In the evaluations of 
Snort rules, the proposed string matching outperforms 
the existing bit-split string matching. 

 

Alicherry et al. [29] proposed an architecture 
consisting of TCAM and SRAM to implement the AC 
algorithm that utilizes the property of ternary matching of 
TCAM to achieve the matching of characters expressed 
in negation expressions. As a result, the space required 
for the transitions can be reduced. Pao et al. [30] and 
W. Lin and B. Liu [31] proposed pipeline architectures to 
implement the partial trie that only contains goto 
functions of the AC-trie so that it can reduce the space 
induced by failure functions. N. Hua et al. [32] proposed 
another approach based on a block-oriented scheme 
instead of usually byte-oriented processing of patterns 
to reduce the memory usage. D. P. Scarpazza et al. [33] 
proposed an optimized software approach for a multi-
core processor that splits keywords to fit in

 

the local 
memories of the processing cores such that it can reach 
very high overall throughput. Y. Sugawara et al. [34] 
proposed a string matching method called suffix based 
traversing (SBT) that is an extension of the AC-algorithm 
to process multiple input characters in parallel and to 
reduce the size of the lookup table. 

 

e)

 

Finite Automata Based Approaches

 

HyunJin Kim et al.,[35] proposes a memory-
efficient parallel string matching scheme. In order to 
reduce the number of state transitions, the finite state 
machine tiles in a string matcher adopt bit-level input 
symbols. Long target patterns are divided into 
subpatterns with a fixed length and deterministic finite 
automata are built with the sub patterns. Using the 
pattern dividing, the variety of target pattern lengths can 
be mitigated, so that memory usage in homogeneous 
string matchers can be efficient. In order to identify each 
original long pattern being divided, a two stage 
sequential matching scheme is proposed for the 
successive matches with sub patterns. Experimental 
results show that total memory requirements decrease 
on average by 47.8%-62.8% for Snort and ClamAV rule 
sets, in comparison with several existing bit-split string 
matching methods.

 

Yi-Hua E. Yang and Viktor K. Prasanna [36] 
proposed a head-body finite automaton (HBFA) which 
implements SPM in two parts: a head DFA (H-DFA) and 
a body NFA (B-NFA). The H-DFA matches the dictionary 
up to a predefined prefix length in the same way as AC-
DFA, but with a much smaller memory footprint. The B-
NFA extends the matching to full dictionary lengths in a 
compact variable-stride branch data structure, 
accelerated by single-instruction multiple-data (SIMD) 
operations. A branch grafting mechanism is proposed to 
opportunistically advance the state of the H-DFA with 
the matching progress in the BNFA. Compared with a 
fully-populated AC-DFA, proposed HBFA prototype has 
< 1/5 construction time, requires < 1/20 run-time 
memory, and achieves 3x to 8x throughput when 

matching reallife large dictionaries against inputs with 
high match ratios. The throughput scales up 27x to over 
34 Gbps on a 32-core Intel Manycore Testing Lab 
machine based on the Intel Xeon X7560 processors.

 

Yi Tang et al.,

 

[37] proposed a paper that 
extends the classic longest prefix principle from single-
character to multi-character string matching and 
proposes a multi-string matching acceleration scheme 
named Independent Parallel Compact Finite Automata 
(PC-FA). In this scheme, DFA is divided into k PC-FAs, 
each of which can process one character from the input 
stream, achieving a speedup up to k with reduced 
memory occupation. They introduce their observation 
against the prefix based automata algorithms and 
propose a new conception of inclusion-equivalence 
principle. Compared with traditional DFA approach and 
other improved work, PC-FA achieves a high speed-up 
with a lower memory cost.

 

Performance Evolution

 

:

 

Experimental evalua-
tions

 

show that seven times of speedup can be 
practically achieved with a reduced memory size than 
up-to-date DFA-based compression approaches. They 
further propose a memory-

 

efficient multi-string 
matching acceleration scheme named PC-FA Match 
Engine. 

 

f)

 

Hardware Related Based Approaches

 

KSMV Kumar et.al [38] compared string 
matching on single processor with multi-processors in 
parallel environment on hypercube network. The total 
time taken by search pattern is going to reduces as the 
No. of processors increases in network. This application 
developed for text documents of size only MB. It may 
extend to any size i.e GB to TB also and any other 
format likes image and video files etc. There is lot of 
scope to develop new trends in this area by evolving 
modern methods

 

and models for increasing search 
speed and accuracy.  To fulfill here considered both KV-
KMP and KV-boyer-moore string matching algorithms 
for pattern matching in large text data bases using three 
data sets and graph's drawn for different patterns. 
Actual

 

test is conducted separately for single processor, 
two processors, three processors and four processors. 
Every time, while the test is conducted the program 
gives elapse time for each processor separately. 
Therefore the average time is calculated from output 
result based on the maximum time taken by the 
individual processor among the processors involved for 
the particular test. The results shows that the search 
time taken by single processor is more when compared 
with multiple processors. It is also observed that as the 
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pattern size increases the search time decreases 
further. For bigger pattern sizes string matching is more 
easier for Boyer moore algorithm because of less 
number of mismatches.

Yao Xin et al [39] presented a hardware 
architecture for the BWT-based inexact sequence 
mapping algorithm using the Field Programmable Gate 



 
 

Array(FPGA). The proposed design can handle up to 
two errors, including mismatches and gaps. The original 
recursive algorithm implementation is dealt with using 
hierarchical tables, and is then parallelized to a large 
extension through a dual-base extension method. 
Extensive performance evaluations for the proposed 
architecture have been conducted using both Virtex6 
and Virtex7 FPGAs. This design is considerably faster 
than a direct implementation. When compared with the 
popular software evaluation tool BWA, their architecture 
can achieve the same match quality tolerating up to two 
errors. 

 

Performance Evaluation

 

:

 

Their major contrib-

 

utions

 

include: (1) improving the original inefficient 
recursive algorithm using hierarchical tables,

 

(2)parallelizing the inexact search process and 
constructing a parallel architecture by using the 
consecutive dual-base extension method (3)evaluating 
the architectures with a different number of stack arrays 
and processing elements(PEs). Extensive evaluation 
experiments are performed using both simulation 
datasets and real datasets. With the same inexact 
search options with in two errors for their architecture 
and BWA software, the hardware architecture can realize 
the same search quality as BWA. Compared with 
different CPU platforms running the BWA aln process, 
their architecture is also capable of better performance 
in execution speed: the Virtex6 FPGA with 2PEs 
implemented exceeds all software platforms except for 
the multithread Xeon CPU; the Virtex7 FPGA 
implementing 6PEs, however, can reach up to 2 times 
faster than the Xeon CPU with 6 threads[39].

 

Hoang Le, and Viktor K. Prasanna

 

[40] 
proposed an algorithm called “leaf-attaching” to 
preprocess a given dictionary without increasing the 
number of patterns. The resulting set of post processed 
patterns can be searched using any tree search data 
structure. It also present a scalable, high-throughput, 
Memory-efficient Architecture for large-scale String 
Matching (MASM) based on a pipelined binary search 
tree. The proposed algorithm and architecture achieve a 
memory efficiency of 0.56 (for the Rogets dictionary) 
and 1.32 (for the Snort dictionary). As a result, our 
design scales well to support larger dictionaries. 
Implementations on 45 nm ASIC and a state-of-the-art 
FPGA device (for latest Rogets and Snort dictionaries) 
show that proposed architecture achieves 24 and 3.2 
Gbps, respectively. The MASM module can simply be 
duplicated to accept multiple characters per cycle, 
leading to scalable throughput with respect to the 
number of characters processed in each cycle. 
Dictionary update involves simply rewriting the content 
of the memory, which can be done quickly without 
reconfiguring the chip.

 

TAN Jianlong et al.,

 

[41] proposes a novel 
method to extract the partial strings from each pattern 
which maximizes search speed. More specifically, with 

this method they can compute all the corresponding 
searching time cost by theoretical derivation, and 
choose the location which yields an approximately 
minimal search time.. String matching plays a key role in 
web content monitoring systems. Suffix matching 
algorithms have good time efficiency, and thus are 
widely used. These algorithms require that all patterns in 
a set have the same length. When the patterns cannot 
satisfy this requirement, the leftmost m-characters, m 
being the length of the shortest pattern, are extracted to 
construct the data structure. They call such m-character 
strings as partial strings. However, a simple extraction 
from the left does not address the impact of partial 
string locations on search speed. They evaluate their 
method on two rule sets: Snort and ClamAV. 
Experiments show that in most cases, their method 
achieves the fastest searching speed in all possible 
locations of partial string extraction, and is about 5%-
20% faster than the alternative methods.

 

Prasad et.al.,[42] propose two new bit-parallel 
algorithms to solve the same problem. These new 
algorithms requires no verification and can handle 
patterns of length > w. These two techniques also use 
the same BPA of approximate matching and 
concatenation to form a single pattern from the set of r 
patterns. It compares the performance of new 
algorithms with existing algorithms and found that 
proposed algorithms MASM1 and MASM2 have better 
running time than the existing algorithms: MASM and 
BPA (running r times).  Mosleh M. Abu-Alhaj et al.,[43] 
proposes a general platform for improving the existing 
Exact  String-Matching algorithms executing time, called 
the PXSMAlg platform. The function of this platform is to 
parallelize the Exact String-Matching algorithms using 
the MPI model over the Master/Slaves paradigms. The 
PXSMAlg platform parallelization process is done by 
dividing the Text into several parts and working on these 
parts simultaneously. This improves the executing time 
of the Exact-String-

 

Matching algorithms. They have 
simulated the PXSMAlg platform in order to show its 
competence, through applying

 

the Quick Search 
algorithm on the PXSMAlg platform. The simulation 
result showed significant improvement in the Quick 
Search executing time, and therefore extreme 
competence in the PXSMAlg platform.

 

PXSMAlg Platform Performance Analysis:

 

They 
have built a

 

simulation to demonstrate the feasibility of 
the PXSMAlg platform and its compatibility with the 
Exact-String-Matching algorithms. The simulation is 
done to compare the performance of the PXSMAlg 
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platform with the conventional method, that is, the 
sequential method. The simulation built is based on 
three main factors: executing time, speedup, and 
efficiency. Their simulation runs under the Aurora server, 
which consists of 14 nodes, with each node having 2 
CPUs, a speed of 1300MHz and a 1GB memory; all 
nodes run the Linux OS. The results showed high 



performance of the PXSMAlg platform over the 
sequential methods 

 

g)

 

Gpu’s Based Approaches

 

Benedikt Forchhammeret.al [44] presented a 
complete duplicate detection workflow that utilizes the 
capabilities of modern graphics processing units 
(GPUs) to increase the efficiency of finding duplicates in 
very large datasets. Proposed solution covers several 
well-known algorithms for pair selection, attribute-wise 
similarity comparison, record-wise

 

similarity 
aggregation, and

 

clustering. Here redesigned these 
algorithms to run memory-efficiently and in parallel on 
the GPU. Proposed experiments demonstrate that the 
GPU-based workflow is able to outperform a CPU-
based implementation on large, real-world datasets. For 
instance, the GPU-based algorithm deduplicates a 
dataset with 1.8m entities 10 times faster than a 
common CPU-based algorithm using comparably 
priced hardware.

 

Antonino Tumeo et al.,[45] focus on the 
matching of unknown inputs streamed from a single 
source, typical of security applications and difficult to 
manage since the input cannot be preprocessed to 
obtain locality. They consider shared-memory 
architectures (Niagara 2, x86 multiprocessors and Cray 
XMT) and distributed memory architectures with 
homogeneous (InfiniBand cluster of x86 multicores) or 
heterogeneous processing elements (InfiniBand cluster 
of x86 multicores with NVIDIA Tesla C1060 GPUs).

 

Performance Evolution:

 

They have presented 
several software implementations of the Aho-Corasick 
pattern matching algorithm for high performance 
systems, and carefully analyzed their performance. They 
presented optimized designs for the various 
architectures, discussing several algorithmic strategies, 
for shared memory solutions, GPU-accelerated systems 
and distributed memory systems. They describe how 
each solution achieves the objectives of supporting 
large dictionaries, sustaining high performance, and 
enabling customization and flexibility using various data 
sets. They found that the absolute performance 
obtained on the

 

Cray XMT is one of the highest reported 
in literature, at ≈ 28 Gbps (using 128 processors) for a 
software solution with very large dictionaries. This work 
compares several software-based implementations of 
the Aho-Corasick algorithm for high performance 
systems.

 

Antonino Tumeo et.al [46] presented several 
software implementations of the Aho-Corasick pattern 
matching algorithm for high performance systems, and 
carefully analyzed their performance. It considered the 
various tradeoffs in terms of peak performance, 
performance variability, and data set size. It presented 
optimized designs for the various architectures, 
discussing several algorithmic strategies, for shared-
memory solutions, GPU-accelerated systems, and 
distributed-memory systems.  Finally from this paper 

found that the absolute performance obtained on the 
Cray XMT is one of the highest reported in the literature, 
at 28 Gbps (using 128 processors) for a software 
solution with very large dictionaries. Through 
multithreading and memory hashing the XMT is able to 
maintain stable performance across very different sets 
of dictionaries and input streams. A dual Niagara 2 
obtains stable performance only in low and medium 
matching conditions, while a dual Xeon 5560 has more 
varied results, obtaining high peak rates for light 
matching conditions, but progressively reducing its 
performance as the number of matches’ increases.

 

h)

 

Ram Based Approaches

 

Vinod.O et.al [47] proposes an alternative 
algorithm using a Hash Function which uses a SRAM 
that creates fingerprints of the packet payload which are 
then compared with the patterns signatures. The 
proposed hash based system consumes around 0.56 
times or 56 percent less memory than the memory 
consumed by the RTCAM method. It can also be 
observed from the results that

 

as the TCAM width 
doubles the initial width the memory consumption 
increases around 1000kb the initial memory 
consumption value in RTCAM method. But in the case 
of hash based method as the block size is doubled the 
memory consumption increases by a small value around 
200kb only from the initial memory consumption value. 
Hence the proposed hash based method is efficient 
than the RTCAM method in terms of memory 
consumption.

 

Oren Ben-Kiki et al.,[48] proposed macro-level 
algorithm only uses the standard AC instructions of the 
word-RAM model (i.e. no integer multiplication) plus two 
specialized micro-level AC 0 word-size packed-string 
instructions. The main word-size string matching 
instruction wssm

 

is available in contemporary 
commodity processors. The other word-size maximum-
suffix instruction wslm is only required during the pattern 
pre-processing.

 

Performance avolution:

 

They demonstrated how 
to employ word-size string matching instructions to 
design optimal packed string matching algorithms in the 
word-RAM, which are fast both in theory and in practice 
They also consider the complexity of the packed string 
matching problem in the classical word-RAM model in 
the absence of the specialized micro-level instructions 
wssm and wslm.They propose micro-level algorithms for 
the theoretically efficient emulation using parallel 
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algorithms techniques to emulate wssm and using the 
Four-Russians technique to emulate wslm. Surprisingly, 
bit-parallel emulation of wssm also leads to a new 
simplified parallel random access machine string 
matching algorithm. As a byproduct to facilitate their 
results they develop a new algorithm for finding the 
leftmost (most significant) 1 bit in consecutive non-
overlapping blocks of uniform size inside a word.



  

i)

 

Approaches For Genome Sequences

 

More approaches have been developed for the 
k differences problem in fields including molecular 
biology. Some of them are briefly mentioned in this part.

 

Cheng and Fu [49] proposed VLSI architecture of two 
dimensional arrangements of n*m processing elements. 
P-NAC (Princeton Nucleic Acid Comparator) [50] was 
built using linear systolic array architecture for 
comparing DNA sequences.

 

Similarly, Sastry et al [51] presented a VLSI chip 
for computing similarity between two strings. Two 
generations of the Splash processors, which are based 
on systolic arrays of FPGAs (field-programmable gate 
arrays) have been designed [52]. As Foster and Kung 
[53] mentioned, the good algorithms for VLSI 
implementation are not necessarily those requiring 
minimal computation. Computation is cheap in VLSI and 
the communication determines the performance. This 
matter is also applicable to the dataflow environment. As 
used in most high performance software string matching 
algorithms, trial of skipping operations will degrade the 
overall performance of the dataflow algorithm. Thus we 
start from the naïve algorithm which requires n-m+1 
attempts and each attempt takes m comparisons.

 

Carla Correa Tavares dos Reis and Oswaldo 
Cruz[54] presented the development of algorithms for 
approximate string matching using parallel methods. It 
intends to do the maximum of molecular sequences 
comparisons per unity of time. The parallel program 
implementation has carried out in C on an available 
twenty processing nodes clustering architecture using a 
model of parallel programming systems, the MPI 
(Message-Passing Interface), which is as library of 
subroutines. In this paper also concerned with reporting 
the speedup and efficiency measures. More precisely, 
present a parallel algorithm for approximate sequence 
matching, showing its implementation and reporting its 
measures in comparison to its sequential version. It use 
one of the possible approaches to reduce the time 
spent on comparisons of molecular database 
sequences by distributing the data among processors, 
which achieves a linear speedup (time) and requires 
constant space memory per processor. It also 
compares between the serial processing and the 
parallel processing (under the operation conditions 
offered by MPI ambient), the parallel version always 
gave the best results (execution and data distribution 
times).

 

Muhammad Zubair et al.,[55] propose a new 
concept to solve the problem of exact string matching 
by scanning text string for the rightmost character of the 
pattern in preprocessing phase. In matching phase 
TSPRC (Test Scanning for Pattern Rightmost Character) 
compares the pattern with text window from both 
directions simultaneously. They proposed a new 
algorithm TSPRC,in addition to proposed algorithm 
Naive, Not So Naive, quick Search, Boyer Moor Bad 

Character and Berry Ravindran algorithms are 
experimented with TSPRC. In the experiment they took a 
text string T of the size of sixty thousand characters and 
pattern P of lengths {6, 12, 18, 24, 30, 36, 42, 48, 54, 
60}. Text String is consisted of the four characters L= 
{A, C, G, T} these are the characters occurred in DNA 
pattern. Pattern is also of L={A, C, G, and T}. Several 
experiments have been conducted and the obtained 
results are compared with Naive, Not So Naive, Quick 
Search and Berry Ravndrn algorithms. Comparison 
made on two bases; total number of characters 
compared by each algorithm and the number attempts 
taken by each algorithm for finding all possible 
occurrence of the pattern in the text.

 

Performance Evolution

 

:

 

Comparison of 
proposed algorithm is made with existing algorithms on 
the bases of the number of characters compared and 
the attempts made by experimented algorithms to 
complete the task. In preprocessing phase of TSPRC; 
rightmost character of pattern is searched in the text 
string. Index of the character in the text string is used to 
calculate the shift's length and align the pattern with next 
text window. The analysis and the experimental results 
illustrate that the TSPRC algorithm is better than the 
number of existing algorithms.

 

Tomohiro I et al.,[56] presented a linear-time 
algorithm to solve the palindrome pattern matching 
problem. The first algorithm is a Morris–Pratt type 
algorithm, and the second one is a suffix-tree type 
algorithm. The palindrome pattern matching problem is 
to compute all positions i of t such that Pals(p) = Pals(t[i 
: i + m − 1]), given a text t of length n and a pattern p of 
length m. Palindromes in strings have widely been 
studied both in theoretical and practical contexts, such 
as in word combinatorics and in bioinformatics In 
practical applications such as DNA and RNA sequence 
analysis, it is desired to cope with gapped palindromes 
which have a space between the left and right arms of 
the palindromes.

 

IV.

 

Scattered Computing and Scattered 
Algorithms

 

The new technologies of networking and the 
dramatic evolution of the internet and intranet impacts 
the way that we use computers and changes the way 
we create applications for them. Distributed applications 
are becoming the natural way to build software. 
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“Distributed computing” is all about designing and 
building applications as a set of processes that are 
distributed across a network of machines and work 
together as an ensemble to solve a common problem[8-
11]. Distributed algorithms are algorithms designed to 
run on a distributed system; where many processes 
cooperate by solving parts of a given problem in 
parallel. For this purpose, the processes have to 
exchange data and synchronize their actions. In contrast 
to so called parallel algorithms, communication and 



 

synchronization is solely done by message passing -
there are no shared variables-

 

and usually the 
processes do not even have access to a common clock. 
Since message transmission time cannot be ignored, no 
process has immediate access to the global state. 
Hence, control decisions must be made on a partial and 
often outdated view of the global state which is 
assembled from information gathered gradually from 
other processes. Distributing computing requires a tool 
by which the distributed machines can communicate. 
Many tools are available such as Remote Method 
Invocation (RMI), CORBA and Java Space. Each tool 
has its own specifications; the application designer 
chooses the appropriate one for his application 
requirement[8-11].

 

In this,

 

paper we examine a number of explicitly 
parallel models of computation for string matching, 

including shared and distributed memory models 
proposed by different researchers and proposed a 
computing model with omega architecture.

 

V.

 

Proposed System Architecture

 

a)

 

System Architecture

 

System Architecture describes “the overall 
structure of the system and the ways in which the 
structure provides conceptual integrity”. Architecture is 
the hierarchical structure of a program components 
(modules), the manner in which these components 
interact and the structure of data that are used by that 
components.  The existing string matching system 
architecture is as shown in Fig 1 and in this the 
efficiency is not good.

 

 

 

Figure 1

 

:

  

Existing System

In the existing string matching architecture we 
search the required pattern sequentially at first we pass 
the required that is to be searched and this pattern is 
searched by using the three algorithms Brute force, 
KMP, Boyer Moore the entire string is passed through all 
the algorithms and the output match and the running 
time is calculate for the required pattern from all the 
algorithms and the algorithm with the least running time 
is selected, all this is done sequentially which takes 
more time to execute to improve the efficiency and the 
performance in this we use the parallel string matching 
algorithms with multicores processors as shown in Fig2.

 

The proposed system Architecture of 
Comparison of parallel String Matching Algorithms is as 

follows in the below diagram. In this search the pattern 
parallel. in this at first we take the input as a string or 

BM Algorithm

 

BF Algorithm

 

Output match 
positions and 
running time

 

Output match 
positions and 
running time

 

Browse file and enter 
pattern

 

Comparison

 

KMP 
Algorithm

 

 
Output match 
positions and 
running time
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text. The required text that is to be searched is further 
divided into further small patterns and all this patterns 
are passed on the different parallel algorithms like KMP 
boyar Moore, brute force and at all the output position 
match and running time of all the patterns is calculated 
and the all the patterns of same algorithm are added 
and all the resulted running time are compared with 
other algorithms resulting time and from them the best 
one is taken as the efficient algorithm for the string 
matching.



 
 

 

Figure

 

2

 

:

  

Proposed Systems

 

b)

 

Proposed Approach

 

In now a day as the current free textual 
database is growing vast there is a problem of finding 
the pattern by string matching the efficiency is 
decreased and takes more time. In our paper, we use 
parallel algorithms to increase the efficiency on 
multicore processor we pass the same string to all the 
three algorithms and we select the best based on the 
running time.  Here we have to implement the proposed 
system with JAVA 1.7 multi threading; initially we have to 
implement the proposed algorithm with threading on 
Multicore processor. Here we discuss some of them.
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1. Choose the TEXT file and Open the file in read mode 
2. Read a line from TEXTFILE into variable ProcessLine (text of size n) 
3. Read the pattern of size m and number of processors 
4. Distribute the pattern to all the processors in the omega model structure 
5. Each Processor searches the pattern in the ProcessLine with proposed approach and returns the 

result 
Proposed approach 
Begin 

5.1. If ProcessLine equals to NULL GOTO Step 5.7 
5.2. It compares the last character of the pattern with the rightmost text character of the 

ProcessLine, then 
5.3. if found it compares the first character of the pattern with the leftmost text character of the 

window, then  
5.4. if found it compares the middle character of the pattern with the middle text character of the 

window. And finally 
5.5. if found it actually compares the other characters from the second to the last but one.  

else 
5.6. If a mismatch occurs, it will shift according to the value in pre-processing stage. 
5.7. Increment the counter in TEXTFILE and GOTO Step 5.1. Repeat the steps from 5.1 to 5.6 until 

the end of the file. 
End 
Pre-Processing Stage 

Computing model consists of the good suffix and bad-character shift function. The bad character 
shift means to shift the pattern so that the text character of the mismatch is aligned to the last occurrence 
of that character in the initial part of the pattern (pattern minus last pattern character), if there is such an 
occurrence, or one position before the pattern if the mismatched character doesn't appear in the initial part 
of the pattern at all. 

The other shift, the good suffix shift, aligns the matched part of the text, m, with the rightmost 
occurrence of that character sequence in the pattern that is preceded by a different character (including 
none, if the matched suffix is also a prefix of the pattern) than the matched suffix m of the pattern. 

6. Each processor stores the MATCH results and RETURNS to the main program. 
7. The main program collect the return results from all the processors and summing them 
8. STOP. 

c) Claims 
Implementation is the stage where the 

theoretical design is turned into a working system. The 
most crucial stage in achieving a new successful system 
and in giving confidence on the system for the users 
that will work efficiently and effectively. The system will 
be implemented only after thorough testing and if it is 
found to work according to the specification.  For testing 
our proposed system we will take the gene sequence 
data set, consists of the four nucleotides a, c, g and t 
(standing for adenine, cytosine, guanine, and thymine, 
respectively) used to encode DNA. Therefore, the 
alphabet is O={A, C, G, T}. The text is consisted of 
7,50,000 records. Our test tested with different 
processors like i3, i5 etc., here we put some 
achievements what we develop and observe, finally our 
system shows that parallel approach is much better than 
sequential approach with multi core processor.  The Fig 
3 shows

 

(Graph) Execution time vs File size on 
sequential search with intel i3 processor using Brute 
force algorithm. From the graph we clearly observe that 
sequential is better compared to parallel approach. The 
Fig 4 shows

 

(Graph) Execution time vs File size on 

sequential search with intel i5 processor using Brute 
force algorithm. From the graph we clearly observe that 
sequential is better compared to parallel approach.
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Figure 3 : Sequential VS Parallel(i3)-BF 

 
Figure

 
4

 
:
  
Sequential VS Parallel(i5)-BF

 
The Fig 5 shows(Graph) Execution time vs

 
File 

size on sequential search with intel i3 processor using 
KMP algorithm. From the graph we clearly observe that 
sequential is better compared to parallel approach. The 
Fig 6 shows(Graph) Execution time vs File size on 
sequential search with intel i5 processor using KMP 
algorithm. From the graph we clearly observe that 
sequential is better compared to parallel approach.
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Figure 5 : Sequential VS Parallel(i3)-KMP 

 

Figure 6 :  Sequential VS Parallel(i5)-KMP 

The Fig 7 shows (Graph) Execution time vs File 
size on sequential search with intel i3 processor using 
BM algorithm. From the graph we clearly observe that 
sequential is better compared to parallel approach. The 
Fig 8shows(Graph) Execution time vs File size on 
sequential search with intel i5 processor using BM 
algorithm. From the graph we clearly observe that 
sequential is better compared to parallel approach.

 

6 12 18 24 30 36
0

200

400

600

800

1000

1200

File Size(MB)

P
ro

ce
ss

i n
g 

Ti
m

e(
M

ill
i S

ec
on

ds
)

Sequential vs Parallel(i3)-KMP

 

 

Sequential Parallel

6 12 18 24 30 36
0

100

200

300

400

500

600

700

800

900

1000

File Size(MB)

Pr
oc

es
si

ng
 T

im
e(

M
ill

i S
ec

on
ds

)

Sequential vs Parallel(i5)-KMP

 

 

Sequential Parallel

A parallel computational approach for string matching- a novel structure with omega model

© 2013   Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
III

 I
ss
ue

 X
II 

V
er
sio

n 
I 

  
  
 

  

22

  
 

(
DDDD DDDD

)
Y
e
a
r

01
3

2
C



 
Figure 7 : Sequential VS Parallel(i5)-BM 

 
Figure

 
8

 
:
 
Sequential VS Parallel(i3)-BM

 
The Fig 9 shows (Graph) Execution time vs File 

size on sequential search with intel i3 processor using 
Proposed algorithm. From the graph we clearly observe 
that sequential is better compared to parallel approach. 
The Fig 10 shows(Graph) Execution time vs File size on 
sequential search with intel

 

i5 processor using Proposed 
algorithm. From the graph we clearly observe that 
sequential is better compared to parallel approach.
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Figure 9 :  Sequential VS Parallel(i3)-Proposed 

 

Figure 10 :  Sequential VS Parallel(i5)-Proposed 

The Fig 11 shows (Graph) Execution time vs 
File size on sequential search with intel i3 processor 
using Boyer Moore, Brute force, KMP and proposed 
Algorithm. This graph shows the performance difference 
between Boyer Moore, Knuth Morris Pratt and Brute 
force algorithms. From the graph clearly observe that 
proposed is better compared to other approaches. 
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Figure 11 :  Sequential approaches BF,BM,KMP and Proposed (i3) 

 
Figure 12

 
:
  
parallel approaches BF,BM,KMP and Proposed (i3)

 
The Fig 12 shows (Graph) Execution time vs File size on parallel search with intel i3 processor using 

Boyer Moore, Brute force, KMP and proposed 
Algorithm. This graph shows the performance difference 
between Boyer Moore, Knuth Morris Pratt and Brute 
force algorithms. From the graph clearly observe that 
proposed is better compared to other approaches, as 
well as this parallel approach is much better compared 
to sequential approaches. 

The Fig 13 shows

 

(Graph)

 

Execution time vs 
File size on sequential search with intel i5 processor 
using Boyer Moore, Brute force, KMP and proposed 

Algorithm. This graph shows the performance difference 
between Boyer Moore, Knuth Morris Pratt and Brute 
force algorithms. From the graph clearly observe that 
proposed is better compared to other approaches. 
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Figure 13 :  sequential approaches BF, BM, KMP and Proposed (i5)

The Fig 14 shows (Graph) Execution time vs 
File size on parallel search with intel i5 processor using 
Boyer Moore, Brute force, KMP and proposed 
Algorithm. This graph shows the performance difference 
between Boyer Moore, Knuth Morris Pratt and Brute 

force algorithms. From the graph clearly observe that 
proposed is better compared to other approaches, as 
well as this parallel approach is much better compared 
to sequential approaches. 

 

Figure 13 :  Parallel approaches BF,BM,KMP and Proposed (i5) 

VI. Conclusions 

In this study, we widely investigate the problem 
of parallel string matching in the context of Parallel 
Computing with omega model. This Parallelization 
greatly improves the matching efficiency if the text size 
is very large and a sufficient numbers of processors are 
available. The most important characteristic of the 

proposed algorithm is that reduces the number of 
comparisons by making better use of next bit 
characters. Further parallelization of proposed algorithm 
provides parallel computing of pattern searching on the 
text in omega architecture. Experimental results shows 
that proposed algorithm much more better than other 
approaches both sequential and parallel. 
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I. Introduction

II. Patients and Methods

We retrospectively reviewed the files of 2 
groups of patients; first group  (Gastrointestinal group); 

Gastroenterology & Bariatric Surgery; Novel 
Elbanna Operations

Author α: Bariatric    and    Laparoscopic surgery Department – Al-
Azhar University – School of Medicine – AlHusain  University   hospital 
– Cairo – Egypt.

besity impairs health related quality of life 
(HRQL) in adolescents. Obesity is increasing in 
prevalence worldwide, unfortunately many of O

obese and morbid obese individuals suffering irritable 
bowel syndrome (IBS) dominant constipation.
Prevalence of obesity was 35.5 and 35.8 percent among 
adult American men and women respectively, 
interestingly many of those with high BMI may 
complaining of IBS- dominant constipation .Irritable 
bowel syndrome (IBS) is a serious health problem that 
affects an estimated 10–15% of people worldwide and 
has economic consequences in the United States of 
over $30 billion annually [1]. IBS is characterized by 
abdominal pain or discomfort and is associated with 
changes in stool frequency and/or consistency. The 
etiopathogenesis of IBS may be multifactorial, as is the 
pathophysiology, which is attributed to alterations in 
gastrointestinal motility, visceral hypersensitivity, 
intestinal microbiota, gut epithelium and immune 
function, dysfunction of the brain-gut axis or certain 
psychosocial factors. Current therapeutic strategies are 
often unsatisfactory. There is now increasing evidence 
linking alterations in the gastrointestinal microbiota and 
IBS [2-7]. Furthermore weight reduction may improve 
the psycho-organic symptoms of chronic IBS [8-11]. 

Abstract-  Advanced computer science is very important in 
applied medicine, we have several publications regarding use 
of data mining computing technology in many clinical fields, 
here we will present to our experience in gastroenterology and 
surgery using data mining in obesity related gastrointestinal 
motility disorder; (IBS) and surgical bariatric approaches. 
Obesity is a chronic disease that is increasing in prevalence 
worldwide, data from United States and those from other 
countries are indicative of a major international epidemic, a 
steady and distressing increase worldwide, whatever numbers 
of large epidemiologic studies have evaluated the relationship 
between obesity and several co - morbidities. Furthermore;
obesity – related - morbidities are common diseases affecting 
population. Irritable bowel syndrome (IBS) is a common 
gastrointestinal disorder with special concern for those with 
comorbid or morbid obesity, characterized by chronic or 
recurrent abdominal pain with constipation, diarrhea and/or an 
alternation of the two, and often bloating. Patients often use 
manipulation of diet as a mean of controlling symptoms. 
Adopting a healthy lifestyle, one that includes not smoking or 
drinking excess alcohol, eating right, daily physical activity, 
and a healthy weight, is associated with improving IBS-related 
morbidities. Bariatric surgery would be the clue therapy if diet 
and medical therapies fail. Novel Elbanna techniques are 
bariatric maneuvers succefuly performed to those with morbid 
or comorbid obesity in more than 200 patients. Although data 
mining is very common applicable method in economy and 
global trade, it is not fully known by most of physicians and 
surgeons worldwide, for its limited use in applicable medicine. 
To our knowledge, there is no previous studies can evaluated 
such a relationship between IBS and BMI using Data mining 
computing analysis, also we used data mining to compare 
both Elbanna bariatric techniques, to look for the best leading 
factors in both Elbanna  bariatric operations.
Keywords: IBS, BMI, obesity, Elbanna, data mining.

Data mining is applicabale in economics, bussniss,
global trade and biology with limitation use in clinical 
medicine. In their graphical representations, The 
advanced neural network is a data mining trying to 
mimic the human brain connecting attributes to each 
other aiming to compare these information-related 
attributes to one another, finally looking for the strongest 
connections, the neural mining nets are drawn using 

graphical view, may be very difficult to be read also it 
may need a long time to be understood, which can often 
happen when there are plenty of numbers of examined 
attributes, the computer can read the network and apply 
the suitable required model to score the applicable data 
in order to make useful predictions and publishable 
results [12].

nodes (ganglia) and neurons (nerves). Using the routine 



 

  

 

 

 

III.

 

Statistical-Analysis

 

10 folds cross validation using naive Baÿes 
application was helpful to demonstrate our results 
specifically, a descriptive model was generated using a 
decision tree algorithms. The decision tree decided the 
most significant independent variable in each stage of 
predicting dependent variables. (Using the Rapid Miner, 
Rapid I, version 4.6, Berlin, Germany), in both 
gastrointestinal and the bariatric groups was a succefully 
application in clinical medicine.

 

IV.

 

Results

 

Following the 35 patients for 12 months 
duration, 18 individuals (12 male and 7 female) 
improved, whatever 17(8 male and 9 female) did not 
improve.

 

17 out of 18 patients, showed clinical 
improvement (94.4%), had normal BMI or slightly 
overweight,  whatever 6 out of 17, did not improve 
(35.2%)  were overweight, obese or morbid obese.

 

Regarding who underwent novel Elbanna 
operations, there was significant Excessive Weight Loss 
(EWL) in those underwent  Modified Elbanna technique, 

 
 

V.

 

Discussion
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was 35 Patients (16 male and 19 female) aged 13 to 83 
years old, presented in the period from 1/9/2011 to 30/8/ 
2012 with psychosomatic manifestations of Irritable 
Bowel Syndrome (IBS) in the form of Intermittent colicky 
abdominal pain, frequent changes in the bowel habit;
constipation on top of chronic diarrhea or diarrhea on 
the top of chronic constipation, back ache, anxiety 
disorders and infrequent attacks of nausea and 
vomiting. Investigations were done to exclude other 
comorbidities e.g.: U/S, CT, Gastroscopy or even, full 
colonoscopy when IBD; (Crohn’s, ulcerative),
malignancy or other diseases suspected. Diagnosis of 
(IBS) was done by exclusion. All patients received both 
pharmacotherapy and psychotherapy; One by One 

BMI was calculated for each patient psychoanalysis. 
before dedicated therapy.

Second group (Obesity group) was 20 patients 
underwent bariatric surgery aged 22 to 39 years old, 13 
Male and 7 female in the period from 20/11/2012 to 
21/11/2013, using  Elbanna  operations; Elbanna
intestinal bypass (for 10 patients) and  Modified 
Elbanna; Intestinal bypass with fundal resection (for the 
other 10 patients). 

Data mining as a descipline is largely 
transparent to the world Most  of the time, we never 
even notice it is happening. But whenever we sign up for 

These data are stored in large sets on powerful 
computer systems owned by the companies we deal 
with every day. Lying within  those data sets are 
patterns-indicators of our interests, our habits and our 
behaviour, indeed companieies will know about 
customers  distribution areas. In another point of view 
application of data mining in medicine could discover 
many of obscured factros led to several morbidities and 
mortalities according to our previous publications, 
furthermore using of  data mining in medical fields is 
encourged [ 13 ]. There are several well-established 
health hazards associated with obesity, including liver 
disease, Diabetes Mellitus, heart disease, 
cerebrovascular stroke, certain cancers, osteoarthritis,  
gastrointestinal motility disorders, sexual disorders and 
depression. Weight loss is encouraged in any mean to 
overcome morbidity and diseases – affecting survival
[14,15 ]. IBS related-obesity is not uncommon problem 
especially in those with morbid obesity associated 
intestinal microbiota. The percentage of Americans with 
a BMI above 25 kg/m2 or 30 kg/m2 has been 
determined in several government surveys, beginning in 
1960. In 2009 to 2010 the prevalence of obesity was 
35.5 and 35.8 percent among adult American men and 
women, respectively. In Canada more than 27 percent 
of men and 23 percent of women are obese. Reported 
prevalence rates of obesity include 11 percent of men 
and 10 percent of women in Belgium (2002 to 2004), 23 
percent of men and women in the UK (2009), 24 percent 
of men and 34 percent of women in Mexico (2006), 9 
percent of men and 27 percent of women in South Africa 
(2003), 50.5% of boys and 46.5% of girls in Kuwait and 8 
percent of men and 13 percent of women in Pakistan 
(1994) [16-19 ]. Diagram (1)

than those underwent classic Elbanna operation
(90±10) versus (71±9.2).

a grocery store shopping card, place a purchase using 
a credit card, or surf a web site, we are creating data. 



 

 

 
For patients with BMI ≥ 40 kg/m2 who have 

failed to lose weight with diet, exercise and drug 
therapy, and those with BMI >35 kg/m2 with obesity-
related comorbidities, bariatric surgery become the 
definitive clue, whatever the laparoscopic bariatric 
approach is preferred over the open approach, because 
of improved recovery and lower morbidity and is the 
most common approach used worldwide [21].

 

 

Accordingly, obesity -

 

related IBS morbidities 
should be considered. To our knowledge no previous 
studies could evaluate such a relationship of IBS and 
High BMI using Data mining computing analysis.

 

Patients who responded to the IBS-therapy 
were on controlled medications, some of them withdrew 
the medications completely. The gold standard for 
helping patients with IBS to lose weight is behavioral 
counseling providing advice on how to increase physical 
activity and reduce calorie intake in a high-intensity 
program with a qualified healthcare provider. According 
to our experience, patients presented with IBS, have 
shown sustain improvement in both their organic and 
psychogenic symptoms related-chronic IBS, when 
weight reduction is obtained.

 

Our current study 
dedicating that psychogenic programs 

 

together with 
gaining ideal BMI significantly improve quality of life. 
Such as this can reliably produce and sustain IBS-free 
Symptoms.

 

Rapid I showed the association between overall 
outcome therapy and BMI, it was evaluated the positive 
and negative groups for the therapy, according to 
different related factors, examining those with BMI> 
25(Figure.1).
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Diagram (1)

Irritable bowel syndrome (IBS) is a common 
gastrointestinal disorder worldwide with special concern 
to obese patients, characterized by chronic or recurrent 
abdominal pain with constipation, diarrhea and/or an 
alternation of the two, and often bloating. It is well 
recognized in many with high BMI, that ingestion of food 
is a trigger for functional bowel symptoms, particularly 
those with chronic irritable bowel syndrome (IBS).
Occasionally chemicals fall to control the associated 
IBS-morbidities, whatever nutritional elements could 
improve the course of such chronic functional bowel 
disorder. Patients often use manipulation of diet as a 
means of controlling symptoms. Despite description of 
multiple dietary methods, few have scientific backing or 
quality evidence of efficacy [21,22].   

Diagram (1) showing the percentage of obesity 
in different populations worldwide, USA; Canada; & 
Mexico; are examples of North and South America; UK;
& Belgium; are examples of Europe; Pakistan; & Kuwait;
are examples of Asia; whatever South Africa is the only 
example of Africa due to lack of information-related 
obesity in different African countries. Note the average 
obesity of Female to Male in all countries 53% versus 
47%.



 
Figure 1

 

:

 

showing improved group(Blue) and  unimproved (Red), patients with IBS, in related to BMI.

 
BMI;

 

(Mean 
±SD)

 

for improved group (24.44 ±5.17), for unimproved (27.94 ±8.05). 

 
 

  

to obesity or morbid obesity, explaining insignificant 
relationship in non responding group.

 
The decision tree algorithm showed such a 

preliminary idea about IBS associated BMI (Figure 2).

 

 

Figure 2 : Showing the Decision tree Algorithm Created by (Rapid I, Rapidminer Ver.4.6, Berlin, Germany). Note the 
Correlation Between IBS Outcome Therapy and Corresponding BMI, Marriage and Fatigue are Considerable 

Factors.
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Unfortunately obesity became a worldwide 
stigma, microbiota that increase with obesity  have a 
strong retaliation with  IBS, currently obese subjects are 
often exposed to public disapproval because of their 
fatness affecting significantly their psychosocial 

behavior, affecting the progressive course of chronic 
IBS in a psychosomatic way of explanation. According 
to our point of view, if diet, exercise or drugs failed to 
control morbid obesity or co- morbid obesity disorders, 
bariatric surgery should be considered aiming to 

Using Rapid Miner version 4.6.Berlin, revealed a 
significant relation in those who improved to overall 
chemical, nutritional and psychotherapy; (94.4%),
whatever (35.2%) of those did not improve due to 
overweight, obesity or morbid obesity and  (23.5%) due 



 

 

 

 

 

Elbanna techniques were experienced in more 
than 200 patients, in the period from 1998 till 2013, 
showed significant improvement in BMI related 
morbidities by avoiding vitamins and trace elements 
deficiency obtained followed other surgical diversion 
techniques (Figure 3).

 

 

 

Figure

 

3

 

:

 

1-Elbanna operation; Modified Intestinal Bypass.

 

2- Modified El

 

banna; with Fundal

 

Resection.

 

In Both 
Operations No nutritional, Vitamins or Minerals deficiencies.
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Figure 4 : Showing the decision tree algorithm for EWL in both El Banna techniques.

overcome obesity related morbidities including 
functional bowel disorder. A new trend of bariatric 
operation; Novel strategy using a good digestive & 

Modified intestinal bypass (Elbanna operation) or with 
fundal resection (Modified Elbanna), informed as a brief 
poster presentation or a talk discussion presentation in 
congresses of the international federation for the surgery 

of obesity and metabolic disorders (IFSO) 2009 and 
2013. 

Figure(3).Elbanna

Comparing two surgical techniques using the 
data mining computing analysis could find a significant 
EWL in the modified technique with significant overall 
success comparing to Elbanna operation, whatever 

each operation has its indication according to each 
patient’s condition (Figure 4). In another point of view, 
bariatric Elbanna techniques are better in young age, 
that EWL is significantly higher in young group (Figure5). 

selective absorption technique has been  evaluated; 



 

 

 

Figure 5

 

:

  

Showing age group corresponding EWL inpatients underwent Elbanna

 

operations; Young are better.
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VI. Study Limitations and Future 
Recommendations

In the current research we just present to a 
preliminary study, whatever our clinical experience 
played a major role in assessing the information 
mentioned in our current study. Given a small sample 
size we recommend a second study involving more 
patients with multidisciplinary disorders, our results must 
be confirmed using more evidence-based criteria using 
more data mining applicable opportunities.

Our results might be changed according further 
innovations in  Elbanna techniques, furthermore 
expected more data with large sample groups may 
significantly changed our results variations. 

According to our point of view, Data mining is 
still unknown in many medical fields; whatever it has a
great importance in business, economy, global trade 
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Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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Enormous · 1, 5
Etiopathogenesis · 32

H

Hierarchical · 16, 21
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Laparoscopic · 36
Larynx · 8
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