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Backpropagaton in HL7 in Medical Informatics to Analysis Speed 
of Sending Data                     

  
                                                     RIMT–IET, Mandi Gobindgarh 

Abstract - In this paper, analysis the speed of sending message in Healthcare standard 7 with the use of back 
propagation in neural network. Various algorithms are define in backpropagtion in neural network we can use 
trainlm algorithm for sending message purpose. This algorithm appears to be fastest method for training 
moderate sized feedforward neural network. It has a very efficient matlab implementation. The need of trainlm 
algorithm are used for analysis, increase the speed of sending message faster and accurately and more 
efficiently. The proposed work is used in healthcare medical data. With the use of backpropagation in health 
care standard seven (HL7) sending message between two systems. To increase the speed of the healthcare 
sending data we can use Train LM algorithm. Train LM algorithm is more fastest algorithm it can be increase 
efficiency and improve accuracy of the system and also provide real time application. To increase speed of 
sending message these algorithm used. With the use of this algorithm it can be decreasing time of sending 
message to the other system.  

Keywords : medical informatics, HL7, backpropagation. 
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Backpropagaton   in HL7 in Medical Informatics      
to Analysis Speed of Sending Data 

   

Abstract - In this paper, analysis the speed of sending 
message in Healthcare standard 7 with the use of back 
propagation in neural network. Various algorithms are define in 
backpropagtion in neural network we can use trainlm 
algorithm for sending message purpose. This algorithm 
appears to be fastest method for training moderate sized 
feedforward neural network. It has a very efficient matlab 
implementation. The need of trainlm algorithm are used for 
analysis, increase the speed of sending message faster and 
accurately and more efficiently. The proposed work is used in 
healthcare medical data. With the use of backpropagation in 
health care standard seven (HL7) sending message between 
two systems. To increase the speed of the healthcare sending 
data we can use Train LM algorithm. Train LM algorithm is 
more fastest algorithm it can be increase efficiency and 
improve accuracy of the system and also provide real time 
application. To increase speed of sending message these 
algorithm used. With the use of this algorithm it can be 
decreasing time of sending message to the other system. 
More efficiently, accurately sending message. Healthcare 
standard 7 are mainly used to exchange information and data 
between systems. The OSI seventh layer applications are used 
in this standard and also provides various application 
protocols to communication between system and also 
exchanging data. 
Keywords : medical informatics, HL7, backpropagation. 

I. Introduction 

edical informatics is the sub-discipline of health 
informatics that directly impacts the patient – 
physician relationship. It focuses on the 

information technology that enables the effective 
collection of data using technology tools to develop 
medical knowledge and to facilitate the delivery of 
patient medical care.  The goal of medical informatics is 
to ensure access to critical patient medical information 
at the precise time and place it is needed to make 
medical decisions.  Medical informatics also focuses on 
the management of medical data for research and 
education. 

a) Healthcare  Standards 

       
 

   
  

  
 

support clinical practice and the management, delivery, 
and evaluation of health services, and are recognized as 
the most commonly used in the world. Healthcare 
provides seven standards to perform various 
functionalities. The latest standard implement in 
Healthcare is Health Level Seven (HL1-7) is a standard 
series of predefined logical formats for packaging 
healthcare data into messages to be transmitted among 
computer system. 

b) Neural Networks  
Are originally modelled as a computational 

model to mimic the way the brain works. Brain is made 
from small functional units called neurons. A neural has 
a cell body, several short dendrites and single long 
axon. By the dendrites and axon several neurons 
connected. Dendrites take various signals and pass to 
the other neurons as a input signal. These input 
increase or decrease to the electrical potential of the cell 
body and if it is reaches a threshold, a electric pulse is 
sent to the axon and the output occurs. 

II. Types of Neural Network 

a) Biological Neural Network 
Are made up of real biological neurons that are 

connected or functionally related in a nervous system. In 
the field of neuroscience they often identified groups of 
neurons that perform a specific physiological function in 
laboratory analysis. 

b) Artificial Neural Network 
Are composed of interconnecting artificial 

neurons (programming constructs that mimic the 
properties of biological neurons).it is used for solving 
artificial intelligence problems without necessary 
creating a model of a real biological system. 
3 layers in neural network I/P, hidden layer and O/P. 

 
         

Input          Hidden layer           Output
 

 

M 
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Healthcare standards provides framework for 
exchanging, integration, sharing and retrieval’s of EHR. 
These standards define how information is packed and 
communicate from one party to another, setting the 
languages,   structure  and data types. HL7 standards 
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c) Backpropagation 
It is an abbreviation for “backward propagation 

of errors” is a common method of training artificial 
neural network. It is an error function and supervised 
learning method and generalisation of the delta rule. It 
requires a dataset of the desired O/P of many I/Ps 
making up the training set. It is most useful for feed 
forward network. For better understanding, the back 
propagation learning algorithm can be divided into 2 
phases:- 

• Phase1-  Propagation  
• Phase 2-  Weight updates  

Various algorithms in backpropagation neural network: 

i. Backprogation using Gradient Decent 

It is relative simply implementation, standard 
method and generally work well but slow and inefficient. 

ii.
 
Simulating Annealing

 

It is a global minimum
 
can guarantee

 
of optimal 

solution but it is slower than gradient decent and also 
much more complicated implementation.

 

iii.
 
Genetic Algorithm

 

Faster than simulated annealing and also less 
like to get stuck

 
in local minima but it is slower than 

gradient descent and also memory intensive for large 
network.

 

iv.
 
Simplex Algorithm

 

It is similar to gradient decent but faster and 
easy to implement but does not gurantee a global 
minima.

 

v.
 
Train LM Algorithm

 

It is much faster than all algorithm and also 
used to calculate performance easily implement in 
matlab. It used to solve the fitting problem and also 
provide fastest many

 
mode sizes feed forward network.

 

III.

 

Methodology

 

a)

 

Levenberg–Marquardt Algorithm

 

In order to make sure that the approximated 
Hessian matrix JTJ is invertible.

 

Levenberg–Marquardt algorithm introduces 
another approximation to Hessian matrix:

 
  

                                        (1.1) 

 

where

 

             μ

 

is always positive, called combination 
coefficient.

 

             I is the identity matrix.

 

From Equation 1.1, one may notice that the 
elements on the main diagonal of the Hessian matrix will 
be larger than zero. Therefore, with this approximation

 

(Equation 1.1), it can be sure that matrix H is always 
invertible.

 

             

 

                                      

   
(1.2)

 
By combining Equations 1.1 and 1.2, the 

update rule of Levenberg–Marquardt algorithm can be 
presented as                                         

(1.3)

 
As the combination of the steepest descent 

algorithm and the Gauss–Newton algorithm, the 
Levenberg– Marquardt algorithm switches between the 
two algorithms during the training process. When the 
combination coefficient μ is very small (nearly zero). 

Equation (1.1) approaching to Equation (1.2) 
and Gauss–Newton algorithm is used. When 
combination coefficient μ is very large, Equation 1.1 
approximates to   

(1.4) 

and the steepest descent method is used. If the 
combination coefficient μ in Equation 12.25 is very big, it 
can be interpreted as the learning coefficient in the 
steepest descent method (1.4). 

 

The training process using Levenberg–
Marquardt algorithm could be designed as follows: 

i. With the initial weights (randomly generated), 
evaluate the total error (SSE). 

ii. Do an update as directed by Equation 1.1 to adjust 
weights. 

iii. With the new weights, evaluate the total error. 
iv. If the current total error is increased as a result of 

the update, then retract the step (such as reset the 
weight vector to the precious value) and increase 
combination coefficient μ by a factor of 10 or by 
some other factors. Then go to step ii and try an 
update again. 

v. If the current total error is decreased as a result of 
the update, then accept the step (such as keep the 
new weight vector as the current one) and decrease 
the combination coefficient μ by a factor of 10 or by 
the same factor as step iv. 

vi. Go to step ii with the new weights until the current 
total error is smaller than the required value. 
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The flowchart of the above procedure is  

     

IV.

 

Conclusion

 

To analyzing the speed of sending messages 
between the systems.

 

Improving the quality and 
accuracy of the message sending in HL7 standard.

 

Less 
time require exchanging data between systems. It can 
be based on real time application.

 

Provide efficient and 
accurate data.

 

Train LM algorithm easily implement in 
matlab and provide  better result as compare to all other 
backpropagation algorithms. Fastest method for training 
moderate sized feed forward neural network. In the 
future we can also work on Dicom images to increase 
the speed of sending image fastly and best quality with 
use of this algorithm.

 

V.

 

Future Scope

 

In future work, also more improve the speed of 
sending message with some another network and also 
more distortion measures and feature domains will be 
used as the image samples. Also, the relationship 
between the metrics adopted for the combination will be 
further investigated to find the best combination among 
them. More experiments are needed to validate 
properties of the network such as it optimum number of 
neurons in hidden layers, validation etc. Performance 
comparison of LMBP with other networks should also be 
discussed.
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Classification of Heart Disease using Artificial Neural Network 
and Feature Subset Selection      

  
                                                     AEC, Bhongir, India 

Abstract - Now a day’s artificial neural network (ANN) has been widely used as a tool for solving many 
decision modeling problems. A multilayer perception is a feed forward ANN model that is used extensively for 
the solution of a no. of different problems. An ANN is the simulation of the human brain. It is a supervised 
learning technique used for non linear classification Coronary heart disease is major epidemic in India and 
Andhra Pradesh is in risk of Coronary Heart Disease. Clinical diagnosis is done mostly by doctor’s expertise 
and patients were asked to take no. of diagnosis tests. But all the tests will not contribute towards effective 
diagnosis of disease. Feature subset selection is a preprocessing step used to reduce dimensionality, remove 
irrelevant data. In this paper we introduce a classification approach which uses ANN and feature subset 
selection for the classification of heart disease. PCA is used for preprocessing and to reduce no. Of attributes 
which indirectly reduces the no. of diagnosis tests which are needed to be taken by a patient. We applied our 
approach on Andhra Pradesh heart disease data base. Our experimental results show that accuracy improved 
over traditional classification techniques. This system is feasible and faster and more accurate for diagnosis of 
heart disease.   

Keywords : andhra pradesh, artificial neural network, chi-square, data mining, feature subset selection, genetic 
search, heart disease, principal component analysis. 
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Abstract - Now a day’s artificial neural network (ANN) has 
been widely used as a tool for solving many decision modeling 
problems. A multilayer perception is a feed forward ANN 
model that is used extensively for the solution of a no. of 
different problems. An ANN is the simulation of the human 
brain. It is a supervised learning technique used for non linear 
classification Coronary heart disease is major epidemic in 
India and Andhra Pradesh is in risk of Coronary Heart Disease. 
Clinical diagnosis is done mostly by doctor’s expertise and 
patients were asked to take no. of diagnosis tests. But all the 
tests will not contribute towards effective diagnosis of disease. 
Feature subset selection is a preprocessing step used to 
reduce dimensionality, remove irrelevant data. In this paper we 
introduce a classification approach which uses ANN and 
feature subset selection for the classification of heart disease. 
PCA is used for preprocessing and to reduce no. Of attributes 
which indirectly reduces the no. of diagnosis tests which are 
needed to be taken by a patient. We applied our approach on 
Andhra Pradesh heart disease data base. Our experimental 
results show that accuracy improved over traditional 
classification techniques. This system is feasible and faster 
and more accurate for diagnosis of heart disease. 
Keywords  : andhra pradesh, artificial neural network, 
chi-square, data mining, feature subset selection, 
genetic search, heart disease, principal component 
analysis. 

I. Introduction 

ata mining is the process of extracting 
knowledge able information from huge amounts 
of data. It is an integration of multiple disciplines 

such as statistics, machine learning, neural networks 
and pattern recognition. Data mining extracts 
biomedical and health care knowledge for clinical 
decision making and generate scientific hypothesis from 
large medical data. 

Association rule mining and classification are 
two major techniques of data mining. Association rule 
mining is an unsupervised learning method for 
discovering interesting patterns and their association in 
large data bases. Whereas classification is a supervised 
learning method used to find class label for unknown 
sample. 
 
 
 

  
 

  
 

   

  
Classification is designed

 

as the task of

 

learning a target 
function F that maps each

 

attribute set A to one of the 
predefined class labels

 

C [1]. The target function is also 
known as classification

 

model. A classification model is

 

useful for mainly two purposes. 1) descriptive

 

modeling 
2) Predictive modeling.

 

An artificial neural network (ANN) is the 
simulation

 

of human brain and is being applied to an 
increasingly

 

number of real world problems.

 

Neural 
networks as a tool we can mine knowledgeable

 

data 
from data ware house.

 

ANN

 

are trained to recognize, 
store and retrieve patterns

 

to solve combinatorial 
optimization

 

problems. Pattern recognition and function

 

Estimation

 

abilities make ANN prevalent utility in data

 

mining. Their main advantage is that they

 

can solve 
problems that are too complex for

 

conventional 
technologies. Neural networks are

 

well suited to 
problem like pattern recognition andforecasting.ANN are 
used to

 

extract useful patterns from the data and infer 
rules from them.

 

These are useful in providing 
information on

 

associations, classifications and 
clustering.

 

Heart disease is a form of cardio vascular 
disease

 

that affects men and women. Coronary heart

 

disease is an epidemic in India and one of the

 

disease 
burden and deaths. It is estimated that by

 

the year 2012, 
India will bear 60% of the world’s

 

heart disease burden. 
Sixty years is the average

 

age of heart

 

patients in India 
against 63-68 in

 

developed countries. In India Andhra 
Pradesh

 

state is in risk of more deaths due to CHD.

 

Hence

 

there is a need to combat the heart disease.

 

Diagnosis of the heart disease in the early phase

 

solves 
many lives.

 

Feature subset selection is a processing step in

 

Machine

 

learning

 

and is used to reduce

 

dimensionality 
and removes irrelevant data. It increases

 

accuracy thus 
improves resultcomprehensibility.PCA is the oldest 
multivariate

 

statistical technique used by most of the 
scientific

 

disciplines. The goal of PCA is to extract the

 

important information from data bases and

 

express this 
information as principle components.

 

Chi square test 
evaluates the

 

worth of an attribute

 

by computing the 
values of chi squared statistics

 

w.r.t class. The larger the 

D 
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Classification is the task of assigning objects 
tone of special predefined categories. It is pervasive
problem that encompasses many applications. value of chi square, the more likely the variable is related 

to class.
In this paper we introduce a classification

approach which combines multi layer perception with 
back propagation learning algorithm and feature 

E-mail : jabbar.researchscholar@gmail.com

Classification of Heart Disease using Artificial 
Neural Network and Feature Subset Selection



 
 

 
 

 

selection for classification of heart disease

 

with reduced 
no of attributes. Our approach him

 

proves classification 
and determines the

 

attributes which contribute more 
towards the

 

predication

 

of heart disease which indirectly

 

Reduces

 

no. of diagnosis test which are needed tube

 

taken by a patient.

 

In section 2 we review basic concepts of neural

 

networks, PCA,

 

chi square and heart disease

 

section 3 
deals with related work. Section 4explains our proposed 
approach .Section 5 deals

 

with results and discussion. 
We conclude our final

 

remarks in section 6.

 

II.

 

Basic Concepts

 

In this section we will discuss basic concepts of

 

Neural

 

networks, PCA,

 

chi square and heart

 

Disease.

 

a)

 

Artificial Neural Networks

 

An ANN also called as neural network is a

 

mathematical model based on biological neural

 

networks. Artificial neural network is based on

 

observation of a human brain [2].Human brain is

 

very 
complicated web of neurons. Analogically

 

artificial 
neural network is an interconnected set of

 

three simple 
units namely input, hidden and

 

output unit. The 
attributes that are passed as

 

input to the next form a first 
layer. In medical

 

diagnosis patients risk factors are 
treated as input

 

to the artificial neural network.

 
 
 
 
 
 
 
 
 
 

 

 

 

 

Figure 1 :

  

Example ANN

 

 
 
 
 
 
 
 
 

 
 
 
 

 

 

 

 

 

 

 

Figure 2

 

:

 

Modeling a Boolean Function using

 

Preceptor

 

Popular neural network algorithms are Hopfield,

 

Multilayer

 

perception, counter propagation networks, 
radial basis function and self organizing maps

 

etc.

 

The

 

feed forward neural network was

 

the first and simplest 
type of artificial neural

 

network consists of 3 units input 
layer, hidden

 

layer and output layer. There are no cycles 
or loops in this network. A neural network has to be 
configured to produce the desired set of outputs. 
Basically there are three learning situations for neural 
network. 1) Supervised Learning, 2) Unsupervised 
Learning, 3) Reinforcement learning the perception is 
the basic unit of a artificial neural network used for 
classification where patterns are linearly separable. The 
basic model of neuron used in perception is the Mc 
culluchpitts

 

model. The perception

 

takes an input value

 

Vector

 

and outputs 1 if the result is greater than

 

predefined thresholds or -1 otherwise. The proof 
convergence

 

of the algorithm is known apperception

 

convergence theorem. Figure 1 shows ANN

 

and figure 2 
shows modeling a Boolean function

 

using single layer 
perception

 

[1]. Output

 

node is used to represent the 
model output the

 

nodes

 

in neural network architecture

 

are

 

commonly known as neurons. Each input node is

 

connected to output node via a weighted link.

 

This is 
used to emulate the strength of synaptic

 

connection 
between neurons. Simple

 

perception

 

learning algorithm 
is shown below.

 

Step 1 : Ret D= {{Xi,

 

Yi}/i=1, 2, 3----n}} be the set

 

of 
training example.

 

Step 2 : Initialize the weight vector with random

 

value,
W (o).

 

Step 3 : Repeat.

 

Step 4 :

 

For each training sample (Xi, Yi) ∈

 

D.

 

Steps 5 : Compute the predicted output Yi^ (k)

 

Step 6 : For each weight we

 

does.

 

Step 7 : Update the weight we (k+1) = Wj(k) + 

 

(y i -
yi^ (k))xij.

 

Step 8 : End for.

 

Step 9 : End for.

 

Step 10 : Until stopping criteria is met.
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The main function of artificial neural network is
prediction. The effectiveness of artificial neural network 
was proven in medicine [3]. The note worthy 
achievement of neural network was in the application of 
coronary heart disease [4]. There is numerous 
advantages of ANN some of these include
1) High Accuracy.
2) Independent from prior assumptions about the 

distribution of the data.
3) Noise tolerance.
4) Ease of Maintatenance.
5) ANN can be implemented in parallel hardware.
The following are the examples of where ANN are used
1) Accounting.
2) Fraud Detection.
3) Telecommunication.

.

Classification of Heart Disease using Artificial Neural Network and Feature Subset Selection
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4)

 

Medicine.

 

5)

 

Marketing.

 

6)

 

Insurance.

 

7)

 

Human Resources.

 

Performance of ANN can be improved by

 

designing ANN with evolutionary algorithms and

 

developing neuron

 

fuzzy systems.

 

b)

 

Feature Subset Selection

 

Feature subset

 

selection is a preprocessing 
step

 

commonly used in machine learning. It is effective

 

in reducing dimensionality and removes irrelevant

 

data 
thus increases learning accuracy. It refers to

 

the 
problem of identifying those features that are

 

useful in 
predicting class. Features can be

 

discrete, continuous 
or nominal. Generally

 

features are of three types.

 

1) 
Relevant,

 

2) Irrelevant,

 

3) Redundant. Feature selection 
methods

 

wrapper and embedded models. Filter

 

model

 

rely

 

on analyzing the general

 

characteristics of data and 
evaluating features

 

and will not involve any learning 
algorithm,

 

where as wrapper model uses après

 

determined learning algorithm and use

 

learning

 

algorithms performance on the

 

provided features in the 
evaluation step to

 

identify relevant feature. Embedded 
models

 

incorporate feature selection as a part of the

 

model training process.

 

Data from medical sources are highly 
voluminous

 

nature. Many important factors affect the

 

success of data mining on medical data. If the

 

data is 
irrelevant, redundant

 

then knowledge

 

discovery during 
training phase is more difficult.

 

Figure 3shows flow of 
FSS.

 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

Figure 3

 

: 

 

Feature subset selection

 

Medical diagnosis is an important yet

 

complicated task that needs to be executed

 

accurately 
and efficiently [5].feature subset

 

selection if applied on 
medical data mining will

 

leads to accurate results. The 
detection of

 

disease from several factors is a multi 
layered

 

problem and sometimes leads to false

 

assumptions frequently associated with erratic

 

effects. 
Therefore it appears reasonable if we

 

apply feature 
subset selection in medical data

 

mining towards 
assisting the diagnosis process.

 

In this paper we apply 
feature subset selection.

 

Using

 

neural network for heart 
disease prediction

 

For

 

Andhra Pradesh population.

 

i.

 

Principle Component Analysis

 

Principle component analysis (PCA) is a 
statically

 

technique used in many applications like face

 

recognition, pattern recognition, image

 

compression 
and data mining. PCA is used to

 

reduce dimensionality 
of the data consisting of a

 

large no. of attributes. PCA 
can be generalized as

 

multiple factor analysis and as 
correspondence

 

analysis to handle heterogeneous sets 
of

 

variables and quantitative variables respectively.

 

Mathematically PCA depends on SVD of

 

rectangular 
matrices and Eigen decomposition of

 

positive semi 
definite matrices. The goals

 

principle component 
analyses are

 

1)

 

To extract the most important information

 

2)

 

from the data base

 

Compress the size of the data 
and

 

keeping only important information.

 

3)

 

Simplify the data set description and to

 

analyze the 
variables and structure of the

 

observations.

 

4)

 

Simplification.

 

5)

 

Modeling.

 

6)

 

Outlier Detection.

 
  

 

a.

 

Procedure

 

Step 1 : Obtain the input matrix.

 

Step 2 : Subtract the mean from the data set in all

 

dimensions.

 

Step 3 : Calculate covariance matrix of this mean

 

subtracted data set.
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Step 4 : Calculate the Eigen values and Eigen vector 
from covariance matrix.
Step 5 : Form a feature vector.
Steps 6 : Derive the new data set.

ii. Chi-Squared Test
One of the first steps in data mining and

knowledge discovery is the process of eliminating
redundant and irrelevant variables. There are various
reasons for taking this step. The obvious reason is that 
going from a few hundred variables to few variables will 
make the result interpretation in an easy way. The 
second reason is due to curse of dimensionality. If the 
dimensionality is large. It is necessary to have a large 
training set. This is also known as peaking 
phenomenon. If the dimensionality increases up to a 
certain point accuracy increases, but after there is a 
reduction in classification accuracy [6].

Simplest way of determining relevant variables 
is to use chi square technique (χ 2). Chi square
technique is used if all the variables are continuous. 
Assume that a target variable is selected; every 
parameter is checked to see if the use chi square 
technique detects the existence of a relationship 
between the parameter and the target.

Karl Pearson proved that the statistic

.

Procedure for principle component analysis is
shown below

rX2 = 
 (Oi – Ei)2

Ei

Classification of Heart Disease using Artificial Neural Network and Feature Subset Selection



 
 

 
  

  
  

 
 

 
 

 
   

 
 

  
 

  

   
 

  
 
 

  

 
 
 
 

Where O observed frequency and E expected

 

frequency.

 

If the data is given in a series of n numbers then

 

degrees of freedom = n-1.

 

In  case  of binomial distribution degrees of

 

freedom = n-1.

 

In case of poison distribution degrees of 
freedom

 

= n-2.

 

In case of normal

 

distribution degrees of

 

freedom= n-3 [7].

 

The following example illustrates chi square

 

hypothesis. The total no of automobiles accidents

 

per 
week in a certain community are as follows12,

 

8, 
20,2,14,10,15,6,9

 

and 4.We have to verify to

 

see whether 
accident

 

conditions were same

 

during 10week period 
using chi square test.

 

Expected frequency of accidents each 
week=100/10=10.

 

Null hypothesis H: The accident conditions were

 

the same during the 10 week period.

 

 

 

 

 

 

Table 1

 

: 

 

Chi square computation

 

 
 
 
 
 
 
 
 
 
 
 

Chi

 

square=26.6 and degree of freedom=10-1=9

 

Tabulated chi square=16.9

 

Calculated chi square> Tabulated chi square

 

So the null hypothesis is rejected i.e. accident

 

condition were not same during the 10 week

 

period.

 
 

   
  
  
  
  
  

  

  
 

blocked. Cardiovascular diseases

 

account for high 
mortality and morbidity all

 

around the world. In India 
mortality due to Chewier

 

1.6 million in the year 2000.by 
the year 2015,61 million cases will be due to 

CHD[8].Studies to determine

 

the precise cause of death 
in rural areas

 

of Andhra Pradesh have revealed that CVD

 

Cause

 

about 30% deaths in rural areas [9].

 

i.

 

Risk factors for heart disease

 

Some of the risk factors for heart disease are

 

1)

 

Smoking:

 

Smokers risk a heart attack

 

twice as much 
as non smokers.

 

2)

 

Cholesterol:

 

A

 

diet low in cholesterol and

 

saturated 
Tran’s

 

fat will help lower

 

cholesterol levels and 
reduce the risk of

 

heart disease.

 

3)

 

Blood pressure:

 

High BP leads to heart

 

Attack

 

4)

 

Diabetes:

 

Diabetes if not controlled can

 

lead to 
significant heart damage

 

including heart attack and 
death

 

5)

 

Sedentary life style:

 

Simple leisure time

 

activities like 
gardening and walking can

 

lower our risk of heart 
disease.

 

6)

 

Eating Habits:

 

Heart healthy diet, low in

 

salt, 
saturated fat, Trans

 

fat, cholesterol

 

and refined 
sugars will lower our chances

 

of getting heart 
disease.
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Observed
frequency

Expected
frequency

O-E (O-E)2/E

12 10 2 0.4
8 10 -2 0.4
20 10 10 10.0
2 10 -8 6.4

14 10 4 1.6
10 10 0 1.0
15 10 5 2.5
6 10 -4 1.6
9 10 -1 0.1
4 10 -6 3.6

Total 100 26.6

Following are the requirements for chi square test
1) One or more categories of quantitative data
2) Independent observations
3) Adequate sample size
4) Simple random sample
5) Data in frequency form
6) And all observations must be used

c) Heart Disease
Coronary heart disease occurs when the 

arteries of the heart that normally provide blood and
oxygen to the heart are narrowed or even completely 

7) Poorly controlled stress an danger can lead 
to heart attacks and strokes.

d) Genetic Search

Stress:

This epidemic may be halted through the
promotion of healthier life styles, physical activity;
traditional food consumption would help to mitigate this 
burden.

Classification of Heart Disease using Artificial Neural Network and Feature Subset Selection

Generally for feature subset selection, search
spaces will be large. There are 2 Power 204 possible
features combinations for cloud classification problem. 
Search strategies such as genetic search are used to 
find feature subsets with high accuracy. Genetic 
algorithms are used for optimization problems and are 
well known for robust search techniques.GA searches 
globally and obtain global competitive solutions. 
Genetic Algorithms are biologically motivated 
optimization methods which evolve a population of 
individuals where each individual who is more fit have a
higher probability of surviving into subsequent
generation. GA uses a set of evolutionary metaphors 
named selection of individuals, mutation, and crossover. 
Many of the algorithms uses classifier as a fitness 
function. Figure 4shows working principle of genetic 
algorithm.



  
  

 
 

 
 

  
 

  
 

 
 

 
  

  
 

 
  

  
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 4

 

:

 

Working principle of genetic algorithm

 

III.

 

Related Work

 

Few research works has been carried out for

 

diagnosis of various diseases using data

 

mining. Our 
approach is to apply feature

 

subset selection and 
artificial neural networks

 

for prediction of heart 
disease.M.A.Jabbaret.al proposed a new algorithm 
combining

 

associative classification and feature subset

 

selection for heart disease prediction [5]. They

 

applied 
symmetrical uncertainty of attributes

 

and genetic 
algorithm to remove redundant

 

attributes. Enhanced 
prediction of heart

 

disease using genetic algorithm and 
feature

 

subset selection was proposed by 
Anbarasiet.al[10]. Heart disease prediction using

 

associative classification was proposed by

 

M.A.

 

Jabbar 
et.al[11].matrix based

 

association

 

rule mining for heart 
disease

 

prediction was proposed by M.A.

 

Jabbaret.al[12].

 

association rule mining and genetic

 

algorithm based heart disease prediction was

 

proposed 
in [13].cluster based association

 

rule mining for disease 
prediction was

 

proposed in [14].

 

sellappan palaniappan 
et al

 

proposed intelligent heart disease prediction

 

system using naïve bayes,

 

decision tree and

 

neural 
network in [15].graph based approach

 

for heart disease 
prediction for Andhra

 

Pradesh population was proposed 
by

 

M.A.Jabbar et.al[16]. They combined

 

maximum 
clique concept in graph with

 

weighted association rule 
mining for disease

 

prediction. Feature subset selection 
using

 

FCBF in type II Diabetes patient’s

 

data was

 

proposed by sarojinibala Krishnan et.al.

 

[17]. Heart 
disease prediction using

 

associative classification and 
genetic

 

algorithm was proposed by M.A.

 

Jabbaret.al 
[18].in their paper they used Z-Statistics

 

a measure to 
filter out the rules generated

 

by the system.

 

This paper proposes a new approach which

 

combines Feature subset selection with

 

artificial

 

neural 
network to predict the heart

 

disease.

 

IV.

 

Proposed Method

 

In this paper we used PCA and chi square as   a 
feature subset selection measure. This

 

measure used

 

to

 

rank the attributes and to prune

 

irrelevant, redundant 
attributes. After

 

applying feature subset selection

 

classification using ANN will be applied on

 

the data 
sets.PCA is a mathematical

 

procedure that transforms a 
no. of correlated

 

attributes into a smaller no. of 
correlated

 

variables called principle components.

 

Assume If V is a set of N column vector of

 

dimensions 
D, the mean of the of the data set, is

 

M v=E {v}

 

(1)

 

The covariance matrix is

 

Cv=E{(V-

 

M v){ V-

 

M v }T}

  

The components of Cox denoted by Cij 
represent

 

the co variances between the random variable

 

components Vi and Vj.

 

the component Cii is the

 

variance 
of Vi.

 

The Eigen vectors ei and their

 

corresponding 
values ----

 

are

 

C v ei= 

 

i e I where i=1,2,3---n 

 

 

V.r =A (V-mv)

 

The original data vector v can be reconstructed

 

from r

 

V=XT r+mv (5)
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Table 2 : Weather data set

No. Outlook Tempe
rature

Humidity Windy Play

1 sunny hot high FALSE no
2 sunny hot high TRUE no
3 overcast hot high FALSE yes
4 rainy mild high FALSE yes
5 rainy cool normal FALSE yes
6 rainy cool normal TRUE no
7 overcast cool normal TRUE yes
8 sunny mild high FALSE no
9 sunny cool normal FALSE yes

10 rainy mild normal FALSE yes
11 sunny mild normal TRUE yes
12 overcast mild high TRUE yes
13 overcast hot normal FALSE yes
14 rainy mild high TRUE no

a) Correlation Matrix
1 -0.47 -0.56 0.19 -0.04 -0.14 -0.15 0.04-0.47 1 -0.47 0.3 
-0.23 -0.05 0 -0.09-0.56 -0.47 1 -0.47 0.26 0.19 0.15 0.04
0.19 0.3 -0.47 1 -0.55 -0.4 -0.32 0.23-0.04 -0.23 0.26 -
0.55 1 -0.55 -0.29 -0.13-0.14 -0.05 0.19 -0.4 -0.55 1 0.63 
-0.09-0.15 0 0.15 -0.32 -0.29 0.63 1 00.04 -0.09 0.04 
0.23 -0.13 -0.09 0 1

If X is a matrix of Eigen vectors of the  covaria-
nce matrix, row vectors formed by transforming 

Consider the weather data set. Attributes are
ranked by applying the principal component analysis.

Classification of Heart Disease using Artificial Neural Network and Feature Subset Selection



   

 
 
 
 
 
 
 
 
 
 
 
 
 

  

 

 

b)

 

Eigenvectors

 

V1         V2         

 

V3          

 

V4     V5

 

0.2935 0.1035 -0.6921 -0.2573 0.1079

 

             outlook=sunny

 

0.2218 -0.3252 0.6278 -0.1582 0.3164

 

               outlook=overcast

 

-0.5026 0.2031 0.1002 0.4064 -0.4061

 

               outlook=rainy

 

0.5393 -0.2059 0.0342 0.2702 -0.356

 

                temperature=hot

 

-0.1324 0.6291 0.1542 -0.1518 0.3959

 

                temperature=mild

 

-0.3943 -0.4833 -0.2031 -0.1038 -0.0777

 

           temperature=cool

 

-0.3694 -0.4111 -0.1475 -0.0599 0.4021

 

                     humidity

 

0.1081 -0.039 -0.1699 0.7957 0.5217 windy

 

Ranked attributes are arranged in descending

 

order

 

1)

 

outlook=rainy

 

2)

 

temperature=hot

 

3)

 

outlook=sunny

 

4)

 

outlook=overcast

 

5)

 

humidity

 

6)

 

windy

 

7)

 

temperature=mild

 

8)

 

temperature=cool

 

Ranking of the attributes based on chi square is

 

shown in table 3 and proposed method is shown

 

in 
figure 5.

 

 

 

 

Table 3

 

: 

 

Ranking of the attributes base on chi

 

square

 

 
 
 
 
 
 

 

   
  

  
 

  

Accuracy=

 

No. of samples correctly classified in

 

test 
Data set

 

-------------------------------------------------

 

Total no. of samples in test data

 

  
 
 
 
 
 
 
 
 

    

PROPOSED ALGORITHM

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

V.

 

Results and Discussion

 

We have evaluated accuracy of our approach 
on

 

various data sets taken from tuned it

 

repository [19].

 

out of 8 data sets one is non medical dataset A brief 
description about various data sets is

 

shown in table 
4.Acuracy of various data

 

sets is

 

presented in table 
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Rank
Name of the

attribute
Chi square

value
1 outlook 3.547
2 humidity 2.8
3 windy 0.933
4 temperature 0.57

The rank of the attributes is done w.r.t the 
values of PCA, and χ 2 in a descending order. High 
values of PCA the more information the corresponding
attribute has related to class. We trained the classifier to 
classify the heart disease data set as either healthy or 
sick. The accuracy of a classifier can be computed by

Step 1) Load the data set
Step 2) Apply feature subset on the data
set.
Step 3) Rank the attributes in descending
order based on their value. A high value of
PCA and χ 2indicates attribute is more
related to class. Least rank attributes will be
pruned. Select the subsets with highest
value.
Step 4) Apply multi layer perceptron on the
remaining features of the data set that
maximizes the classification accuracy.
Steps 5) find the accuracy of the classifier.
Accuracy measures the ability of the
classifier to correctly classify unlabeled
data.

5.comparision of our accuracy with various classification 
algorithms.

The heart disease data set is collected from
various corporate hospitals and opinion from expert 
doctors. Attributes selected for A.P Heart disease is 
shown in is shown in Table 7.Applyingfeature subset 
selection helps increase computational efficiency while 
improving accuracy. Figure 9 shows parameters for
performing multilayer preceptor. we set learning grates
0.3 and training time as 500.figure 8 and table 8 clearly 
depicts that classification accuracy is improved with 
feature subset selection with PCA. Classification 
accuracy has been improved for various data sets with χ
2 and ANN which is shown in table 9 and figure 
10.comparison of classification accuracy for various 
data sets with three algorithms using ANN and chi 
square is shown in table 10.our approach improved 
6.5%against classification accuracy against J48 
and16.4% over naïve bayes algorithm and 7.3% than
PART algorithm. Average accuracy for data sets using 
feature subset selection is 92.8%. Our proposed method 

c) Proposed algorithm

Figure 5 : Block diagram of proposed method

i/p data class of i/p data

Feature
selection

ANN
Classifier

was not much successful for hypothyroid and liver 
disorder this may be due to our method could not 
account for redundant attributes.

Classification of Heart Disease using Artificial Neural Network and Feature Subset Selection



 
  

 
 

 

 
  

   
 

 
  

  
  

 
 

 

 
 

 
 

 
  

Table 4

 

:

  

Description of various data sets

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Table 5

 

: 

 

Accuracy of various data sets using PCA

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 6

 

: 

 

Comparison of classification accuracy for

 

various data sets using PCA

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table 7

 

:

 

Attributes of heart disease A.P

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6

 

: Parameters of PCA
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Data set Instances Attributes

Weather 14 5

Pima 768 9

hypothyroid 3770 30

breast cancer 286 10

liver disorder 345 7

primary tumor 339 18

heart stalog 270 14

lymph 148 19

heart disease A.P 23 12

Data Set Accuracy

Weather 100

Pima 98.82

hypothyroid 97.06

breast cancer 97.9

liver disorder 95.07

primary tumor 80

heart stalog 98.14

lymph 99.32

heart disease A.P 100

Data set J48 Naïve
Bayes PART

Our
approac

h

Weather 100 92.8 85.7 100

Pima 85.1 76.3 81.2 98.82

hypothyroid 99.8 95.44 99.86 97.06

breast cancer 75.87 75.17 80.06 97.9

liver disorder 84.6 56.8 86.08 95.07

primary tumor 61.35 56.04 61.35 80

heart stalog 91.48 85.18 94.4 98.14

lymph 93.23 87.16 95.27 99.32

heart disease A.P 95 72.5 95 100

average 87.3 77.4 86.5 96.2

Sl.no Attribute Data Type
1 Age Numeric
2 Gender Nominal
3 Diabetic Nominal
4 BP Systolic Numeric
5 BP Dialic Numeric
6 Height Numeric
7 Weight Numeric
8 BMI Numeric
9 Hypertension Nominal

10 Rural Nominal
11 Urban Nominal
12 Disease Nominal

Parameters of PCA
Center data: false
Max.attributes:5
Transform back to original data: true
Variance covered: 0.95

Figure 7 : Comparison of classification accuracy

Classification of Heart Disease using Artificial Neural Network and Feature Subset Selection

Figure 8 : Parameters of multilayer perceptron



  

 
 
 
 
 
 
 
 
 
 
 
 
 

   
 

 

Table 8

 

:

 

Accuracy comaprison with and with out feature

 

subset selection using PCA

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 9

 

: Accuracy of various data sets with and without

 

Feature subset selection using chi square

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

   

 

  
  
  
  
  
  
  
  
  
  
  
  
  
  

Table 10

 

: 

 

Accuracy comparison for various data sets

 

using Chi square method

 

 
 
 
 
 
 
 
 
 
 
 
 

Table 11

 

:

  

Parameters of GA
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Data Set
Without

feature subset
selection

With feature
subset

selection
Weather 100 100

Pima 98.69 98.82
hypothyroid 95.94 97.08

breast cancer 96.5 97.9
liver disorder 95.07 85
primary tumor 80.83 80
heart stalog 97.4 98.14

lymph 99.3 99.3
heart disease

A.P 100 100

Data set

Without
feature
subset

selection

with feature
subset

selection

Weather 100 100
Pima 98.69 98.82

hypothyroid 95.84 97.64
breast cancer 95.84 97.64
liver disorder 74.78 70

primary tumor 80.82 83.18
heart stalog 97.4 97.7

lymph 99.3 100
heart disease A.P 92.5 100

AVERAGE 92.7 93.8

Parameters of multilayer perceptron during t raining

1) GM-False
2) Decay-False
3) Auto build-False
4) Debug-False
5) Hidden layer-a
6) Training time -500
7) Learning rate-0.3
8) Momentum-0.2
9) Nominal to Binary-True
10) Normalize-True
11) Reset-false
12) Seed -0
13) Validation set-0
14) Validation threshold-20

Data set J48 Naïve
Bayes

PART
Our
method

Weather 100 92.8 85.7 100

Pima 85.1 76.3 81.2 98.82

hypothyroid 99.8 95.44 99.86 97.64

breast cancer 75.87 75.17 80.06 97.64

liver disorder 84.6 56.8 86.08 70

primary tumor 61.35 56.04 61.35 83.18

heart stalog 91.48 85.18 94.4 97.7

lymph 93.23 87.16 95.27 100

heart disease
A.P

95 72.5 95 100

Average 87.3 77.4 86.5 93.8

Sl.no Parameter value

1 Cross over rate 0.6

2 Mutation rate 0.5%-1%

3 Population size 20-30

4 Selection Basic roulette
wheel  selection

Classification of Heart Disease using Artificial Neural Network and Feature Subset Selection

  

Figure 9 : Accuarcy with and with out feature subset 
selection using PCA

yroid



Table 12 :  Accuracy comparisons GA+ANN, J48, NB, 
PART 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10 : Accuracy with feature subset selection

 

for chi square

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11

 

: 

 

Accuracy comparision for GA,j48,NB,PART

 

Table 13

 

:

 

Accuracy comparison of PCA, χ

 

2,GA

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Parameters for genetic search have been

 

given 
in table 11.crossover rate should be

 

high so we set the 
cross over rate as 60%.Mutation rate should be very low. 
Best rates

 

reported are about 0.5%-1%. Big population

 

size usually does not improve the

 

performance of 
Genetic algorithm. So good

 

population size is about 20-
30.In our method

 

we used roulette wheel selection 
method. The

 

comparison of GA+ANN system with other

 

classification systems has been given in table12 and 
figure 11.The results acquired reveals

 

that integrating 
GA with ANN performed well

 

for many data sets and 
especially for heart

 

disease A.P .we compared three 
feature

 

selection methods in table 13.GA works well

 

for 
6 data

 

sets .overall PCA with ANN works

 

performed 
better than other classification

 

methods.

 

VI.

 

Conclusion

 

In this paper we have proposed a new feature

 

selection method for heart disease

 

classification using 
ANN and various feature

 

selection methods for Andhra 
Pradesh

 

Population. We applied different feature

 

selection methods to rank the attributes which

 

contribute 
more towards classification of

 

heart disease, which 
indirectly reduces the

 

no. of diagnosis tests to be taken 
by a

 

patient. Our experimental results indicate that

 

on an 
average with ANN and feature subset

 

selection provides 
on the average better

 

classification accuracy and 
dimensionality

 

reduction. Our proposed method 
eliminates

 

useless and distortive data. This research will

 

contribute reliable and faster automatic heart

 

disease 
diagnosis system, where easy

 

diagnosis of heart 
disease will saves lives.

 

Coronary heart disease can be 
handled

 

successfully if more research is encourage

 

din 
this area.
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Data set J48 Naïve Bayes PART GA

Weather 100 92.8 85.7 100

Pima 85.1 76.3 81.2 78.3

hypothyroid 99.8 95.44 99.86 97.37

breast cancer 75.87 75.17 80.06 95.45

liver disorder 84.6 56.8 86.08 84.63

primary tumor 61.35 56.04 61.35 83.18

heart stalog 91.48 85.18 94.4 99.62

lymph 93.23 87.16 95.27 99.32

heart disease A.P 95 72.5 95 100

average 87.3 77.4 86.5 93.09

Data set PCA Chi square GA

Weather 100 100 100

Pima 98.82 98.82 78.3

hypothyroid 97.06 97.64 97.37

breast cancer 97.9 97.64 95.45

liver disorder 95.07 70 84.63

primary tumor 80 83.18 83.18

heart stalog 98.14 97.7 99.62

lymph 99.32 100 99.32

heart disease A.P 100 100 100

average 96.2 93.8 93.09

Classification of Heart Disease using Artificial Neural Network and Feature Subset Selection
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Abstract

 

-

 

The basic challenge in designing these obfuscating CAPTCHAs is to make them easy enough that 
users are not dissuaded from attempting a solution, yet still too difficult to solve using available computer 
vision algorithms. As Modern technology grows this gap however becomes thinner and thinner. It is possible 
to enhance the security of an existing text CAPTCHA by system-apically adding noise and distortion, and 
arranging characters more tightly. These measures, however, would also make the characters harder for 
humans to recognize, resulting in a higher error rates and higher Network load .This paper presents few of 
most active attacks on text CAPTCHAs existing today. 
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CAPTCHA: Attacks and Weaknesses against 
OCR Technology 

Silky Azad α & Kiran Jain σ 

Abstract  - The basic challenge in designing these obfuscating 
CAPTCHAs is to make them easy enough that users are not 
dissuaded from attempting a solution, yet still too difficult to 
solve using available computer vision algorithms. As Modern 
technology grows this gap however becomes thinner and 
thinner. It is possible to enhance the security of an existing text 
CAPTCHA by system-apically adding noise and distortion, and 
arranging characters more tightly. These measures, however, 
would also make the characters harder for humans to 
recognize, resulting in a higher error rates and higher Network 
load .This paper presents few of most active attacks on text 
CAPTCHAs existing today.  
Keywords : CAPCHA, human interactive proofs, 
recaptcha, optical character recog-nition, tessaract, 
security.  

I. Introduction 

APTCHA (Completely Automated Public Turing 
test to tell Computers and Humans Apart)[1] , also 
known as Human Interactive Proof (HIP), is an 

automated Turing test in which both generation of 
challenges and grading of responses are performed by 
computer programs. CAPTCHAs are based on Artificial 
Intelligence (AI) problems that cannot be solved by 
current computer programs or bots, but are easily 
solvable by humans.  

 

Figure 1 :  CAPTCHAs from Internet Source 
Hotmail.com 

The term “CAPTCHA” was first introduced in 
2000 by Von an et al., [1] describing a test that can 
differentiate humans from computers. Under common 
dentitions, the test must be 
1. Easily solved by humans 
2. Easily generated and evaluated,  
3. But, Not easily solved by computer  

Over the past decade, a number of different 
techniques for generating CAPTCHAs have been 
developed, each satisfying the properties described 
above  to  varying  degrees. The most commonly found  
 
 

Author α
 
:
 
Department of Computer Science, Doon

 
Valley Institute of 

Engineering.
 

Author σ
 
: Department of Computer Science, Doon Valley Institute of 

Engineering.  Kurukshetra University, Kurukshetra.
 

CAPTCHAs are visual challenges that require the user to 
identify alphanumeric characters present in an image 
Obfuscated by some combination of noise and 
distortion. Figure 1 shows examples of such visual 
CAPTCHAs.  

Another example of an excellent CAPTCHA 
service is re CAPTCHA[2] , re CAPTCHA is a user-
dialogue system originally developed by Luis von An, 
Ben Maurer, Colin McMillan, David Abraham and 
Manuel Blum at Carnegie Mellon University's main 
Pittsburgh campus.  

 

It uses the CAPTCHA interface, of asking users 
to enter words seen in distorted text images onscreen, 
to help digitize the text of books, while protecting 
websites from bots attempting to access restricted 
areas. [1] 

a) Applications of CAPTCHAs 
CAPTCHAs are used in attempts to prevent 

automated software from performing actions which 
degrade the quality of service of a given system. 
CAPTCHAs are also used to minimize automated 
postings to various sites.  

• Preventing Comment Spam in Blogs.  
• Protecting Website Registration. 
• Protecting Email Addresses. 
• Prevention from Scrapers.  
• Online Polls. IP addresses of voters  are recorded in 

order to prevent single users from voting more than 
once 

• Preventing Dictionary Attacks. CAPTCHAs can also 
be used to prevent dictionary attacks in password 
systems.  

• Search Engine Bots. It is sometimes desirable to 
keep WebPages un-indexed to prevent others from 
finding them easily. 

• Preventing Worms and Spam. CAPTCHAs also offer 
a plausible solution against email worms and spam.  

 
 
 

C 
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II. Related Work

Marti Motoyama, et al [2] The Authors describes 
the reverse Turing tests, or CAPTCHAs, have become a



  
  

 

ubiquitous defense used to protect open Web resources 
from being exploited at scale. An effective CAPTCHA 
resists existing mechanistic software solving, yet can be 
solved with high probability by a human being.

 

They have argued that CAPTCHAs, while 
traditionally viewed as a technological impediment to an 
attacker, should

 

more properly be regarded as an 
economic one, as witnessed by a robust and mature 
CAPTCHA-solving industry which by

 

passes the 
underlying technological issue completely. 

 

 

Figure

 

2

 

: Image

 

to

 

Text error rate for the custom Asirra 
CAPTCHA over time [2]

 

CAPTCHAs are suitable for use with standard 
solver image

 

APIs. The authors wrote the instructions 
“Find all cats” in English, Chinese (Simplified), Russian 
and Hindi across the top, as the majority of the workers 
speak one of these languages. They submitted this 
image once every three minutes to all services over 12 
days. 

 

Image

 

to

 

Text displayed a remarkable 
adaptability to this new CAPTCHA type, successfully 
solving the CAPTCHA on average 39.9% of the time. 
Figure 2shows the declining error rate for Image

 

to

 

Text; 
as time progresses, the workers become increasingly 
adept at solving CAPTCHA.

 

Elie Burstein, et al,

 

[7]

 

describe that the 
CAPTCHAs are designed to be easy for humans but 
hard for machines. However, most recent research has 
focused only on making them hard for machines. In this 
paper, they presented what is to the best of their 
knowledge the first large scale evaluation of CAPTCHAs 
from the human perspective, with the goal of assessing 
how much friction CAPTCHAs present to the average 
user. For the

 

purpose of this study they have asked 
workers from Amazon’s Mechanical Turk and an 
underground CAPTCHA breaking service to solve more 
than 318000

 

CAPTCHAs issued.

 

In the paper, “Text-based CAPTCHA Strengths 
and Weaknesses“ by Elie Burstein

 

and Mathieu

 

Martin 
[4], The authors carry out a systematic study of existing 
visual CAPTCHAs based on distorted characters that 
are augmented with anti-segmentation techniques. 

 

Applying a systematic evaluation methodology 
to 15 current CAPTCHA schemes from popular web 
sites, the authors find that 13 are vulnerable to 
automated attacks. Based on this evaluation, we identify

 

a series of recommendations for CAPTCHA designers

 

and attackers, and possible future directions for 

producing more reliable human/computer 
distinguishers. 

 

In the paper, “Attacks and Design of Image 
Recognition CAPTCHAs” [6], the authors systematically 
study the design of image recognition CAPTCHAs 
(IRCs). They first reviewed and examine all IRCs 
schemes known to them and evaluate each scheme 
against the practical requirements in CAPTCHA 
applications, particularly in large-scale real-life 
applications such as Gmail and Hotmail. Then the 
authors present a security analysis of the representative 
schemes the authors have identified. For the schemes 
that remain unbroken, 

 

In the paper they presented their novel attacks. 
For the schemes for which known attacks are available, 
the authors propose a theoretical explanation why those 
schemes have failed. The authors have attempted a 
systematic study of image recognition CAPTCHAs. 

 

The authors provided a thorough review of the 
state-of-the-art, presented a novel attack on a 
representative scheme, and analyzed successful attacks 
on the other representative schemes. Learned from 
these attacks, the authors defined for the first time a 
simple but novel framework for guiding the design of 
robust image recognition CAPTCHAs. 

 

The framework led to their design of Cortcha,

 

a 
novel CAPTCHA that exploits semantic contexts for 
image object recognition. Their usability study showed 
that Crotch

 

yielded a slightly better human accuracy rate 
than Google’s text CAPTCHA. Cortcha offers the 
following novel features. 

 

III.

 

Conclusion

 

It is

 

possible to enhance the security of an 
existing text CAPTCHA by systematically adding noise 
and distortion, and arranging characters more tightly. 
These measures, however, would also make the 
characters harder for humans to recognize, resulting in 
a higher error rate. There is a limit to the distortion and 
noise that humans can tolerate in a challenge of a text 
CAPTCHA. Usability is always an important issue in 
designing a CAPTCHA. With advances of segmentation 
and Optical Character Recognition (OCR) technologies, 
the capability gap between humans and bots in 
recognizing distorted and connected characters 
becomes increasingly smaller. This trend would likely 
render text CAPTCHAs eventually ineffective.

  

In the paper,” The Robustness of Google 
CAPTCHAs” [5],

 

they

 

reported a novel attack on two 
CAPTCHAs that have been widely deployed on the 
Internet, one being Google's home design and the other 
acquired by Google (i.e. re

 

CAPTCHA). With a minor

 

CAPTCHA: Attacks and Weaknesses against OCR Technology
  

  
 

   
 

  
G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
III

  
Is
su

e 
III

  
V
er
sio

n 
I 

16

  
 

(
DDDD

)

© 2013   Global Journals Inc.  (US)

Y
e
a
r

01
3

2
D

change, their attack program also works well on the 
latest Re CAPTCHA version, which uses a new defense
mechanism that was unknown. When they designed 
their attack. 



 
  

 
 

This suggests that their attack works in a 
fundamental level. Their attack appears to be applicable 
to a whole family of text CAPTCHAs that build on top

 

of 
the popular segmentation resistant mechanism

 

of 
"crowding character together" for security. They also 
proposed a novel framework that guides the application 
of their well-tested security engineering methodology for 
evaluating CAPTCHA robustness, and proposed a new 
general principle for CAPTCHA design.

 

They concluded

 

that CAPTCHAs are still a new 
research area. Open problems include the mislabeling

 

problem. Of all the problems they discussed, 
mislabeling

 

causes the most human errors. The

 

authors 
may be able to solve this using collaborative filtering, 
where known human users rate images according to 
how well they evoke their label. They presented more 
images per round in the anomaly detection CAPTCHA to 
debate

 

computer performance.

 

IV.

 

Future

 

Scope

 

A lot of work has been done in Enhancing 
CAPTCHA usability and Security one such example is 
use of re

 

CAPTCHA[2], However emergence of recent 
advents and techniques made it more difficult to prevent 
automated bots and other dangerous spammers 
against CAPTCHA attacks. some techniques we have 
discussed in this paper provide more than 40% success 
rate, and as the faulty CAPTCHA requests are re-
evaluated by the server and absence limiting count 
means that CAPTCHA decryption will be successful in 
consecutive attacks. In future we would like to use open 
source OCR Engines to validate such claims.
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Database Extract Information using Genetic 
Algorithm and Sending Message in HL7 

Formatted using Back Propagation 
   

Abstract - To analysis the speed of sending message in 
Healthcare standard 7 with the use of back propagation in 
neural network. Various algorithms are define in back 
propagation in neural network we can use back propagation 
algorithm for sending message purpose. Genetic Algorithm 
are used to extract information and send these information 
with this algorithm appears to be fastest method for training 
moderate sized feed forward neural network. It has a very 
efficient mat lab implementation. The need of this algorithm 
are used for analysis, increase the speed of sending message 
faster and accurately and more efficiently.   
keywords : medical informatics, cloud computing, 
genetic algorithm, HL7, back -propagation. 

I. Introduction 

edical Informatics is the sub-discipline of health 
informatics that directly impacts the  patient – 
physician relationship.  It focuses on the 

information technology that enables the effective 
collection of data using technology tools to develop 
medical knowledge and to facilitate the delivery of 
patient medical care.  The goal of medical informatics is 
to ensure access to critical patient medical information 
at the precise time and place it is needed to make 
medical decisions. 

Cloud Computing is the use of computing 
resources (hardware and software) that are delivered as 
a service over a network (typically the Internet). Cloud 
computing entrusts remote services with a user's data, 
software and computation. In the cloud computing using 
genetic algorithm to extract the meaningful information 
from a large database. 
 
 
 
 
 
 
 
 
 

   
 

    
 

  

  

Cloud computing are used for storing large 
amount of data in a single sever in a network which can 
easily and faster transfer to all other connected systems. 
With the use of Genetic algorithm extract meaningful 
and needed data from a large database.

 

Genetic Algorithm is used to calculate the 
fitness value and probability of occurrence. It is

 

used to 
generate useful solutions to optimization and search 
problems. 

 

II.

 

Healthcare Standards

 

Healthcare standards provides framework for 
exchanging, integration, sharing and retrieval’s of EHR. 
These standards define how information is packed and 
communicate from one party to another, setting the 
languages, structure and data types.  

 

Healthcare standard 7

 

are mainly used to 
exchange information and data between systems. The 
OSI seventh layer application is

 

used in this standard 
and also provides various application protocols to 
communication between system and also exchanging 
data.

 

These rules cover two broad areas: 

 

•

 

The formation of messages (what elements 
constitute a message and how these 

 

elements are 
put together).

 

•

 

The communication of messages (how systems 
send messages back and forth, and how they verify 

M 
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the receipt and custody of the data in the 
messages).

Back propagation is an abbreviation for 
“backward propagation of errors” is a common method 
of training artificial neural network. It is an error function 
and supervised learning method and generalisation of 
the delta rule. For better understanding, the back 
propagation learning algorithm can be divided into 2 
phases:-

1. Phase1- Propagation
2. Phase 2- Weight updates

Kanika Sharma α  & Asst. Prof. Hardeep Singh Kang σ
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Backpropagtion is a method which is used in 
neural network. It can be used in various methods to 
improve the speed of the system. Neural network using 
three layers that are input, hidden and output layers. 
Various algorithms are defined in back propagation 
algorithms that are genetic algorithm, simulating 
algorithm, simplex algorithm and train LM algorithm. The 
Train LM algorithm is the best algorithm from all these 
algorithms. It can be easily calculate the system 
performance and also provide conversions feature.

 

III.

 

Methodology

 

Healthcare data are used in medical field. The 
healthcare standards are defined some standard 
formats for those data. Healthcare seven standards are 
defined. We can use the last standard means latest 
standard seven that are based on OSI network seventh 
layer means application layer. These standard are 
mainly used for transmitted or exchange data between 
systems. These standard are mainly used the purpose 
of communication between sender and receiver. When 
we can send the HL7 formatted data with the use of 
some software we can check their speed, efficiency and 
accuracy of data. HL7 used logical formatted data with 
the set of rules. The healthcare data send between 
systems. Firsly we proposed that create a cloud which 
store large number of medical patient data  after that  
we can use genetic algorithm to extract information from 
the large number of data stored in cloud. Then sending 
HL7 formatted data between the systems. Back-
propagation algorithm used when sending data to 
improve the speed and accuracy of the system. Back 
propagation is neural network algorithms that are used 
for fast convergence. In the neural network consist of a 
set of neurons that can send or transmit data between 
neurons. It consist of three layers input, hidden and 
output layers. To improve the speed and accuracy of 
sending message we can change the weight value in 
the hidden layers. Various algorithms are used in back 
propagation to improve speed and accuracy. These 
algorithms are gradient decent, simulating annealing, 
simple algorithm and train LM algorithm. All these 
algorithms are training algorithms used for 
convergences purposes and analyzing speed. The Train 
LM algorithm

 

is the best one all of these algorithms. 
With this we can improve the efficiency of software and 
send efficiently and accurately HL7 formatted data.

  

IV.

 

Conclusion

 

Genetic algorithm is mainly used to provide an 
optimal solution for a specific search problem. It is used 
to calculate the fitness value. In a cloud computing used 
with genetic algorithm we can extract information from a 
large database and send these information in the HL7 
format in one system to another. To improve the speed 
of the system we can use the back propagation train LM 
algorithm to improve the speed and accuracy of the 
system it can be easily calculate the performance of the 
system. 

 

V.

 

Future Scope

 

Back-propagation is

 

used to improve the 
performance of the system. If we can use this algorithm 
in any medical or other software then it can be improve 
the performance of the system. It can be provide better 
result as compare to the other algorithm used in the 
system. It can be improve system performance, 
efficiency and accuracy.
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Recognition Techniques using Neural Networks 
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Abstract - Understanding human motions can be posed as a 
pattern recognition problem.  In order to convey visual 
messages to a receiver, a human expresses motion patterns. 
Loosely called gestures, these patterns are variable but 
distinct and have an associated meaning. The Pattern 
recognition by any computer or machine can be implemented 
via various methods such as Hidden Harkov Models, Linear 
Programming and Neural Networks.  

Each method has its own advantages and 
disadvantages, which will be studied separately later on. This 
paper reviews why using ANNs in particular is better suited for 
analyzing human motions patterns. 
Keywords : gesture recognition, artificial neural 
networks, pattern recognition. 

I. Introduction 

gesture is a form of non-verbal communication in 
which visible bodily actions communicate 
particular mess-ages, either in place of speech or 

together and in parallel with words. Gestures include 
movement of the hands, face, or other parts of the body.  
The wave gesture is variable because even the same 
person’s hand position may be several inches away 
from the position in a previous wave. It is distinct 
because it can be readily distinguished from a different 
gesture, such as a beckoning or a shrug. finally, it has 
the agreed meaning of “hello.” 

a) Using ANNs in Human Gesture Recognition 
An artificial neural network, often just called a 

neural network, is a mathematical model inspired by 
biological neural networks. A neural network consists of 
an interconnected group of artificial neurons, and it 
processes information using a connections. In most 
cases a neural network is an adaptive system that 
changes its structure during a learning phase.  

The Pattern recognition by any computer or 
machine can be implemented via various methods such 
as HMM (Hidden Harkov Model), Linear Programming 
and Neural Networks. Each method has its own 
advantages and disadvantages, which will be studied 
separately later on. 
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human Patterns, because gestures have motion vectors 
or Varying Directions associated with weight function. As 
motions direction can change the ANN must be able to 
sense the change in the pattern. 

II. Related Work 

Richard Watson. “A Survey of Gesture 
Recognition Techniques Technical Report”[1], Processing 
speeds have increased dramatically bitmapped displays 
allow graphics to be rendered and updated at 
increasing rates and in general computers have 
advanced to the point where they can assist humans in 
complex tasks.  

Yet input technologies seem to cause the major 
bottleneck in performing these tasks under utilizing the 
available resources and restricting the expressiveness of 
application use. A recognition technique under 
development at TCD (Trinity College, Dublin) project 
was introduced in this survey paper. It remains to be 
discovered what exactly the context of gestures is 
undoubtedly this will depend on the application. The 
context of sign language for example would be syntactic 
and semantic information in the signed sentence along 
with facial expression and body movement. 

William T. Freeman and Michal Roth. 
“Orientation Histograms for Hand Gesture 
Recognition”[2].  

The Authors present a method to recognize 
hand gestures, based on a pattern recognition 
technique developed by McConnell employing 
histograms of local orientation.   

The Authors use the orientation histogram as a 
feature vector for gesture classification and 
interpolation. This method is simple and fast to 
compute, and others some robustness to scene 
illumination changes.  

The Authors have implemented a real-time 
version, which can distinguish a small vocabulary of 
about 10 different hand gestures. All the computation 
occurs on a workstation; special hardware is used only 
to digitize the image.  

A user can operate a computer graphic crane 
under hand gesture control, or play a game. They 
discussed limitations of this method. For moving or 
dynamic gestures", the histogram of the spatiotemporal 
gradients of image intensity form the analogous feature 
vector and may be useful for dynamic gesture 
recognition.    

A 
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ANNs in particular are better suited for 
Understanding and analyzing human motions patterns, 
As discussed earlier ANNs came in various forms but 
back propagation ANNs are much suited   for  analyzing 

mailto:meetika.malhotra42@gmail.com�


III. Conclusion 

Human gestures provide the most important 
means for non-verbal interaction among people. At 
present, artificial neural networks are emerging as the 
technology of choice for many applications, such as 
pattern recognition, gesture recognition, prediction, 
system identification, and control.  

ANN provides good and powerful solution for 
gesture recognition and as described earlier Artificial 
Neural networks are applicable to multivariate non-linear 
problems. It has a fast computational ability. The ability 
of neural nets to generalize makes them a natural for 
gesture recognition. 

IV. Future Scope 

We have discussed in this paper about work 
that has been done in the field of gesture recognition 
and use of ANNs in Gesture recognition problem in 
General There are various other methods that can be 
useful in detecting Human Motion patterns, however 
due to lack of Application platforms and exhaustive 
requirements of both CPU and Memory they are not 
suitable for use in current development Environments. 

In our future work we would like to develop 
especially modified feed forward back propagating 
neural networks in this problem domain, The work will be 
carried out by collecting a large hand or computer 
pointer coordinates and processing them for patterns 
using ANNs. 

SANJAY MEENA ., A Study on Hand Gesture 
Recognition Technique”. Department of Electronics and 
Communication Engineering, The Authors describe that 
and gesture recognition system can be used for 
interfacing between computer and human using hand 
gesture. Their work presents a technique for a human 
computer interface through hand gesture recognition 
that is able to recognize 25 static gestures from the 
American Sign Language hand alphabet. The objective 
of this thesis is to develop an algorithm for recognition 
of hand gestures with reasonable accuracy.  

The segmentation of gray scale image of a 
hand gesture was performed using Otsu thresholding 
algorithm. Otsu algorithm treats any segmentation 
problem as classification problem. Total image level was 
divided into two classes one was hand and other was 
background. The optimal threshold value was 
determined by computing the ratio between class 
variance and total class variance. A morphological 
filtering method was used to effectively remove 
background and object noise in the segmented image. 
Morphological method consists of dilation, erosion, 
opening, and closing operation.  

Canny edge detection technique was used to 
find the boundary of hand gesture in image. A contour 
tracking algorithm was then applied to track the contour 
in clockwise direction. Contour of a gesture is 

represented by a Localized Contour Sequence (L.C.S) 
whose samples are the perpendicular distances 
between the contour pixels and the chord connecting 
the end-points of a window centered on the contour 
pixels.  

These extracted features are applied as input to 
classifier. Linear classifier discriminates the images 
based on dissimilarity between two images. Multi Class 
Support Vector Machine (MCSVM) and Least Square 
Support Vector Machine (LSSVM) was also 
implemented for the classification purpose. 
Experimental result shows that 94.2% recognition 
accuracy was achieved by using linear classifier and 
98.6% recognition accuracy is achieved using Multiclass 
Support Vector machine classifier. Least Square 
Support Vector Machine (LSSVM) classifier was also 
used for classification purpose and shows 99.2% 
recognition accuracy.  

In our future work we would like to develop 
especially modified feed forward back propagating 
neural networks in this problem domain, The work will be 
carried out by collecting a large hand or computer 
pointer coordinates and processing them for patterns 
using ANNs. 
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Process of submission of Research Paper     
  

The Area or field of specialization may or may not be of any category as mentioned in 
‘Scope of Journal’ menu of the GlobalJournals.org website. There are 37 Research 
Journal categorized with Six parental Journals GJCST, GJMR, GJRE, GJMBR, GJSFR, 
GJHSS. For Authors should prefer the mentioned categories. There are three widely 
used systems UDC, DDC and LCC. The details are available as ‘Knowledge Abstract’ at 
Home page. The major advantage of this coding is that, the research work will be 
exposed to and shared with all over the world as we are being abstracted and indexed 
worldwide.  

The paper should be in proper format. The format can be downloaded from first page of 
‘Author Guideline’ Menu. The Author is expected to follow the general rules as 
mentioned in this menu. The paper should be written in MS-Word Format 
(*.DOC,*.DOCX). 

 The Author can submit the paper either online or offline. The authors should prefer 
online submission.Online Submission: There are three ways to submit your paper: 

(A) (I) First, register yourself using top right corner of Home page then Login. If you 
are already registered, then login using your username and password. 

      (II) Choose corresponding Journal. 

      (III) Click ‘Submit Manuscript’.  Fill required information and Upload the paper. 

(B) If you are using Internet Explorer, then Direct Submission through Homepage is 
also available. 

(C) If these two are not convenient, and then email the paper directly to 
dean@globaljournals.org.  

Offline Submission: Author can send the typed form of paper by Post. However, online 
submission should be preferred. 
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Preferred Author Guidelines    

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
Paper Title should be of Font Size 24 with one Column section. 
Author Name in Font Size of 11 with one column as of Title. 
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
Main Text: Font size 10 with justified two columns section 
Two Column with Equal Column with of 3.38 and Gaping of .2 
First Character must be three lines Drop capped. 
Paragraph before Spacing of 1 pt and After of 0 pt. 
Line Spacing of 1 pt 
Large Images must be in One Column 
Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 
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Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 
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You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.



 

 

   

 

 
 

2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 
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Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 



 

  

 
 

16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 
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12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  



 

 

   

 

sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 
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27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.



 

  

 
 

Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 
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Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 



 

 

   

 

shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 
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Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 

                   



 

  

 
 

principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 
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Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 



 

 

Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  
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Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    



 

Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 
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Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  



 

 

Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring

XIX

© Copyright by Global Journals Inc. (US) | Guidelines Handbook



 

 

 
 

B 

 Bitmapped · 30
 

  

C
 

 
 

  

Cryptographic · 25

 

Culluchpitts · 10

 

 

 
 

  
 

 
 

 

  
 

H

 

 
 

Hypothyroid

 

· 16, 17, 18, 20

 

I

 

Impediment · 24

 
 

Interpolation

 

· 30

 
 

 

 

 

L

 

Lawrence · 22

 

 

 
  

  
 

  

 

  

O

 

Obfuscated · 23

 

P

 

Palaniappan · 15

 
 

Plausible · 23

 
  

  

Pruned · 16

 

Psychometrika · 32

 

 

 
 

S

 

Scrapers · 23

 

Sedentary · 13

 
  

Sellappan · 15

 

Spatiotemporal · 30

 

Symposium · 25

 

Syntactic · 30

 

 

 

 Index 

U

Ubiquitous · 24

T

Tessaract · 23



© Global Journals   I nc  .


	Global Journal of Computer Science and Technology
	Volume 13 Issue 3 (Ver. 1.0)
	Copyright Polices
	Honourable Editorial Board Members
	Chief Author
	Contents
	1.
Backpropagaton in HL7 in Medical Informatics to Analysis Speedof Sending Data
	2.
Classification of Heart Disease using Artificial Neural Networkand Feature Subset Selection
	3.
CAPTCHA: Attacks and Weaknesses against OCR Technology
	4. Database Extract Information using Genetic Algorithm and Sending Message in HL7 Formatted using Back Propagation
	5. Gesture Recognition: A Survey of Gesture Recognition Techniques using Neural Networks
	Fellows
	Auxiliary Memberships
	Process of submission of Research Paper
	Author Guidelines
	Index

