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An under-Sampled Approach for Handling Skewed Data 
Distribution using Cluster Disjuncts 
 By Syed Ziaur Rahman, Dr. G Samuel Vara Prasad Raju & Dr. Ali MirzaMahmood 

                                       Andhra University, India 

Abstract- In Data mining and Knowledge Discovery hidden and valuable knowledge from the data 
sources is discovered. The traditional algorithms used for knowledge discovery are bottle necked 
due to wide range of data sources availability. Class imbalance is a one of the problem arises due to 
data source which provide unequal class i.e. examples of one class in a training data set vastly 
outnumber examples of the other class(es). Researchers have rigorously studied several techniques 
to alleviate the problem of class imbalance, including resampling algorithms, and feature selection 
approaches to this problem. In this paper, we present a new hybrid frame work dubbed as Majority 
Under-sampling based on Cluster Disjunct (MAJOR_CD) for learning from skewed training data. This 
algorithm provides a simpler and faster alternative by using cluster disjunct concept. We conduct 
experiments using twelve UCI data sets from various application domains using five algorithms for 
comparison on six evaluation metrics. The empirical study suggests that MAJOR_CD have been 
believed to be effective in addressing the class imbalance problem. 

Keywords : classification, class imbalance, cluster disjunct, under sampling, MAJOR_CD. 
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An under-Sampled Approach for Handling 
Skewed Data Distribution using Cluster 

Disjuncts 
Syed Ziaur Rahman α, Dr. G Samuel Vara Prasad Raju σ & Dr. Ali Mirza Mahmood ρ 

Abstract- In Data mining and Knowledge Discovery hidden and 
valuable knowledge from the data sources is discovered. The 
traditional algorithms used for knowledge discovery are bottle 
necked due to wide range of data sources availability. Class 
imbalance is a one of the problem arises due to data source 
which provide unequal class i.e. examples of one class in a 
training data set vastly outnumber examples of the other 
class(es). Researchers have rigorously studied several 
techniques to alleviate the problem of class imbalance, 
including resampling algorithms, and feature selection 
approaches to this problem. In this paper, we present a new 
hybrid frame work dubbed as Majority Under-sampling based 
on Cluster Disjunct (MAJOR_CD) for learning from skewed 
training data. This algorithm provides a simpler and faster 
alternative by using cluster disjunct concept. We conduct 
experiments using twelve UCI data sets from various 
application domains using five algorithms for comparison on 
six evaluation metrics. The empirical study suggests that 
MAJOR_CD have been believed to be effective in addressing 
the class imbalance problem. 
Keywords: classification, class imbalance, cluster 
disjunct, under sampling, MAJOR_CD. 

I. Introduction 

 dataset is class imbalanced if the classification 
categories are not approximately equally 
represented. The level of imbalance (ratio of size 

of the majority class to minority class) can be as huge 
as 1:99 [1]. It is noteworthy that class imbalance is 
emerging as an important issue in designing classifiers 
[2], [3], [4]. Furthermore, the class with the lowest 
number of instances is usually the class of interest from 
the point of view of the learning task [5]. This problem is 
of great interest because it turns up in many real-world 
classification problems, such as remote-sensing [6], 
pollution detection [7], risk management [8], fraud 
detection [9], and especially medical diagnosis [10]–
[13]. 

There exist techniques to develop better 
performing classifiers with imbalanced datasets, which 
are   generally  called  Class  Imbalance  Learning   (CIL)  

 
  

 
   

 
  

 

methods.  These methods can be broadly divided into 
two categories, namely, external methods and internal 
methods. External methods involve preprocessing of 
training datasets in order to make them balanced, while 
internal methods deal with modifications of the learning 
algorithms in order to reduce their sensitiveness to class 
imbalance [14]. The main advantage of external 
methods as previously pointed out, is that they are 
independent of the underlying classifier. 

Whenever a class in a classification task is 
under represented (i.e., has a lower prior probability) 
compared to other classes, we consider the data as 
imbalanced [15], [16]. The main problem in imbalanced 
data is that the majority classes that are represented by 
large numbers of patterns rule the classifier decision 
boundaries at the expense of the minority classes that 
are represented by small numbers of patterns. This 
leads to high and low accuracies in classifying the 
majority and minority classes, respectively, which do not 
necessarily reflect the true difficulty in classifying these 
classes. Most common solutions to this problem 
balance the number of patterns in the minority or 
majority classes. 

Resampling techniques can be categorized into 
three groups. Under-sampling methods, which create a 
subset of the original data-set by eliminating instances 
(usually majority class instances); oversampling 
methods, which create a superset of the original data-
set by replicating some instances or creating new 
instances from existing ones; and finally, hybrids 
methods that combine both sampling methods. Among 
these categories, there exist several different proposals; 
from this point, we only center our attention in those that 
have been used in under sampling. Either way, 
balancing the data has been found to alleviate the 
problem of imbalanced data and enhance accuracy 
[15], [16], [17]. Data balancing is performed by, e.g., 
oversampling patterns of minority classes either 
randomly or from areas close to the decision 
boundaries. Interestingly, random oversampling is found 
comparable to more sophisticated oversampling 
methods [17]. Alternatively, under-sampling is 
performed on majority classes either randomly or from 
areas far away from the decision boundaries. We note 
that random under-sampling may remove significant 
patterns and random oversampling may lead to over-

A 

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
IV

  
Is
su

e 
V
II 

V
er
sio

n 
I 

  
  
   

1

  
 

(
DDDD DDDD

)
Y
e
a
r

20
14

c

© 2014   Global Journals Inc.  (US)

Author σ: Professor in CS & SE department of Andhra University, 
Vishakhapatnam, Andhra Pradesh India.
Author ρ: Associate Professor in DMS SVH College of Engineering, 
Machlipatnam, Andhra Pradesh India.

Authorα: Research Scholar, Department of CS & SE, Andhra University, 
Vishakhapatnam, Andhra Pradesh India. 
email: sdzrahman@gmail.com



fitting, so random sampling should be performed with 
care. We also note that, usually, selective under 
sampling of majority classes is more accurate than 
oversampling of minority class. In this paper, we are 
laying more stress to propose an external class 
imbalance learning method for solving the class 
imbalance problem by performing selective under 
sampling of majority class. 

This paper is organized as follows. Section II 
presets the problem of cluster disjuncts. Section III 
briefly reviews the data balancing problems and its 
measures and in Section IV, we discuss the proposed 
method of MAJOR_CD (Majority Under-sampling based 
on Cluster Disjunct) for class imbalance learning. 
Section V presents the imbalanced datasets used to 
validate the proposed method, while In Section VI, we 
present the experimental setting and In Section VII 
discuss, in detail, the classification results obtained by 
the proposed method and compare them with the 
results obtained by different existing methods and 
finally, in Section VIII we conclude the paper. 

II. Problem of Cluster Disjunct 

In Class Imbalance learning, the numbers of 
instances in the majority class are outnumbered to the 
number of instances in the minority class. Furthermore, 
the minority concept may additionally contain a sub 
concept with limited instances, amounting to diverging 
degrees of classification difficulty [18-19]. This, in fact, is 
the result of another form of imbalance, a within-class 
imbalance, which concerns itself with the distribution of 
representative data for sub concepts within a class [20-
22]. 

The existence of within-class imbalances is 
closely intertwined with the problem of small disjuncts, 
which has been shown to greatly depreciate 
classification performance [20-23]. Briefly, the problem 
of small disjuncts can be understood as follows: A 
classifier will attempt to learn a concept by creating 
multiple disjunct rules that describe the main concept 
[18-19], [23]. In the case of homogeneous concepts, 
the classifier will generally create large disjuncts, i.e., 
rules that cover a large portion (cluster) of examples 
pertaining to the main concept. However, in the case of 
heterogeneous concepts, small disjuncts, i.e., rules that 
cover a small cluster of examples pertaining to the main 
concept, arise as a direct result of underrepresented 
sub concepts [18-19], [23]. Moreover, since classifiers 
attempt to learn both majority and minority a concept, 
the problem of small disjuncts is not only restricted to 
the minority concept. On the contrary, small disjuncts of 
the majority class can arise from noisy misclassified 
minority class examples or underrepresented 
subconcepts. However, because of the vast 
representation of majority class data, this occurrence is 
infrequent. A more common scenario is that noise may 

influence disjuncts in the minority class. In this case, the 
validity of the clusters corresponding to the small 
disjuncts becomes an important issue, i.e., whether 
these examples represent an actual subconcept or are 
merely attributed to noise. To solve the above problem 
of cluster disjuncts we propose the method cluster 
disjunct minority oversampling technique for class 
imbalance learning. 

III. Literature Review 

In this section, we first review the major 
research about clustering in class imbalance learning 
and explain why we choose under-sampling as our 
technique in this paper. 

The different imbalance data learning 
approaches are as follows: 

Table 1 : Imbalanced Data learning Approaches 

 SAMPLING METHODS 

 BASIC SAMPLING METHODS 

 Under-Sampling 

 Over-Sampling 

 ADVANCED SAMPLING METHODS 

 Tomek Link 

 The SMOTE approach 

 Borderline-SMOTE 

 One-Sided Selection OSS 

 Neighbourhood Cleaning Rule (NCL) 

 Bootstrap-based Over-sampling 
(BootOS) 

 ENSEMBLE LEARNING METHODS 

 BAGGING 
 Asymmetric bagging, SMOTE Bagging 

 Over Bagging, Under Bagging 

 Roughly balanced bagging 

 Lazy Bagging 

 Random features selection 

 BOOSTING 

 Adaboost 

 SMOTEBoost 

 DataBoost-IM 

 RANDOM FORESTS 

 Balanced Random Forest BRF 

 Weighted Random Forest WRF 

 COST-SENSITIVE LEARNING 

 Direct cost-sensitive learning methods 

 Methods for cost-sensitive meta-learning 

 Cost-sensitive meta-learning 
 Thresholding methods 
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 MetCost 
 Cost-sensitive meta-learning sampling 

methods 
 FEATURE SELECTION METHODS 

 Warpper 
 PREE (Prediction Risk based feature 

selection for Easy Ensemble) 
 ALGORITHMS MODIFICATION 

 Proposal for new splitting criteria DKM 
 Adjusting the distribution reference in the tree 
 Offset Entropy 

Siti Khadijah Mohamad et al. [24] have 
conducted a review to look into how the data mining 
was tackled by previous scholars and the latest trends 
on data mining in educational research. Hongzhou Sha 
et al. [25] have proposed a method named 
EPLogCleaner that can filter out plenty of irrelevant items 
based on the common prefix of their URLs. 

M.S.B. PhridviRaj et al. [26] have proposed an 
algorithm for finding frequent patterns from data 
streams by performs only one time scan of the database 
initially and uses the information to find frequent patterns 
using frequent pattern generation tree. Chumphol 
Bunkhumpornpat et al. [27] have a new over-sampling 
technique called DBSMOTE is proposed. DBSMOTE 
technique relies on a density-based notion of clusters 
and is designed to oversample an arbitrarily shaped 
cluster discovered by DBSCAN. DBSMOTE generates 
synthetic instances along a shortest path from each 
positive instance to a pseudo centroid of a minority-
class cluster. Matías Di Martino et al. [28] have 
presented a new classifier developed specially for 
imbalanced problems, where maximum F-measure 
instead of maximum accuracy guide the classifier 
design. 

V. Garcia et al. [29] have investigated the 
influence of both the imbalance ratio and the classifier 
on the performance of several resampling strategies to 
deal with imbalanced data sets. The study focuses on 
evaluating how learning is affected when different 
resampling algorithms transform the originally 
imbalanced data into artificially balanced class 
distributions. Table 2 presents recent algorithmic 
advances in class imbalance learning available in the 
literature. Obviously, there are many other algorithms 
which are not included in this table. A profound 
comparison of the above algorithms and many others 
can be gathered from the references list. 

María Dolores Pérez-Godoy et al. [30] have 
proposed CO2RBFN, a evolutionary cooperative–
competitive model for the design of radial-basis function 
networks which uses both radial-basis function and the 
evolutionary cooperative-competitive technique on 
imbalanced domains. CO2RBFN follows the 

evolutionary cooperative–competitive strategy, where 
each individual of the population represents an RBF 
(Gaussian function will be considered as RBF) and the 
entire population is responsible for the definite solution. 
This paradigm provides a framework where an individual 
of the population represents only a part of the solution, 
competing to survive (since it will be eliminated if its 
performance is poor) but at the same time cooperating 
in order to build the whole RBFN, which adequately 
represents the knowledge about the problem and 
achieves good generalization for new patterns. 

Table 2 : Recent advances in Class Imbalance Learning 

 
ALGORITHM            DESCRIPTION           REFERENECE 
_____________________________________________

 
DCEID              Combining ensemble learning                     [27] 
                          with cost-sensitive learning. 
--------------------------------------------------------------------------- 
RUSBoost           A new hybrid sampling/boosting               [29] 

Algorithm. 

CO2RBFN          A evolutionary cooperative–competitive    [30] 
            model for the design of radial-basis  
            function networks which uses both  
            radial-basis function and the  
            evolutionary cooperative-competitive  
            technique.  

Improved      Adapt the 2-tuples based genetic tuning        [33] 
FRBCSs        approach to classification problems 
                      showing the good synergy between 
                      this method and some FRBCSs. 

BSVMs        A model assessment of the interplay       [37] 
                    between various classification 
                    decisions using probability, corresponding 
                    decision costs, and quadratic program 
                    of optimal margin classifier. 

 
Der-Chiang Li et al. [31] have suggested a 

strategy which over-samples the minority class and 
under-samples the majority one to balance the datasets. 
For the majority class, they build up the Gaussian type 
fuzzy membership function and a-cut to reduce the data 
size; for the minority class, they used the mega-trend 
diffusion membership function to generate virtual 
samples for the class. Furthermore, after balancing the 
data size of classes, they extended the data attribute 
dimension into a higher dimension space using 
classification related information to enhance the 
classification accuracy. 

Enhong Che et al. [32] have described a unique 
approach to improve text categorization under class 
imbalance by exploiting the semantic context in text 
documents. Specifically, they generate new samples of 
rare classes (categories with relatively small amount of 
training data) by using global semantic information of 
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classes represented by probabilistic topic models. In 
this way, the numbers of samples in different categories 
can become more balanced and the performance of text 
categorization can be improved using this transformed 
data set. Indeed, this method is different from traditional 
re-sampling methods, which try to balance the number 
of documents in different classes by re-sampling the 
documents in rare classes. Such re-sampling methods 
can cause overfitting. Another benefit of this approach is 
the effective handling of noisy samples. Since all the 
new samples are generated by topic models, the impact 
of noisy samples is dramatically reduced. 

Alberto Fernández et al. [33] have proposed an 
improved version of fuzzy rule based classification 
systems (FRBCSs) in the framework of imbalanced 
data-sets by means of a tuning step. Specifically, they 
adapt the 2-tuples based genetic tuning approach to 
classification problems showing the good synergy 
between this method and some FRBCSs. The proposed 
algorithm uses two learning methods in order to 
generate the RB for the FRBCS. The first one is the 
method proposed in [34], that they have named the Chi 
et al.’s rule generation. The second approach is defined 
by Ishibuchi and Yamamoto in [35] and it consists of a 
Fuzzy Hybrid Genetic Based Machine Learning (FH-
GBML) algorithm. 

J. Burez et al. [36] have investigated how they 
can better handle class imbalance in churn prediction. 
Using more appropriate evaluation metrics (AUC, lift), 
they investigated the increase in performance of 
sampling (both random and advanced under-sampling) 
and two specific modeling techniques (gradient 
boosting and weighted random forests) compared to 
some standard modeling techniques. They have 
advised weighted random forests, as a cost-sensitive 
learner, performs significantly better compared to 
random forests. 

Che-Chang Hsu et al. [37] have proposed a 
method with a model assessment of the interplay 
between various classification decisions using 
probability, corresponding decis ion costs, and 
quadratic program of optimal margin classifier called: 
Bayesian Support Vector Machines (BSVMs) learning 
strategy. The purpose of their learning method is to lead 
an attractive pragmatic expansion scheme of the 
Bayesian approach to assess how well it is aligned with 
the class imbalance problem. In the framework, they did 
modify in the objects and conditions of primal problem 
to reproduce an appropriate learning rule for an 
observation sample. In [38] Alberto Fernández et al. 
have proposed to work with fuzzy rule based 
classification systems using a preprocessing step in 
order to deal with the class imbalance. Their aim is to 
analyze the behavior of fuzzy rule based classification 
systems in the framework of imbalanced data-sets by 
means of the application of an adaptive inference 
system with parametric conjunction operators. Jordan 

M. Malof et al. [39] have empirically investigates how 
class imbalance in the available set of training cases 
can impact the performance of the resulting classifier as 
well as properties of the selected set. In this K-Nearest 
Neighbor (k-NN) classifier is used which is a well-known 
classifier and has been used in numerous case-based 
classification studies of imbalance datasets. 

The bottom line is that when studying problems 
with imbalanced data, using the classifiers produced by 
standard machine learning algorithms without adjusting 
the output threshold may well be a critical mistake. This 
skewness towards minority class (positive) generally 
causes the generation of a high number of false-
negative predictions, which lower the model’s 
performance on the positive class compared with the 
performance on the negative (majority) class. 

IV. Methodology 

In this section, we follow a design 
decomposition approach to systematically analyze the 
different imbalanced domains. We first briefly introduce 
the framework design for our proposed algorithm. 

The working style of under-sampling tries to 
remove selective majority instances. Before performing 
selective under-sampling on the majority subset, the 
main cluster disjuncts has to be identified and the 
borderline and noise instances around the cluster 
disjuncts are to be removed. The number of instances 
eliminated will belong to the ‘k’ cluster disjuncts 
selected by visualization technique. The remaining 
cluster disjunct instances of the majority subset have to 
combined with minority set to form improved dataset. 
Here, the above said routine is employed o every cluster 
disjunct, which removes examples suffering from 
missing values at first and then removes borderline 
examples and examples of outlier category. 

(a)  

(b)
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Figure 1 :

 

Before (a). Checking Status (b). Duration 

 

(c). 
Credit History (d). Housing

 

The algorithm 1: MAJOR_CD can be explained 
as follows, 

The inputs to the algorithm are majority 
subclass “p” and minority class “n” with the number of 
features j. The output of the algorithm will be the 
average measures such as AUC, Precision, F-measure, 
TP rate and TN rate produced by the MAJOR_CD 
methods.

 

The

 

algorithm begins with initialization of k=1 
and j=1, where j is the number of cluster disjuncts 
identified by applying visualization technique on the 
subset “n” and k is the variable used for looping of j 
cluster disjuncts.

 

(a)

 

 

(b)

 

 

(c)

 

 

Figure 2 : After Applying MAJOR_CD: (a). Checking 
Status (b). Duration (c). Credit History (d). Housing 

The ‘j’ value will change from one dataset to 
other, and depending upon the unique properties of the 
dataset the value of k can be equal to one also i.e no 

cluster disjunct attributes can be identified after applying 
visualization technique on the dataset. 

In another case attributes related cluster 
disjunct oversampling can also be performed to improve 
the skewed dataset. In any case depending on the 
amount of minority examples generated, the final "strong 
set" can or cannot be balanced i;e number of majority 
instances and minority instances in the strong set will or 
will not be equal. 

The presented MAJOR_CD algorithm is 
summarized as below. 

Algorithm 1: MAJOR_CD
 

Input:

 

A set of major subclass examples P, a set

 

           of minor subclass examples N, jPj < jNj,

 

           and Fj, the feature set, j > 0.

 

Output:

 

Average Measure { AUC, Precision,

 

              F-Measure, TP Rate, TN Rate}

 

Phase
 
I: Initial Phase:

 

1: begin

 

2:

 

k ←

 

1,j←1.

 

3:

 

Apply

 

Visualization Technique on subset P,

 

4:

 

Identify cluster disjunct Cj from P, j= number

 

of cluster disjunct identified in visualization

 

Phase II: Under sampling Phase
 

5: Apply
 
Oversampling on Cj cluster disjunct 

from P,
 

6:
 
repeat

 

7:
 
k=k+1

 

8:
 
Remove ‘Cj × s’ noisy, borderline instances

 

from the majority examples in each cluster
 

disjunct Cj.
 

9: Until
 
k = j

 

Phase III: Validating Phase
 

10:
 
Train and Learn A Base Classifier (C4.5)

 

using Improved P and N
 

11: end
 

The different components of our new proposed 
framework   are   elaborated   in   the  

 

next 

 

subsections
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c)(

(d) 

(d) 



The datasets is partitioned into majority and

 

minority subsets. As we are concentrating over

 

sampling, we will take minority data subset for

 

further 
visualization analysis to identify cluster disjuncts. 

b)

 

Improve cluster disjunct by removing noisy

 

and 
borderline instances

 

Minority subset can be further analyzed to find

 

the noisy or borderline instances so that we can

 

eliminate those. For finding the weak instances

 

one of 
the ways is that find most influencing

 

attributes or 
features and then remove ranges of

 

the noisy or weak 
attributes relating to that

 

feature.

 

How to choose the noisy instances relating to

 

that cluster disjunct from the dataset set? We can

 

find a 
range where the number of samples are less

 

can give 
you a simple hint that those instances

 

coming in that 
range or very rare or noise. We will

 

intelligently detect 
and remove those instances

 

which are in narrow ranges 
of that particular

 

cluster disjunct. This process can be 
applied on all

 

the cluster disjuncts identified for each 
dataset.

 

c)

 

Forming the strong dataset

 

The minority subset and majority subset is

 

combined to form a strong and balance dataset,

 

which 
is used for learning of a base algorithm. In

 

this case we 
have used C4.5 or Naïve Bayes as the

 

base algorithm.

 

V.

 

Evaluation

 

Metrics

 

To assess the classification results we count the

 

number of true positive (TP), true negative (TN),

 

false 
positive (FP) (actually negative, but classified as 
positive) and false negative (FN) (actually

 

positive, but 
classified as negative) examples. It is

 

now well known 
that error rate is not an

 

appropriate evaluation criterion 
when there is

 

class imbalance or unequal costs. In this 
paper, we

 

use AUC, Precision, F-measure, TP Rate and 
TN

 

Rate as performance evaluation measures.  
Let us define a few well known and widely used

 

measures:

 

The Area under Curve (AUC) measure is

 

computed by equation (1),

 

(1)

 

The Precision measure is computed by

 

equation(2),

 

(2)

 

The F-measure Value is computed by

 

equation(3),

 

(3)

 

 
 

 

  

(5)

 

VI.

 

Experimental Framework

 

In this study MAJOR_CD are applied to twelve

 

binary data sets from the UCI repository [40] with

 

different imbalance ratio (IR). Table 3 summarizes

 

the 
data selected in this study and shows, for each

 

data set, 
the number of examples (#Ex.), number

 

of attributes 
(#Atts.), class name of each class

 

(minority and 
majority) and IR. In order to

 

estimate different measure 
(AUC, precision, Fmeasure,

 

TP rate and TN rate) we use 
a tenfold

 

cross validation approach, that is ten partitions 
for

 

training and test sets, 90% for training and 10%

 

for 
testing, where the ten test partitions form the whole set. 
For each data set we consider the average results of the 
ten partitions.

 

Table 3 :

 

Summary of benchmark imbalanced datasets

 

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

To

 

validate the proposed MAJOR_CD 
algorithm, we compared it with the traditional Support 
Vector Machines (SVM), C4.5, Functional Trees (FT), 
SMOTE (Synthetic Minority Oversampling TEchnique) 
and CART algorithm.

 

VII.

 

Results

 

For all experiments, we use existing prototype’s 
present in Weka [41]. We compare the following domain 
adaptation methods:
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a) Preparation of the Majority and Minority subsets

2
1 RATERATE FPTP

AUC




   FPTP

TP
ecision


Pr

callecision

callecision
measureF

RePr
RePr2






   FPTN

TN
veRateTrueNegati




     

The True Negative Rate measure is computed 
by equation (5),

    

The True Positive Rate measure is computed by
equation (4),

(4)
   FNTP

TP
veRateTruePositi




__________________________________________________

S.no  Datasets  # Ex. # Atts.    Class (_,+)                      IR
__________________________________________________
1.   Breast            268   9    (recurrence; no-recurrence)   2.37
2.   Breast_w       699    9     (benign; malignant)               1.90
3.   Colic             368     22   (yes; no)                                1.71
4.   Credit-g       1000    21   (good; bad)                            2.33
5.   Diabetes       768     8     (tested-potv; tested-negtv)    1.87
6.   Hepatitis      155    19    (die; live)                               3.85
7.   Ionosphere   351   34     (b;g)                                       1.79
8.   Kr-vs-kp      3196   37   (won; nowin)                         1.09
9.   Labor          56     16     (bad ; good )                           1.85
10. Mushroom   8124   23   (e ; p )                                   1.08
11. Sick            3772   29   (negative ; sick )                    15.32
12. Sonar          208    60    (rock ; mine )                         1.15

We compared proposed method MAJOR_CD 
with the SVM, C4.5 [42], FT, SMOTE [43] and CART 
state-of -the-art learning algorithms. In all the 



datasets using proposed MAJOR_CD learning 
algorithm. Second, we compare the classification 
performance of our proposed MAJOR_CD algorithm 
with the traditional and class imbalance learning 
methods based on all datasets.

 

Following, we analyze the performance of the 
method considering the entire original algorithms, 
without pre-processing, data sets for SVM, C4.5, FT and 
CART. we

 

also analyze a pre-processing method 
SMOTE for performance evaluation of MAJOR_CD. The 
complete table of results for all the algorithms used in 
this study is shown in Table 4 to 9, where the reader can 
observe the full test results, of performance of each

 

approach with their associated standard deviation. We 

 

Table 4, 5, 6, 7, 8 and 9 reports the results of 
AUC, Precision, F-measure, TP Rate, TN Rate and 

9 provide both the numerical average performance 
(Mean) and the standard deviation (SD) results. If the 
proposed technique is better than the compared 
technique then ‘●’ symbol appears in the column. If the 
proposed technique is not better than the compared 
technique then ‘○’ symbol appears in the column. The 
mean performances were significantly different 
according to the T-test at the 95% confidence level. The 
results in the tables show that MAJOR_CD has given a 
good improvement on all the measures of class 
imbalance learning. This level of analysis is enough for 
overall projection of advantages and disadvantages of 
MAJOR_CD. A two-tailed corrected resampled paired t
test is used in this paper to determine whether the 
results of the cross-validation show that there is a 
difference between the two algorithms is significant or 
not. Difference in accuracy is considered significant 
when the p-value is less. 

Table 4 :

 

Summary of tenfold cross validation performance  for 

 

Accuracy on all the datasets

 

Datasets                   SVM                  

 

C4.5                 

 

FT               SMOTE           CART               MAJOR_CD

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 5 :

 

Summary of tenfold cross validation performance for AUC on all the datasets

Datasets                  SVM                   C4.5                     

 

FT               

 

SMOTE                   CART              MAJOR_CD
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_______________________________________________________________________________________________________

_______________________________________________________________________________________________________

Breast      67.21±7.28●      74.28±6.05○        68.58±7.52●      69.83±7.77●   70.22±5.19●   72.42±6.32  
Breast_w         96.75±2.00○       95.01±2.73○ 95.45±2.52○    96.16±2.06○   94.74±2.60             94.61±2.39
Colic        79.78±6.57●       85.16±5.91       79.11± 6.51●      88.53±4.10○   85.37±5.41           85.00±5.97
Credit-g     68.91±4.46●      71.25±3.17○    71.88±3.68○      76.50±3.38○   73.43±4.00○         70.39±4.19
Diabetes      76.55±4.67○      74.49±5.27○   70.62± 4.67●     76.08±4.04○  74.56±5.01○         73.45±5.07
Hepatitis       81.90±8.38○      79.22±9.57○        81.40±8.55○     78.35±9.09○   77.10±7.12○         75.29(8.95)
Ionosphere   90.26±4.97○       89.74±4.38○ 87.10±5.12●     90.28±4.73○   88.87±4.84            88.70(5.31)
Kv-rs-kp     99.02±0.54          99.44±0.37 90.61±1.65●      99.66±0.27     99.35±0.43           99.41(0.49)
Labor         92.40±11.07○    78.60±16.58●     84.30±16.24○   80.27±11.94  80.03±16.67          80.60(17.16)
Mushroom   100.0±0.00          100.0±0.00           100.0±0.000     100.0±0.00  99.95±0.09           100.00( 0.00)
Sick         99.26±0.04○        98.72±0.55● 96.10±0.92●      97.61±0.68●   98.85±0.54            98.68( 0.55)
Sonar       75.46±9.92○        73.61±9.34○       86.17±8.45○      82.42±7.25○ 70.72±9.43●          71.70( 9.00)

_______________________________________________________________________________________________________

used in the context of high-dimensional imbalance 
learning. Experiments on these datasets have 2 goals. 
First, we study the class imbalance properties of the 

accuracy respectively for fifteen UCI datasets. Tables 4-

_______________________________________________________________________________________________________

_______________________________________________________________________________________________________

Breast    0.586±0.102●     0.606±0.087●       0.604±0.082●       0.717±0.084○     0.587±0.110●       0.611±0.095     
Breast_w     0.977±0.017○       0.957±0.034○    0.949±0.030●         0.967±0.025○      0.950±0.032●         0.954±0.030
Colic     0.802±0.073●      0.843±0.070● 0.777±0.072●       0.908±0.040○      0.847±0.070●         0.850±0.065
Credit-g       0.650±0.075●      0.647±0.062● 0.655±0.044●        0.778±0.041○     0.716±0.055○          0.656±0.065
Diabetes      0.793±0.072○      0.751±0.070 0.668±0.051●       0.791±0.041○    0.743±0.071          0.743±0.067
Hepatitis      0.757±0.195○     0.668±0.184○ 0.678±0.139○      0.798±0.112○     0.563±0.126●         0.631(0.182)
Ionosphere   0.900±0.060○     0.891±0.060○      0.831±0.067●       0.904±0.053○     0.896±0.059○         0.885(0.070)
Kr-vs-kp      0.996±0.005●      0.998±0.003 0.906±0.017●     0.999±0.001          0.997±0.004●           0.998(0.002)
Labor           0.971±0.075●      0.726±0.224● 0.844±0.162●     0.833±0.127●    0.750±0.248●        0.802(0.200)

must emphasize the good results achieved by 
MAJOR_CD, as it obtains the highest value among all 
algorithms.

experiments we estimate AUC, Precision, F-measure, TP 
rate and TN rate using 10-fold cross-validation. We 
experimented with 12 standard datasets for UCI 
repository; these datasets are standard benchmarks 

_______________________________________________________________________________________________________



 
 
 
 
 
 Table 6 :

 

Summary of tenfold cross validation performance for Precision on all the datasets

Datasets               
 

SVM                 C4.5                   FT                  SMOTE                  CART                    
 
MAJOR_CD

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 7 :

 

Summary of tenfold cross validation performance for F-measure on all the datasets

 

Datasets                SVM                 C4.5                   

 

FT                     SMOTE                    CART                  MAJOR_CD

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 8 :

 

Summary of tenfold cross validation performance for TP Rate

 

(Recall) (Sensitivity) on all the datasets

 

Datasets                SVM                   C4.5                    FT                  

 

SMOTE                

 

CART                     MAJOR_CD
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Mushroom   1.000±0.00   1.000±0.00           1.000±0.00          1.000±0.00    0.999±0.001            1.000±0.00
Sick             0.990±0.014○     0.952±0.040○ 0.795±0.053●       0.962±0.025○    0.954±0.043○          0.948(0.042)
Sonar           0.771±0.103○      0.753±0.113○     0.859±0.086○      0.814±0.090○    0.721±0.106●           0.725(0.100)_______________________________________________________________________________________________________

_______________________________________________________________________________________________________

_______________________________________________________________________________________________________

Breast          0.745±0.051○      0.753±0.042○         0.762±0.051○             0.710±0.075●      0.728±0.038●    0.732±0.043
Breast_w     0.988±0.019○       0.965±0.026○         0.964±0.026○    0.974±0.025○   0.968±0.026○        0.961±0.027
Colic           0.845±0.060○       0.851±0.055○         0.839±0.062●             0.853±0.057○      0.853±0.053○        0.843±0.061
Credit-g       0.776±0.033○       0.767±0.025○      0.791±0.027○            0.768±0.034○      0.779±0.030○        0.758±0.030
Diabetes      0.793±0.037○      0.797±0.045●         0.764±0.036●            0.781±0.064●      0.782±0.042           0.782±0.048
Hepatitis      0.604±0.271○      0.510±0.371○        0.546±0.333○             0.709±0.165○     0.232±0.334●        0.429(0.325)
Ionosphere   0.906±0.080○      0.895±0.084            0.938±0.073○             0.934±0.049○   0.868±0.096●         0.894(0.080)
Kr-vs-kp      0.991±0.008●       0.994±0.006          0.905±0.021●             0.996±0.005○     0.993±0.007●         0.994(0.006)
Labor           0.915±0.197○     0.696±0.359●       0.802±0.250○              0.871±0.151○     0.715±0.355●         0.738(0.300)
Mushroom   1.000±0.000      1.000±0.000           1.000±0.000               1.000±0.000      0.999±0.002         1.000±0.000
Sick              0.997±0.003○      0.992±0.005         0.975±0.007●           0.983±0.007●      0.992±0.005             0.992(0.005)
Sonar            0.764±0.119○      0.728±0.121○      0.883±0.100○           0.863±0.068○      0.709±0.118●          0.715(0.108)_______________________________________________________________________________________________________

Breast           0.781±0.059●       0.838±0.040○    0.776±0.057●       0.730±0.076●   0.813±0.038○     0.823±0.043   
Breast_w      0.965±0.019○       0.962±0.021○    0.975±0.016○       0.960±0.022○   0.959±0.020            0.958±0.019
Colic            0.833±0.055●        0.888±0.044○  0.838±0.054●     0.880±0.042●   0.890±0.040○          0.883±0.046
Credit-g        0.802±0.027         0.805±0.022○   0.779±0.034●      0.787±0.034●              0.820±0.028○          0.794±0.032
Diabetes       0.778±0.037●       0.806±0.044○    0.827±0.038○      0.741±0.046●   0.812±0.040○         0.794±0.041
Hepatitis      0.469±0.265○        0.409±0.272○    0.557±0.207○      0.677±0.138○   0.179±0.235●          0.375(0.258)
Ionosphere   0.787±0.098○        0.850±0.066○    0.855±0.079○     0.905±0.048○   0.841±0.070●         0.843(0.078)
Kv-rs-kp      0.911±0.016●        0.995±0.004   0.991±0.005●     0.995±0.004   0.994±0.004           0.994(0.005)
Labor           0.794±0.211○        0.636±0.312●    0.879±0.195○     0.793±0.132○  0.660±0.316●         0.734(0.280)
Mushroom   1.000±0.000          1.000±0.000        1.000±0.000       1.000±0.000  0.999±0.001           1.000±0.000
Sick              0.979±0.005●     0.993±0.003●     0.996±0.003○   0.987±0.004●  0.994±0.003           0.993(0.003)
Sonar            0.844±0.099○       0.716±0.105●     0.753±0.102○    0.861±0.061○              0.672±0.106●        0.704(0.105)

_______________________________________________________________________________________________________

_______________________________________________________________________________________________________

_______________________________________________________________________________________________________

_______________________________________________________________________________________________________

_______________________________________________________________________________________________________

_______________________________________________________________________________________________________

Breast           0.806±0.091●      0.947±0.060○     0.815±0.095●       0.763±0.117●       0.926±0.081●           0.941±0.061
Breast_w      0.967±0.025○        0.959±0.033○     0.962±0.029○       0.947±0.035●      0.952±0.034●            0.956±0.032
Colic            0.832±0.075●          0.931±0.053●    0.835±0.077●        0.913±0.058●         0.932±0.050              0.931±0.062
Credit-g       0.815±0.041●        0.847±0.036○    0.783±0.052●        0.810±0.058●         0.869±0.047○             0.835±0.055
Diabetes      0.795±0.054●        0.821±0.073○    0.868±0.065○        0.712±0.089●        0.848±0.066○            0.811±0.067
Hepatitis      0.448±0.273○        0.374±0.256○      0.573±0.248○        0.681±0.188○       0.169±0.236●            0.371(0.272)
Ionosphere   0.689±0.131●        0.821±0.107○    0.820±0.114○         0.881±0.071○         0.830±0.112○            0.807(0.115)
Kv-rs-kp      0.916±0.021●       0.995±0.005       0.990±0.007●         0.995±0.006           0.995±0.006             0.994(0.007)
Labor           0.845±0.243○        0.640±0.349●   0.885±0.234○         0.765±0.194●        0.665±0.359●         0.775(0.321)
Mushroom   1.000±0.000          1.000±0.000         1.000±0.000          1.000±0.000  1.000±0.000           1.000±0.000  
Sick             0.984±0.006●      0.995±0.004        0.995±0.004         0.990±0.005●        0.996±0.003○           0.994(0.004)
Sonar           0.820±0.131○       0.721±0.140○      0.757±0.136○       0.865±0.090○         0.652±0.137●          0.708(0.147)

_______________________________________________________________________________________________________



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 9 :

 

Summary of tenfold cross validation performance for TN Rate (Specificity) on all the datasets

 

Datasets                   SVM                      C4.5                     FT                  SMOTE               CART                

 

MAJOR_CD

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

than

 

0.05 (confidence level is greater than 95%). 
In discussion of results, if one algorithm is stated to be 
better or worse than another then it is significantly better 
or worse at the 0.05 level.

 

We can make a global analysis of results 
combining the results

 

offered by Tables from 4–9:

 

•

 

Our proposal, MAJOR_CD are the best performing 
one when the data sets are no preprocessed. It 
outperforms the pre-processing SMOTE methods 
and this hypothesis is confirmed by including 
standard deviation variations. We have considered a 
complete competitive set of methods and an 
improvement of results is expected in the 
benchmark algorithms i;e SVM, C4.5, FT and CART. 
However, they are not able to outperform 
MAJOR_CD. In this sense, the competitive edge of 
MAJOR_CD can be seen.

 

•

 

Considering that MAJOR_CD behaves similarly or 
not effective than SMOTE shows the unique 
properties of the datasets where there is scope of 
improvement in minority subset and not in majority 
subset. Our MAJOR_CD can only consider 
improvements in majority subset which is not 
effective for some unique property datasets.

 

The contributions of this work are twofold:

 

A general strategy to handle class imbalance 
problem: This is scalable, flexible, and modular, allowing 
the many existing supervised methods to be as a base 
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Breast            0.260±0.141       0.335±0.166○     0.151±0.164●     0.622±0.137○   0.173±0.164●         0.259±0.134
Breast_w       0.932±0.052○     0.977±0.037○      0.931±0.060○ 0.975±0.024○   0.940±0.051○        0.928±0.053
Colic             0.717±0.119●   0.734±0.118○      0.731±0.121○     0.862±0.063○   0.720±0.114●         0.727±0.125
Credit-g        0.398±0.085●    0.469±0.098○      0.371±0.105●     0.713±0.056○      0.421±0.102○        0.419±0.092
Diabetes       0.603±0.111○      0.574±0.095●      0.567±0.105●     0.807±0.077○  0.554±0.113●         0.601±0.117
Hepatitis       0.900±0.097○     0.882±0.092●     0.942±0.093○     0.837±0.109●      0.928±0.094○         0.867(0.100)
Ionosphere    0.940±0.055○    0.949±0.046○     0.933±0.063●     0.928±0.057●      0.921±0.066●         0.936(0.054)
Kv-rs-kp       0.993±0.007●     0.990±0.009●     0.987±0.010●     0.998±0.003○      0.992±0.008●         0.994(0.007)
Labor            0.865±0.197○    0.945±0.131○      0.843±0.214○      0.847±0.187○      0.877±0.192○       0.827(0.192)
Mushroom    1.000±0.000     1.000±0.000       1.000±0.000  1.000±0.000  0.999±0.002           1.000±0.000
Sick              0.875±0.071    0.974±0.026○     0.846±0.080●       0.872±0.053●       0.876±0.078●         0.874(0.074)
Sonar            0.749±0.134○     0.752±0.148○     0.762±0.145○       0.752±0.113○      0.756±0.121○        0.724(0.122)

_______________________________________________________________________________________________________

_______________________________________________________________________________________________________

_______________________________________________________________________________________________________

algorithm. The method achieves competitive or better 
results compared to state-of-the-art baselines.

We emphasize that our approach is learner-
independent: visualization can be used in conjunction 
with many of the existing algorithms in the literature. 
Furthermore, the fact that we select samples in the 
model space, as opposed to the feature space, is novel 
and sets it apart from many previous approaches to 
transfer learning (for both classification and ranking). 
This allows us to capture the ‘‘functional change’’ 
assumption and incorporate labeled information in the 
transfer learning process.

Finally, we can say that MAJOR_CD are one of 
the best alternatives to handle class imbalance 
problems effectively. This experimental study supports 
the conclusion that a cluster disjunct approach for 
cluster detections and elimination can improve the class 
imbalance learning behavior when dealing with 
imbalanced data-sets, as it has helped the MAJOR_CD 
method to be the best performing algorithms when 
compared with four classical and well-known 
algorithms: SVM, C4.5, FT and CART and a well-
established pre-processing technique SMOTE.

VIII. Conclusion

Class imbalance problem have given a scope 
for a new paradigm of algorithms in data mining. The 
traditional and benchmark algorithms are worthwhile for 
discovering hidden knowledge from the data sources, 
meanwhile class imbalance learning methods can 
improve the results which are very much critical in real 
world applications. In this paper we present the class 
imbalance problem paradigm, which exploits the cluster 
disjunct concept in the supervised learning research 
area, and implement it with C4.5 as its base learners. 
Experimental results show that MAJOR_CD have 
performed well in the case of multi class imbalance 
datasets. Furthermore, MAJOR_CD is much less volatile 
than C4.5.

In our future work, we will apply MAJOR_CD to 
more learning tasks, especially high dimensional feature 
learning tasks. Another variation of our approach in 
future work is to analyze the influence of different base 
classifier effect on the quality of synthetic minority 
instances generated.
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Abstract- The Quincunx wavelet , the lifting Scheme wavelet and the Second generation bandelet 
transform are a new method to offer an optimal representation for image geometric; we use this 
transform to study medical image compressed using the Quincunx transform coupled by SPIHT 
coder.  We are interested in compressed medical image, In order to develop the compressed 
algorithm we compared our results with those obtained by this transforms application in medical 
image field. We concluded that the results obtained are very satisfactory for medical image domain. 
Our algorithm provides very important PSNR and MSSIM values for medical images compression. 
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Gray Scale and Color Medical Image 
Compression by Lifting Wavelet; Bandelet and 
Quincunx Wavelets Transforms: A Comparison 

Study 
Boukli Hacene Ismail α & A. Bessaid σ 

Abstract- The Quincunx wavelet , the lifting Scheme wavelet 
and the Second generation bandelet transform are a new 
method to offer an optimal representation for image 
geometric; we use this transform to study medical image 
compressed using the Quincunx transform coupled by SPIHT 
coder.  We are interested in compressed medical image, In 
order to develop the compressed algorithm we compared our 
results with those obtained by this transforms application in 
medical image field. We concluded that the results obtained 
are very satisfactory for medical image domain. Our algorithm 
provides very important PSNR and MSSIM values for medical 
images compression. 
Index Terms: medical image, quincunx wavelet, 
biorthogonal wavelet 9/7, lifting scheme, bandelet 
transform, optical flow, quadtree segmentation, 
compression, SPIHT coder . 

I. Introduction 

oday the massive use of numerical methods in 
medical imaging generates increasingly 
important volumes of data .One of the most 

important problems in such applications is how to 
store and transmit images [1].It is well established that 
the accuracy and precision of diagnostic are initially 
related to the image quality. 

Over the past ten years, the wavelets (DWT), 
have had a huge success in the field of image 
processing such as encoding, weaknesses have been 
noted in its use in the detection and representation of 
the objects’ contours, and have been used to solve 
many problems such as image compression and 
restoration [2].Image representations in separable 
orthonormal bases such as Fourier, local Cosine or 
Wavelets can not take advantage of the geometrical 
regularity of image structures. Standard wavelet bases 
are optimal to represent functions with piecewise 
singularities; however, they fail to capture the 
geometric regularity along the singularities of edges or 
contours because of their isotropic support. To exploit the 
anisotropic   regularity  along  edges,  the   basis  must 
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include elongated functions that are nearly parallel to 
the edges. Multi-scale geometric analysis (MGA) 
developed recently provides a group of new basis that 
has anisotropic supports such as Curvelets, contourlet 
[15-16].  

To overcome this problem, In this paper, we 
introduce tree new type of transform, the first is 
devoted to representation of the Lifting scheme, 
and then we present the biorthgonal wavelet CDF 
9/7,the second called bandelet transform by Pennec 
and Stéphane Mallat [17], this transform is more 
recently developed method of compression 
technique, which decompose the image along 
multiscale vectors that are elongated in the direction of 
a geometric flow, and the third transform multi 
resolution decompositions called quincunx wavelets 
which are better adapted to the image representation. 
This structure of decomposition allows the construction 
of a no separable transform. No separable wavelets, by 
contrast, offer more freedom and can be better tuned to 
the characteristics of images. Their less attractive side is 
that they require more computations. The quincunx 
wavelets are especially interesting because they are 
nearly isotropic [3]. 

II. Lifting Scheme Wavelet Transforms 

In [4], Calderbank et al.introduced how to use 
the lifting scheme presented in [5], where sweldens 
showed that the convolution based biorthogonal WT can 
be implemented in a lifting-based scheme as shown in 
figure (1) for reducing the computational complexity. The 
lifting-based WT consists of splitting, lifting, and scaling 
modules and the WT is treated as prediction-error 
decomposition.  

It provides a complete spatial interpretation of 
WT. In figure (1), let X denote the input signal, and XL1

 
and X H1

 be the decomposed output signals. 
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Figure 1 :
 
The Lifting -based wavelet

 

This article deals with biorthogonal wavelet 9/7. 
These wavelets are part of the family of symmetric 
biorthogonal

 
wavelet CDF. The low pass filters 

associated with wavelet 9/7 have p=9 coefficients in the 
analysis, p=7 coefficients to synthesize.

 

The wavelets 9/7 have a great number of null 
moments for a relatively short support. They are more 
symmetrical and very close to orthogonality. Antonini 
and Barlaud were the first [7] to show the superiority of 
the biorthogonal wavelet transform 9/7 for the 
decorrelation of natural images. It has been widely used 
in image coding [8],[9] ,[25]  and is used by the JPEG-
2000 codec [10].

 

III.
 The

 Bandelet
 Transform

 

Bandelet transform, introduced by Pennec 
and Mallat [18] built a base adapted to the geometric 
content of an image. 

 

Bandelet transform is an analysis tool which
 

aims at taking advantage of sharp image transitions in
 

images.
 
A geometric flow, which indicates

 
directions

 
in 

which the image gray levels have regular variations,is 
used to form bandelet bases in bandelet transform.

 
The 

bandelet bases lead to optimal approximation rates
 
for 

geometrically regular images and are proven to be
 

efficient in still image compression
 

[24], video 
compression,

 
and noise-removal algorithms[6-10].

 

Apparently, bandelet transform is appropriate 
for the

 
analysis of edges and texture of images.

 

In bandelet transform, a geometric flow of 
vectors is

 
defined to represent the edges of image. 

These vectors
 

give the local directions in which the 
image has regular

 
variations. Orthogonal bandelet 

bases are constructed by
 
dividing the image support in 

regions inside which the
 
geometric flow is parallel. Let 

iΩ
 
denote the ith region,

 
which composes the image 

support S = iiU Ω . Within
 
each iΩ

 
the flow is either 

parallel horizontally or vertically.
  

Figure 2
 

shows an example of a vertically 
parallel

 
geometric flow in a region of the hat of Lena 

image.
 

 

 

Figure 2 : geometric flow in a region of the hat of Lena 
image  

The image is partitioned small enough into 
square regions, each region iΩ  includes at most one 
contour. If a region does not include any contour, the 
image intensity is uniformly regular and the flow is not 
defined. In bandelet transform, these regions are 

approximated in the separable wavelet basis of ( )Ω2L  
in: 

( ) ( )
( ) ( )
( ) ( )

Ω∈


















Innjnjnj

njnj

njnj

xx

xx

xx

),,(2,1,

2,1,

2,1,

2121

21

21

φψ

φψ

ψφ

 

where ΩI  is an index set that depends upon the 

geometry of the boundary of Ω , and x1, x2 denote the 

location of pixel in the image, ( ) ( ),2,1, 21
xx njnj ψφ

( ) ( )2,1, 21
xx njnj φψ and ( ) ( )2,1, 21

xx njnj φψ are the 

modified wavelets at the boundary. If a geometric flow is 
calculated in Ω , this wavelet basis is replaced by a 

bandelet orthonormal basis of ( )Ω2L in 

( ) ( )( )
( ) ( )( )
( ) ( )( )














−

−

−

12,1,

12,1,

12,1,

21

21

21

xcxx

xcxx

xcxx

njnj

njnj

njnj

φψ

φψ

ψφ

                              

(4)
 

The horizontal wavelet H
nj ,ψ  have not 

vanishing moments along contour, to be replaced by 
new functions: 

( ) ( )( )12,1, 21
xcxx njnj −ψψ

                           (5) 

This is called bandeletization [13], The 
orthonormal basis of bandelet of field warping is defined 
by:  

( ) ( )( )
( ) ( )( )
( ) ( )( )

21

,

,

,

12,1,

12,1,

12,1,

,,,

21

21

21

nnlj
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xcxx
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D
nj

V
nj

H
nl

njnj

njnj

njnj








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










=
















−

−

−

ψ

ψ

ψ

ψψ

φψ

ψψ

   

(6)
 

IV. Quincunx Wavelets 

The separable dyadic analysis require three 
families of wavelets, which is sometimes regarded as a 
disadvantage, in addition the factor of addition between 
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two successive scales is 4 which may seem high. It is 
possible to solve these two problems, but at the cost of 
the loss of filter separability and therefore a slightly 
higher computational complexity. An analysis has been 
particularly well studied to find a practical application, 
known as "quincunx" , [1].Quincunx decomposition 
results in fewer subbands than most other wavelet 
decompositions, a feature that may lead to 
reconstructed images with slightly lower visual quality.  

The method is not used much in practice, but 
[14] presents results that suggest that quincunx 
decomposition performs extremely well and may be the 
best performer in many practical situations. Figure (3) 
illustrates this type of decomposition [3]. 

We notice that the dilation factor is not more 
than 2 between two successive resolutions, and that 
only one wavelet family is necessary [15,16]. It is noticed 
that the dilatation step is 2  on each direction and the 
geometry of the grid obtained justifies the name given to 
this multiresolution analysis.  

First, we recall some basic results on quincunx 
sampling and perfect reconstruction filter banks, 
[17][18]. The quincunx sampling lattice is shown in 
figure(4). Let  ][nx 

  denote the discrete signal on the 
initial grid.  

 

 

Now, we write the quincunx sampled version of ][nx   
as: 









−

==↓ 11
11

][][][ MwherenMxnx M


  
(8)

 

           

 

 

Figure 4

 

:

 

(a)

 

Quincunx lattice,  (b) the corresponding 
Nyquist area in the frequency domain

 

 

 

Figure 5 : Perfect reconstruction filter bank in a quincunx 
lattice 

Since quincunx sampling reduces the number 
of image samples by a factor of two, the corresponding 
reconstruction filter bank has two channels (Fig.5). The 

low-pass filter H~  reduces the resolution by a factor of
2 ; the wavelet coefficients correspond to the output of 

the high-pass filter 2 G~ [15,16,17]. 
The conditions for a perfect reconstruction is: 







=−+−

=+

0)()(~)()(~
2)()(~)()(~

zGzGzHzH

zGzGzHzH




                     

(14) 

Where H and G  (respectively H~ and G~ ) are 
the transfer functions of the synthesis (respectively 
analysis) filters. In the orthogonal case, the analysis and 
synthesis filters are identical up to a central symmetry; 
the wavelet filter G is simply a modulated version of the 
low-pass filter H . 

To generate quincunx filters, we will use the 
standard approach which is to apply the diamond 
McClellan transform to map a 1D design onto the 
quincunx structure [19]. 
Thus, our quincunx refinement filter is given by 

αα

α

ω
α

ωωωω

ωω

)coscos2()coscos2(

)coscos2(2
)(

2121

2
21

−−+++

++
=

jeH
       

(17)
 

V. Spiht Coding Scheme 

The SPIHT algorithm proposed by Said and 
Pearlman in 1996 [20,21], ameliorate progressive 
algorithm is compared to the EZW a lgorithm .The Set 
Partitioning in Hierarchical Trees (SPIHT) is one of the 
most advanced schemes available, even out performing 
the state-of-the-art JPEG 2000 in some situations, 
based on the creation of three list SCL, ICL and ISL with 
a calculated threshold T, each time you make a scan on 
both lists SCL and ISL andthat for the classified the 
significant coefficient in the list of significant coefficient. 

The adapted for quincunx wavelet transform 
coupled by SPIHT is done in [26,27], 

VI. Quality Evaluation Parameter 

The Peak Signal to Noise Ratio (PSNR) is the 
most commonly used as a measure of quality of 
reconstruction in image compression. The PSNR were 
identified using the following formulae: 

)(~ zH 

 

)(~ zG 

 

)(zH 

 

)(zG 

 

M M 

M M 

][1 nxi


+

 ][nxi
  ][1 nyi


+

 

 

 

 

 

 

 

Figure
 

3
 

:
 

Quincunx wavelet  

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
IV

  
Is
su

e 
V
II 

V
er
sio

n 
I 

  
  
   

15

  
 

(
DDDD DDDD

)
Y
e
a
r

20
14

c

© 2014   Global Journals Inc.  (US)

Gray Scale and Color Medical Image Compression by Lifting Wavelet; Bandelet and Quincunx Wavelets 
Transforms: A Comparison Study

(a) (a)

  

n1

n2

w1

w2

 

π



  

( )
2

11 1
),(ˆ),(1² ∑ ∑

=

=

=

=

−=
Ni Mj

j
jiIjiI

NxM
MSE             (21)

 

Mean Square Error (MSE) which requires two 
MxN grayscale images I and  where one of the images 
is considered as a compression of the other is defined 
as:

 
• The PSNR is defined as: 









=

MSE
imageofDynamicsPSNR

2

10
)(log10          (22) 

Usually an image is encoded on 8 bits. It is 
represented by 256 gray levels, which vary between 0 
and 255, the extent or dynamics of the image is 255. 

•
 

The structural similarity index (SSIM):
 

This parameter compares the similarity the 
brightness, contrast and structure between each pair of 
vectors, where the structural similarity index (SSIM) 
between two signals x and y is given by the following 
expression , [22].

 

),().,().,(),( yxsyxcyxlyxSSIM =
              

(23)
 

The quality measurement can provide a spatial 
map of the local image quality, which provides more 
information on the image quality degradation, which is 
useful in medical imaging applications. For application, 
we require a single overall

 
measurement of the whole 

image quality that is given by the following formula:
 

∑
=

=
M

i
ii IISSIM

M
IIMSSIM

1
)ˆ,(1)ˆ,(
                  

  (24)

 

Where and are respectively the reference and 
degraded images,  and are the contents of images at 
the i-th local window.

 

M: the total number of local windows in image. The 
MSSIM values exhibit greater consistency with the visual 
quality.

 

VII.
 

Results
 
and

 
Discussion

 

We are interested in this work to the medical 
images compression, that we applied algorithm 
(QWT+SPIHT), (DWT9/7(lifting scheme) +SPIHT) 
,(bandelet +SPIHT) , (DWT9/7 banc filter+SPIHT)  . For 
this, we chose sets of medical images (MRI, CT ,ECHO 
and MAMOG) images gray level size 512x 512 encoded 
on 8 bits per pixel. These images are taken from the GE 
Medical System (database) [23]. 

 

The importance of our work lies in the possibility 
of reducing the rates for which the image quality 
remains acceptable. Estimates and judgments of the 
compressed image quality are given by the PSNR 
evaluation parameters and the MSSIM similarity Index.

 

 

 

Figure 6 :
 
MRI, CT ,ECHO and MAMOG compressed 

images by QWT , Bandelet ,DWT 9/7 (filter banc) and 
(DWT 9/7 (lifting scheme) coupled SPIHT coder for 

Rc=0.5Bpp (a) MRI image, (b) CT image, (c) ECHO 
image and (d) MAMOG image

 

 

d) 

a)

 

b) 
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Figure 7 : PSNR  and MSSIM variation using different 
methods for : (a) MRI image, (b) CT image, (c) ECHO 

image and (d) MAMOG image 

 

 

 

Figure 8 : Comparison results between MRI, CT ,ECHO 
and  MAMMOGRAPHIC  image  compressed  by / a) 

Quincunx transform ; b) biorthogonal wavelet 9/7 (lifting 
Scheme); and c)Bandelet  transform coupled by SPIHT 

coder 

Figure (6) shown below illustrates the 
compressed different modality of medical image quality 
using different transforms. According to the PSNR and 
MSSIM values, we note that from 0.5bpp, image 
reconstruction becomes almost perfect. We observe 
that compression degrades to a lessen extent the image 
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structure for a low compression bit-rate. However, for 
high compression bitrate, our algorithm better safe 
guards the various image structures. We note that our 
algorithm is adapted for the medical image 
compression. 

We see from the figure 7, that the Quincunx 
transform coupled with SPIHT coder offer PSNR and 
MSSIM values better than to the other algorithms. In 
order to specify the type of medical image adapted to 
algorithm (Quincunx+SPIHT), we recapitulate the results 
for the four medical images (MRI, CT, ECHO and 
MAMOG) compressed by (Quincunx+SPIHT), 
(DWT9/7(lifting scheme) +SPIHT) ,(bandelet +SPIHT) 
algorithms in the following in figure 8. 

Visually, from the two curves, it is clearly that the 
(QWT+SPIHT) algorithm allows us to have a good 
image reconstruction so a better image visual quality 
and this is proved by the large values of the parameters 
evaluation.  

Now  we have chosen a retinographic color 
image of size 512 x 512. In our application, we applied 
our algorithms for our color image for each layers after 
converted RGB space to YCrCb layers. We see from the 
figure 9, that the Quincunx transform coupled with 
SPIHT coder offer PSNR and MSSIM values better than 
to the other algorithms. 

 

 

Figure 9 : PSNR  and MSSIM variation using different 
methods for color image 

VIII. Conclusion 

The objective of this paper is undoubtedly the 
enhancement of medical images quality after the 

compression step. The latter is regarded as an essential 
tool to aid diagnosis (storage or transmission) in 
medical imaging. We compared the quincunx wavelet 
transform , bandelet transform and the biorthogonal 
wavelet 9/7 based on the filter banc and the lifting 
scheme coupled with the SPIHT coding for the gray 
scale and color medical image. After several 
applications for different modality medical images, we 
found that the algorithm for the quincunx wavelet 
transform gives better results than the other 
compression techniques. We have noticed that for 0.5 
bpp bit-rate, the algorithm provides very important 
PSNR and MSSIM values from medical images. In 
perspective, we aspire to apply our algorithm to 
compress the medical video sequences. 
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SDLC and Development Methodologies 
Richard Scroggins 

I. Introduction 

he overall purpose of any design review is to make 
sure that the stakeholders understand the design, 
and that they can confirm that the project team 

understands their needs and that the project is on the 
right track. In specific terms that are relevant to SDLC, 
since SDLC, or Systems Development Life Cycle, is a 
cyclical methodology, phases repeat, so changes can 
be made to the design in the next cycle. This makes the 
process a little less rigid compared to the design 
process in a linear methodology like waterfall. That is 
one reason why it is important to know the methodology 
upfront, because the approach for each phase changes 
based on the methodology. The design phase is very 
important in any project and regardless of the 
methodology, so a lot of time should be dedicated to 
the design phase. Once requirements have been 
gathered from the stakeholders, and the design process 
has started, you need to have a way to communicate 
back to the stakeholders that you understood their 
needs and that they have been incorporated into the 
project. They design review is an effective way to do 
this. By making sure that all team members and 
stakeholders meet and discuss the design and any 
needed changes, you are able to ensure that needs will 
be met, and that the project will be a success. The 
design phase is one of the five phases of the SDLC 
model; Analysis, Design, Implementation, Testing, and 
Evaluation. Once the requirements gathering is done, 
design is done to present to the stakeholders that their 
needs have been fully understood. Again, since the 
SDLC methodology is cyclical, changes can be made to 
the design in the next cycle if the feedback from 
stakeholders warrants it.  

The Systems Development Life Cycle is more 
than just a theoretical concept; it is used every day in IT 
departments around the world. Sinason and Normand 
(2006) studied the Systems Development Life Cycle and 
the real world application for Omni Furniture Company 
as well as the benefits to student who study real world 
cases, " Organizations constantly adapt their information 
systems to reflect changes in the type of information 
needed because of changes in technology, the 
organization's business processes, the organization's 
structure, or the external environment. A process called 
the systems development life cycle (SDLC) has been 
developed to ensure that these changes are orderly and 
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all accounting information systems (AIS) textbooks 
present the SDLC as either

 
a four-

 
or five-stage cycle of 

activities. Thus, most students are introduced to the 
SDLC in the accounting systems course but few 
students have the chance to actually experience the 
process. The Omni Furniture Company Case helps 
students enrolled in an AIS course further their 
understanding of the SDLC by thinking through all 
stages of the process and designing a system that 
meets the users' information and internal control needs." 
(p. 01). 

 

II.
 

Agile
 
Methodology

 

What are the significant features of this 
approach?

 

The Agile approach is cyclical in nature and is 
based on iterative and incremental development, where 
requirements and solutions evolve through 
collaboration. Due to the cyclical nature, it allows for 
problems to be resolved as phases repeat. It allows for 
issues to be found and then addressed in the next 
cycle.

 

In what type of environment or situation will this 
approach be most appropriate?

 

Software development using standard methods 
and parameters.

 

What are the weaknesses of this approach, 
relative to other approaches?

 

With shorter phase time compared to Waterfall, 
some things can be missed early in the project.

 

III.

 

Test Driven Development

 

What are the significant features of this 
approach?

 

Test Driven Development is another cyclical 
design methodology that is based on short cycles. Due 
to the cyclical nature, it allows for problems to be 
resolved as phases repeat. Studies have found this 
approach to be more productive, principally due to the 
hands on approach.

 

In what type of environment or situation will this 
approach be most appropriate?

 

This method is good when the direction is not 
clear and trial and error is required.

 

What are the weaknesses of this approach, 
relative to other approaches?

 

This method relies heavily of testing and short 
cycles. It could be described as brutish.
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productive. Because of the importance of this process,
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Abstract- In India software industry has become one of the fastest growing industries. The reason for 
choosing a particular software industry and its employees is that the level of stress these employees 
face is comparatively higher than employees in other private companies. Any kind of a job has 
targets and an employee becomes stressed when he or she is allotted with unachievable targets and 
are unable to manage the given situation. Thus the main aim of this article is to bring to lime light the 
level of stress with software employees in HCL and the total sample size for the study is 100 chosen 
by random sampling method in HCL. When the employees were asked how often they feel stressed 
while working while working at the company, 98 out 100 said they feel stressed about daily physically, 
mentally or emotionally. In a sample space of 100 employees, 16% of employees work for 4-6 hours 
a day, 32% works for 6-8 hours, 30% works for 8-10 hours while 22% works for 10-12 hours daily. 
When asked about the overtime they have to do, 28% said employees saying always were mainly 
from age group 20-29. 54% of employees said often while 18% of employees said they worked 
overtimes rarely. The other few aspects have also been studied about job satisfaction. 
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Job Stress in Software Companies: A Case 
Study of HCL Bangalore, India 

Geeta Kumari α, Dr. Gaurav Joshi σ & Dr. K. M. Pandey ρ

Abstract- In India software industry has become one of the 
fastest growing industries. The reason for choosing a 
particular software industry and its employees is that the level 
of stress these employees face is comparatively higher than 
employees in other private companies. Any kind of a job has 
targets and an employee becomes stressed when he or she is 
allotted with unachievable targets and are unable to manage 
the given situation. Thus the main aim of this article is to bring 
to lime light the level of stress with software employees in HCL 
and the total sample size for the study is 100 chosen by 
random sampling method in HCL. When the employees were 
asked how often they feel stressed while working while 
working at the company, 98 out 100 said they feel stressed 
about daily physically, mentally or emotionally. In a sample 
space of 100 employees, 16% of employees work for 4-6 
hours a day, 32% works for 6-8 hours, 30% works for 8-10 
hours while 22% works for 10-12 hours daily. When asked 
about the overtime they have to do, 28% said employees 
saying always were mainly from age group 20-29. 54% of 
employees said often while 18% of employees said they 
worked overtimes rarely. The other few aspects have also 
been studied about job satisfaction. 
Keywords: stress, HCL, software industry, emotions, 
sample size, overtime. 

I. Introduction 

n the 1990s India emerged as a major player in the 
field of software engineering, information technology 
services and Web-based services. Presently the 

Indian information technology industry employs a little 
more than half million people and provides indirect 
employment to over a quarter of a million people 
(NASSCOM). In today’s world, the degree of stress 
increased owing to urbanization, globalization that 
results into cut-throat competition. Stress is inescapable 
part of modern life, work place is becoming a volatile 
stress factory for most employees and it is rightly called 
as the Age of anxiety. Stress has becoming significantly  
with the result of dynamic social factors and changing 
needs of life styles. Stress is man’s adaptive reaction to 
an outward situation which would lead to physical 
mental and behavioural changes. Brain cells create 
ideas, Stress may kill brain cells. The truth is that  not  all 
 
Author

 

α: Research Scholar, Department of Management, Jharkhand 
Rai University, Ranchi, India. e-mail- geekumari@gmail.com 

Author
 

σ: Lal Bahadur Shastri Institute of Management, New Delhi, India. 

e-mail- gauravjoshi91983@gmail.com 

Author
 

ρ: Department of Mechanical Engineering National Institute of 
Technology, Silchar, Assam, India.   

e-mail- kmpandey2001@yahoo.com 

stresses are destructive in nature. Appropriate amount 
of stress can actually trigger your passion for work, tap 
your latent abilities and even ignite inspirations. Stress is 
the emotional and physical strain caused by our 
response to pressure from the outside world. Common 
stress reactions include tension, irritability, inability to 
concentrate, and a variety of physical symptoms that 
include headache and a fast heartbeat. Stress is a 
condition or feeling experienced when a person 
perceives that- demands exceed the personal and 
social resources the individual is able to mobilize. S= 
P>R i.e., stress occurs when the pressure is greater 
than the resources. Stress is our body's way of 
responding to any kind of demand. It can be caused by 
both good and bad experiences. When people feel 
stressed by something going on around them, their 
bodies react by releasing chemicals into the blood. 
These chemicals give people more energy and strength, 
which can be a good thing if their stress is caused by 
physical danger. But this can also be a bad thing, if their 
stress is in response to something emotional and there 
is no outlet for this extra energy and strength. 

Stress is everywhere, but as a relatively new 
phenomenon. How can we define it and how can we 
explain its extraordinary cost to both business and 
government? The suffering induced by stress is no 
figment of the imagination but can we accurately 
examine the relationship between stress and ill-health? 
Whatever stress is, it has grown immensely in recent 
years, which brings us to question – what is happening 
in society that is causing stress? The report shows that 
stress has its greatest effects on those at the very top 
and those at the very bottom of the socio-economic 
ladder. The Indian Software industry has grown at a 
compounded annual growth rate (CAGR) of 28 % during 
the last 5 years. The key segments that have contributed 
significantly to the industry’s exports include – software 
services - BPO sector is playing vital role in the growth 
of our country’s economy. Due to liberalization of Indian 
economic policy, the growth of software industry is in 
commendable position. Due to cost advantage, 
availability of skilled manpower, quality services are the 
main reasons for the growth of IT industry in India. The 
perception of the effects of stress on an individual has 
changed. Stress is not always dysfunctional in nature, 
and, if positive, can prove one of the most important 
factors in improving productivity within an organization 
(Spielberger, 1980). If not positive, stress can create a 
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number of physical and psychological disorders among 
employees, and can be responsible for frustration, 
haste, and job dissatisfaction. As a result, the lack of 
work may cause complacency within the organization. 
Stress is, therefore, multidimensional, and its results 
depend on whether employees perceive it as a problem 
or a solution.  

Different studies have classified occupational 
stress in terms of physical environment; role stressors, 
organizational structure, job characteristics, professional 
relationships, career development, and work-versus-
family conflict (see Burke, 1993). Cooper and Marshall 
(1976) add to this list factors intrinsic to a job, the 
management’s role, and professional achievements. 
Based on these complexities, stressors can be grouped 
into two main categories: (i) job-related stressors, and 
(ii) individual-related stressors. Stress is a slow and 
insidious malady which is an unavoidable one and a 
common problem in the workplace. The level of stress 
and its amount of consequences vary between 
organizations based on the nature and type of work 
practices. Organization must begin to manage people at 
work differently, treating them with respect and valuing 
their contribution. Recognition, participation and 
continuous training of employees are required to retain 
the skilled employees. Stress issue has become 
contemporary, being an occupational hazard in fast 
pacing IT profession, needs to be addressed without 
delay. Hence the importance of the study of stress at 
various levels, among IT employee is growing. At 
organizational level, well designed coping strategies 
have become the attention of companies like Tata 
Consultancy Services, Infosys, Wipro, Microsoft, and 
Cognizant etc., Stress can make an individual 
productive and constructive when it is identified and well 
managed. In times of great stress or adversity, it‘s 
always best to keep busy, to plough anger and energy 
into something positive. Positive attitude and meditation 
will be helpful for coping the stress. Having broader 
perspective of life will definitely change the perception of 
stress. Let us hope that we will be successful eliminating 
stress for our healthy lifestyle as well as organizational 
well-being. Stress is measured using a number of 
instruments. Our focus, however, is organizational role 
stress (ORS), which measures total role stress. We use 
Pareek’s (1983) scale, which evaluates respondents’ 
quantum of stress in terms of total ORS scores. It also 
measures the intensity of the following ten role stressors 
that contribute to the total ORS score: 

1. Inter-role distance (IRD): Conflict between 
organizational and non-organizational roles. 

2. Role stagnation (RS): The feeling of being “stuck” in 
the same role. 

3.
 

Role expectation conflict (REC): Conflicting 
expectations and demands between different role 
senders.

 

4. Role erosion (RE): The feeling that functions that 
should belong to the respondent’s role are being 
transformed/performed or shared by others. 

5. Role overload (RO): The feeling that more is 
expected from the role than the respondent can 
cope with. 

6. Role isolation (RI): Lack of linkages between the 
respondent’s role and that of other roles in the 
organization. 

7. Personal inadequacy (PI): Inadequate knowledge, 
skills, or preparation for a respondent to be effective 
in a particular role. 

8. Self-role distance (SRD): Conflict between the 
respondent’s values/self-concepts and the 
requirements of his or her organizational role. 

9. Role ambiguity (RA): Lack of clarity about others’ 
expectations of the respondent’s role, or lack of 
feedback on how others perceive the respondent’s 
performance. 

10. Resource inadequacy (RIn): No availability of 
resources needed for effective role performance. 

II. Review of Literature 

Darshan et al (2009)1 in their article, A study on 
professional stress, depression and alcohol use among 
Indian software professionals, observed that the 
software employees are professionally stressed and are 
at 10 times higher risk for developing depression and 
also significantly increase the incidence of psychiatric 
disorders. Preventive strategies like training in stress 
management, frequent screening to identify professional 
stress and depression at the initial stages and 
addressing these issues adequately might help the 
software professionals cope with their profession better 
without affecting their lifestyle and health. Saurabh 
Shrivastava and Prateek Bobhate (2010)2 in their study, 
Computer related health problems among software 
professionals in Mumbai: A cross-sectional study, 
investigated that Ocular discomfort, musculo-skeletal 
disorders and psycho-social problems form key 
category of health problems found among constant 
computer users. This study has also brought into focus 
factors contributing to the occurrence of these 
problems. Thus, the problem requires a multidisciplinary 
action and hence there is an immediate need for the 
concerned authorities to collaborate and enforce 
suitable preventive measures. 

Jakkula Rao and Chandraiah (2011)3 in their 
article, Occupational stress, mental health and coping 
among information technology professionals, found that 
job satisfaction and mental health are correlated but not 
significant. However, job satisfaction was positively and 
significantly correlated with coping behaviour. The 
mental health is negatively and significantly correlated 
with occupational stress. It can be explained that as job 
satisfaction and mental health increases coping 

  
  
 

   
 

  
G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
IV

  
Is
su

e 
V
II 

V
er
sio

n 
I 

24

  
 

( DDDD
)

Y
e
a
r

20
14

c

© 2014   Global Journals Inc.  (US)

Job Stress in Software Companies: A Case Study of HCL Bangalore, India



behaviour increases. And as stress increases mental 
health decreases. Kesavachandran et al (2012)4 in their 
study, Working conditions and health among employees 
at information technology - enabled services: A review of 
current evidence, identified that muscular-skeletal 
disorders, ocular disorders and psycho-social problems 
were some of the key health problems observed among 
software professionals. There is a need for 
implementation of the programs that include the 
concepts of ergonomics, health education, training of 
personnel to prevent and overcome the morbidity, as 
well as psycho-social problems among workers in 
software industry. 

Michael R. Frone (2008), the relationship of 
work stressors, those work over load and job insecurity, 
to employees alcohol use illicit drug use resulted, 
support the relation of work stressors to alcohol and 
illicit drug use before work, during the workday, and 
after work. Vijay V. Raghavan, (2010), the effect of 
flexible work schedule, employee support and training, 
and telecommuting as potential coping resources to 
relieve stress. Perceived workload, role ambiguity, work 
facilitation, and decision latitude are potential stressors 
of IT professionals. Removing role ambiguity and 
improving work facilitation reduce work-related stress 
and allowing employees to have flexible work schedules 
ease their perceptions of workload. Sahana Charan, 
(2007), High work pressure, long hours in front of the 
computer and a fast-paced lifestyle, if these factors 
team up to weaken your physical health, here is one 
more strong reason why they are simply unhealthy: 
mental health professionals are now convinced that an 
increasing number of persons working in the IT and IT-
enabled services sector fall prey to depression, because 
of the high stress they undergo. Murali Raj, (2009), 
Depression is usually related to work and stress these 
people undergo because of the pressure to perform 
better, compete with other colleagues and meet tight 
deadlines. Most of their work is target-oriented and if 
targets are not met, it can lead to anxiety. Peers are not 
very supportive as they also competing in the same 
field. Moreover, insecurity about the job may lead to 
feelings of expression.  

Elkin and Rosch (1990) have summarized a 
wide range of other strategies which are directed 
towards increasing worker autonomy, participation and 
control. These strategies include: redesigning tasks, 
redesigning the physical work environment, role 
definition and clarification, establishing more flexible 
work schedules, participative management, employee-
centred career development programmes, providing 
feedback and social support for employees and more 
equitable reward system. These are approaches which 
could prevent stress at work rather than treat stress 
once it has developed. 75% to 90% of all visits to 
primary care physicians are for stress-related 
complaints. 

• 40% of job turnover is due to stress; Up to 80% of 
on-the-job accidents are stress-related. 

 
• The annual cost to Canadian companies due to 

stress-related disorders is $12 billion Absenteeism 
due to stress has increased by over 300% since 
1995 

 
• Employees in extreme workplace stress conditions 

suffer from: more than triple the rate of 
cardiovascular problems; over five times the rate of 
colorectal cancer; up to three times the rate of back 
pain  

 
• Problems at work are more strongly associated with 

health complaints than are any other life stressor; 
more so than even financial problems or family 
problems 

 
Every year in Japan around 30,000 deaths 

occur because of Karoshi (over work). In a study 
conducted by Delhi based NGO - Saarthak in 30 Indian 
companies, it was found that 50% of the employees 
suffered from stress related problems. Further, in the 
studies conducted in the US and UK, it was found that 
more than 60% of employees complain to be stressed 
out in their jobs. Pestonjee and Singh (1983) study the 
psychodynamics of people working in the field of 
computers as software or hardware personnel. In this 
study job satisfaction and morale were taken, as 
dependent variables and alienation, participation, 
involvement and role stress were independent variables. 
It was hypothesized that personas scoring high on the 
role stress measure would be less satisfied and obtain 
lower scores on the morale measure in comparison to 
those who scored low on the role stress measure. Singh 
(1987) conducted another study related to computer 
professionals. While reviewing the literature, he noted 
that there are very few studies on computer 
professionals and foreign researchers using foreign 
samples conduct all of them. All such studies have 
reported that job dissatisfaction, high role stress and 
high rate of turnover are common phenomena related to 
computer professionals. 

Mishra et al (1997) studied the nature and inter 
relationship between motivation and role stress on 
entrepreneurs in and around Delhi. The major findings of 
the study revealed that women entrepreneurs scored 
higher on the motivational variables namely safety, 
belongingness, self-esteem and self-actualisation as 
compared to role stagnation, role isolation and role 
ambiguity. Self-esteem was associated positively and 
significantly with role overload. Sharma et al (2001) 
found that gender related unequal division of domestic 
duties when coupled with a job, may not result in more 
severe psychological or subjective health impairments. It 
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was found that job provides women with means of 

-American Institute of Stress

-Statistics Canada

-Health Canada

St.Paul Fire and Marine Insurance Co.



feeling useful and important and provides an 
opportunity to interact with people and this could be the 
important source of satisfaction for women. The study 
also revealed that paid work enhances the status of the 
employee resulting in enhanced self-esteem. Matthews 
et al. (2006), in his study compared EI and the 
personality factors of the Five Factor Model (FFM) as 
predictors of task-induced stress responses. Results 
confirmed that low EI was related to worry states and 
avoidance coping, even with the FFM statistically 
controlled. However, EI was not specifically related to 
task-induced changes in stress state.

 
III.

 
Objective

 
of Study

 
1. To study on job stress among employees of 

software industries. 
2. To examine the relaxation techniques practiced in 

the organization. 
3. To study the relationship between self-esteem and 

stress. 
4. To ascertain the impact of job stress on personal 

health of employees. 
5. To give some suggestions for future studies. 

IV. Conceptual basis of the Study 

This qualitative study takes the lead from a 
recent survey (2010), published in the Journal of 
Occupational and Environmental Medicine, and noted 
that for those working 12 hours a day, there was a 37% 
increase in risk of illness

 
and injury in comparison to 

those who work fewer hours. And another study done by 
North-western National Life, reports that one-fourth of 
employees view their jobs as the number one stressor in 
their lives. A St. Paul Fire and Marine Insurance Co. 
study concluded that problems at work are more 
strongly associated with health complaints than any 
other life stressor, even financial or family problems.

 

Sethy and Schulter (1996) outlined four major 
reasons why job stress and coping have become 
important issues:

 
 

 
 

  
 

  

  
 

According to Global business and Economic 
Roundtable of Addiction and Mental Health, the top 9 
stressors are:

 

  

Less control employees have over their 
situations, the greater their stress. Solicit and consider 
employee suggestions, comments and input. 

 

b)
 

Lack of Communication
 

Try communicating early and often, making sure 
you listen as often as you deliver news or observations. 

 

c)
 

No Appreciation 
 

When is the last time you praised an employee 
for a job well done? Say “Thank you” more often. Put it 
in writing for even greater impact. Corporate wellness is 
a good investment, with a strong return on investment.

 

d)
 

No Feedback, good or bad
 

Don’t wait until the annual review to let 
employees know how they’re doing. They wonder every 
day. Career and Job ambiguity Uncertainty about 
opportunity within the company or job security can lead 
to a feeling of loss of control. Keep employees clear 
about performance goals, room for advancement and 
how your organization is doing. 

 

e)
 

Unclear Policies and no Sense of Direction
 

Clearly communicate policies and company 
goals, and alert top management if employees need 
further clarity. 

 

f)
 

Mistrust, Unfairness and Office Politics
 

It’s important to treat everyone the same and 
perfectly appropriate to reprimand someone who is 
negative about other employees. Backbiting keeps 
everyone on edge. 

 

g)
 

Pervasive Uncertainty
 

This results from inadequately explained or 
unannounced changes. Meet with people individually to 
review changes. Follow those meetings with a written 
memo so everyone can review the facts after emotions 
have died down.

 

h)
 

Random Interruptions 
 

Telephone calls, e-mails, walk-ins and 
supervisor demands can keep employees from 
completing the work at hand. Consider time 
management training to help people prioritize and 
delegate. 

 

i)

 

The Treadmill syndrome 

 

Having too much or too little to do results in

 

self-defeating behaviour that can lead to high stress. 
Make sure work is evenly divided, and hire additional 
help where needed.

 

The research problem is formulated on the 
basis of vast study of related literature survey which 
provides theoretical background and conceptual frame 
work to this study which broaden knowledge base in this 
area of research. The research takes the lead from the 
following dimensions; those are the impact of stress on  
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a) Lack of Control 

1. Concern for individual employee health and well-
being: (E.g. coronary heart disease, high blood 
pressure, job related accidents).

2. The financial impact on organization: (Including days 
lost due to stress related illness and injury).

3. Organizational effectiveness: for organizational 
health and wellbeing.

4. Legal obligations: on employers to provide safe and 
healthy working environment.



 
  

  
  
  

  
  
  
  

  
  
  
  

  
  
  
  

V.

 

Hypothesis

 

The Hypotheses may be stated as:

 

1.

 

The relationship between the profile of the individual 
and the level of job stress in the company.

 

2.

 

The relationship between esteemed employees and 
stress.

 

3.

 

The relationship between Gender and Personal 
health.

 

4.

 

The relationship between marital status and 
personal health.

 

5.

 

Organizational level of outcomes is dependent on 
occupational stress.

 

VI.

 

Analysis

 

and

 

Discussion

 

The study is based on a survey conducted in 
HCL in Bangalore with sample size 100. Out of total 
sample, 69 were men and rest women. The respondents 
were software professionals at lower and middle levels 

 

with a mean of about 5 years in the company.

 

When the main cause of stress was asked from 
the employees the main reasons came out to be:-

 

1.

 

Work environment

 

2.

 

Supervision

 

3.

 

Workloads

 

4.

 

Social injustice

 

5.

 

Organisational culture

 

6.

 

Fear of loss of job

 

7.

 

Operating style

 
 

 

Table 1

 

:

 

Sample description

 

Sample size=100

 
 

The chart below shows the different causes of 
stress faced by different groups of people along with 
their percentage. 

 
  

AGE GROUP

 

SAMPLE SIZE

 

20-29

 

18

 

30-34

 

24

 

35-39

 

36

 

>40

 

22
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body, mind, behaviour and emotions on the basis of 
review of literature.
Impact of stress in various dimensions
• Impact on Body

1. Headaches, taut muscles, breathlessness
2. Worrying, muddled thinking, night mares
3. Accident prone, loss of appetite

• Impact on Mind
1. Loss of confidence, more fussy
2. Frequent infections, skin irritations
3. Impaired judgment, indecisions

• Impact on Behaviour
1. drinking and smoking more
2. irritability, depression, apathy
3. Fatigue, muscular twitches

• Impact on Emotions
1. Negativity, hasty decisions
2. Loss of sex drive, insomnia
3. Alienation, apprehension

Analysis of the Table 1 statistics

Table1: shows sample description on the basis 
of employee’s age group. 



• Impact on Body  

From the Table 1, 93% of employees from >40 
age group felt high level of stress impact on body 
followed by 84% from 35 -39 age group, 72% from 30 -
34 age group and 66% from 20 -29 age group. 
Headaches, fatigue, Hypertension, Coronary artery 
diseases, Skin disease etc. are impacts of stress. The 
data obtained from the employees, draw the attention 
and alarming the individual as well as the company. 
Considering the physical stress when they were asked 
about the number of hours they were working daily the 
answer was-  

20-…

30-…

35-…

>40

0

10

20
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40
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supervision 
workload

social injustice
organisational 
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causes of stress

Number of employees who felt high level stress from 
mentioned stressors
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  In a sample space of 100 employees, 16% of 
employees work for 4-6 hours a day, 32% works for 6-8 
hours, 30% works for 8-10 hours while 22% works for 
10-12 hours daily. When asked about the overtime

 
they 

have to do, 28% said employees saying always were 
mainly from age group 20-29. 54% of employees said 
often while 18% of employees said they worked 
overtimes rarely. 

 •
 

Impact on Mind
 

 

VII. Conclusions 

93% of employees from 35 -39 age group felt 
high level of stress impact on mind followed by 91% 
from the age group of 30 -34 and 80% from the rest age 
groups. Stress on mind causes Depressions, Anger, 
Irritability, Mood swings, Lack of self-confidence etc. 
which leads to vulnerable effect on individual. When 
asked that do they feel that they are constantly under 
pressure going from one deadline to another, 52% of the 
employees said always, 31% of the employees said 
often while 17% of the employees said sometimes.  
When asked that do they feel that they have lost or 
losing a sense of control in their life and that the balance 
they need is gone, 53% of the employees said always, 
29% of the employees said often while 18% of the 
employees said sometimes.  When asked about how 
they feel while working in the organization, the answers 
were unexpected. Only 26% of the people were feeling 
satisfied or great and rest were just working as if they 
were no other options. Remaining 74% were frustrated, 
depressed or unable to concentrate. The following pie 
chart shows their percentage. 
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Optimized Anomaly based Risk Reduction using 
PCA based Genetic Classifier 

C. Kavitha α & Dr. K. Iyakutti σ 

Abstract- Security risk analysis is the thrust area for the 
information based world. The researchers in this field deployed 
numerous techniques to overcome the information security 
oriented problem. In this paper the researcher tried for a 
approach of using anomaly detection for the risk reduction. 
The hub initiative for this work is that the anomalies are the 
deviation which could increase the percentage of risk. The 
anomaly detection is guided by the PCA and the genetic 
based multi class classifier is used. The classification is 
induced by the decision tree approach were the genetic 
algorithm is set out for the optimization in the process of 
finding the nodes of the tree. The proposed approach is 
evaluated with the bench mark on PCA based ANN classifier. 
The proposed approach outperforms the existing one. The 
results are demonstrated. 

 anomaly detection, PCA, genetic algorithm. 

I. Introduction 

he day to day operations of any enterprise is highly 
prone to hijack of information. It is very essential 
part of any enterprise is to put an eye on the 

security measures so as to minimize the risk of 
information hijack. The information leaking is not only 
affecting the day to day activities of the enterprise but 
also restricts the long term viability of the enterprise. 
Networks play an important role in the information 
interchange. Without the communication many of the 
operation in the gross root level to executive level will be 
affected. The communication is the back bone of the 
information and resource sharing. At the same time the 
network communications are highly riskier because of 
the intruders. In order to provide a secured information 
exchange among the enterprise, the first work to be 
done is to strengthen the network security. The core 
point of information security is risk management [1]. The 
people employed with this area use various control and 
counter measures to defend the security vulnerabilities, 
but such practices not fulfill the system to be protected 
against the terrorization due to the intrinsic weakness of 
the security systems. 

Network security measure could be employed 
on two phases, either the proactive strategy or the 
reactive strategy. Always the proactive  strategy  plays  a  
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key role for the risk reduction in the information loss and 
thereby increasing the security level for the enterprise. 
This paper discuss about a proactive strategy which 
uses the anomaly detection for the risk reduction. 
Intrusion detection techniques can be categorized in 
misuse detection and anomaly detection. Misuse 
detection systems find intrusions by matching sample 
data to known intrusive pattern. Anomaly detection 
systems find intrusion by analyzing the deviation from 
normal activities profiles that are retrieved from historical 
data. Intrusion detection is a critical component of 
secure information systems [2]. 

The anomaly detection is based on a genetic 
classifier. This evolutionary strategy is used for the 
anomaly detection to detect the unusual patterns in the 
historical data and able to classify the test data. 
Evolutionary algorithms are a solid but computationally 
expensive heuristic. Nevertheless, progressively faster 
computational resources have allowed evolutionary 
algorithms to be increasingly used in a variety of 
applications over the years [3]. To facilitate the 
evolutionary algorithms to come out of the above said 
drawback Principal Component Analysis (PCA) is 
employed as a preprocessing measure in this paper. 

The paper is organized in the following 
sections as section 2 talks about the background study 
of the concepts deployed in the paper, section 3 
discuss on the existing methodology of the core 
problem. Problem formulation is thrashed out in the 
section 4. Section 5 deals with the proposed approach 
of this paper. The experimental details and the results 
obtained are depicted in the section 6. Discussion on 
the results is carried out in the section 7. Section 8 
concludes the paper.  

II. Background Study 

This section briefly discuss on the concepts 
used in this paper. Information security, Anomaly 
detection, Evolutionary algorithms, Classification, 
Genetic algorithm, PCA is conferred in this section. 

a) Information security 
In today’s fast-changing IT world, even the best 

available security is insufficient for the latest 
vulnerabilities in various products, and against 
malware/attacks created to target those vulnerabilities. 
While cyber-security cannot be 100 per cent fool-proof, 
we can still try to achieve the maximum security possible 
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[4]. The purpose of the intrusion detection system is to 
help the computer system on how to deal with the 
attacks that IDS is collecting information from several 
different sources within the computer systems and 
networks and compares this information with pre 
existing patterns of discrimination as to whether there 
are attacks or weaknesses [5]. The goal of an intrusion 
detection system is to provide an indication of a 
potential or real attack. An attack or intrusion is a 
transient event, whereas vulnerability represents an 
exposure, which carries the potential for an attack or 
intrusion. The difference between an attack and 
vulnerability, then, is that an attack exists at a particular 
time, while vulnerability exists independently of the time 
of observation. Another way to think of this is that an 
attack is an attempt to exploit vulnerability [6]. An 
intrusion detection system examines system or network 
activity to find possible intrusions or attacks. Intrusion 
detection systems are either network-based or host-
based.  The information security is highly reliable on 
intrusion detection in the network since the network is 
the channel for the intrusion and provides the ways of 
mishandling the information. The intrusion could be 
detected in three ways  
• Event or Signature-based Analysis 
• Statistical Analysis 
• Adaptive Systems 

The event, or signature-based, systems function 
much like the anti-virus software with which most people 
are familiar. The vendor produces a list of patterns that it 
deems to be suspicious or indicative of an attack; the 
IDS merely scan the environment looking for a match to 
the known patterns. The IDS can then respond by taking 
a user-defined action, sending an alert, or performing 
additional logging. This is the most common kind of 
intrusion detection system. 

A statistical analysis system builds statistical 
models of the environment, such as the average length 
of a telnet session, and then looks for deviations from 
“normal”. After over 10 years of government research, 
some products are just beginning to incorporate this 
technology into marketable products. 

The adaptive systems start with generalized 
rules for the environment, then learn, or adapt to, local 
conditions that would otherwise be unusual. After the 
initial learning period, the system understands how 
people interact with the environment, and then warns 
operators about unusual activities. There is a 
considerable amount of active research in this area.  

Intrusion detection based on anomaly detection 
techniques has a significant role in protecting networks 
and systems against harmful activities [7]. 

b) Anomaly detection 
Anomaly Detection is an important alternative 

detection methodology that has the advantage of 

defending against new threats not detectable by 
signature based systems. In general, anomaly detectors 
build a description of normal activity, by training a model 
of a system under typical operation, and compare the 
normal model at run time to detect deviations of interest. 
Anomaly Detectors may be used over any audit source 
to both train and test for deviations from the norm [8]. 
The goal of the anomaly detection is to find all objects 
that are different to other objects. Anomaly detection 
finds extensive use in a wide variety of applications such 
as fraud detection for credit cards, insurance or health 
care, intrusion detection for cyber-security, fault 
detection in safety critical systems, and military 
surveillance for enemy activities [9]. The challenges of 
the anomaly detection is listed in [9] as follows 

• Defining a normal region which encompasses every 
possible normal behavior is very difficult. In addition, 
the boundary between normal and anomalous 
behavior is often not precise. Thus an anomalous 
observation which lies close to the boundary can 
actually be normal, and vice-versa. 

•
 

When anomalies are the result of malicious actions, 
the malicious adversaries often adapt themselves to 
make the anomalous observations appear like 
normal, thereby making the task of defining normal 
behavior more difficult.

 

•
 

In many domains normal behavior keeps evolving 
and a current notion of normal behavior might not 
be sufficiently representative in the future.

 

•
 

The exact notion of an anomaly is different for 
different application domains. Thus applying a 
technique developed in one domain to another is 
not straightforward.

 

•

 

Availability of labeled data for training/validation of 
models used by anomaly detection techniques is 
usually a major issue Often the data contains noise 
which tends to be similar to the actual anomalies 
and hence is difficult to distinguish and remove.

 

c)

 

Evolutionary algorithms

 

Evolutionary algorithms are stochastic search 
methods that mimic the metaphor of natural biological 
evolution [10]. Evolutionary algorithms operate on a 
population of potential solutions applying the

 

principle of 
survival of the fittest to produce better and better 
approximations to a solution. At each generation, a new 
set of approximations is created by the process of 
selecting individuals according to their level of fitness in 
the problem domain and breeding them together using 
operators borrowed from natural genetics. This process 
leads to the evolution of populations of individuals that 
are better suited to their environment than the 
individuals that they were created from, just as in natural 
adaptation. Evolutionary computation (EC) techniques 
can be used in optimization, learning and design [11].
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The most important components of any one of 
the variants of an evolutionary algorithm is given by [12] 
as 

• Representation  

• Evaluation function 

• Population 

• Parent selection mechanism 

• Variation operators, recombination and mutation 

• Survivor selection mechanism 

d) Classification 
Classification consists of predicting a certain 

outcome based on a given input. In order to predict the 
outcome, the algorithm processes a training set 
containing a set of attributes and the respective 
outcome, usually called goal or prediction attribute. The 
algorithm tries to discover relationships between the 
attributes that would make it possible to predict the 
outcome. Next the algorithm is given a data set not seen 
before, called prediction set, which contains the same 
set of attributes, except for the prediction attribute –not 
yet known. The algorithm analyses the input and 
produces a prediction. The prediction accuracy defines 
how “good” the algorithm is [13]. These data analysis 
help us to provide a better understanding of large data. 
Classification predicts categorical and prediction 
models predict continuous valued functions [14]. 

e) Genetic algorithms 

A genetic algorithm is a class of adaptive 
stochastic optimization algorithms involving search and 
optimization [15]. Genetic algorithms were first used by 
Holland (1975). Genetic Algorithms (GAs) are adaptive 
heuristic search algorithm based on the evolutionary 
ideas of natural selection and genetics. As such they 
represent an intelligent exploitation of a random search 
used to solve optimization problems. Although 
randomized, GAs are by no means random, instead 
they exploit historical information to direct the search 
into the region of better performance within the search 
space. The basic techniques of the GAs are designed to 
simulate processes in natural systems necessary for 
evolution; especially those follow the principles first laid 
down by Charles Darwin of "survival of the fittest." Since 
in nature, competition among individuals for scanty 
resources results in the fittest individuals dominating 
over the weaker ones. [16] 

f) Principal Component Analysis 

Principal component analysis is appropriate 
when you have obtained measures on a number of 
observed variables and wish to develop a smaller 
number of artificial variables (called principal 
components) that will account for most of the variance in 
the observed variables. The principal components may 
then be used as predictor or criterion variables in 

subsequent analyses [17]. Principal component analysis 
(PCA) is a standard tool in modern data analysis - in 
diverse fields from neuroscience to computer graphics 
because it is a simple, non-parametric method for 
extracting relevant information from confusing data sets 
[18]. 

III. Existing Methodologies 

Security risk assessment and mitigation are two 
vital processes that need to be executed to maintain a 
productive IT infrastructure [19].  Risk analysis is the 
basis of information protection, risk management, and 
risk in the process of information protection. Risk 
analysis includes process such as identification of 
activity, threat analysis, vulnerability analysis and 
guarantees [20]. The modern security analysis has 
employed the following techniques like Grey relational 
making approach [21], Fuzzy number arithmetic 
operational, Information entropy [22], Fuzzy weighted 
average approach [23] and Fuzzy measure and 
Evidence theory [24], Fuzzy AHP method [25-26].  

IV. Problem Formulation 

In the modern day of communication era 
Information security highly relies on the network security.  
In this paper the author tries to employ the anomaly 
detection mechanism as the base for the identification 
of the security risk factor. The core idea is the different 
behavioral pattern leads to the risk. So by the 
identification of the anomaly could be used to identify 
the risk.  

The major issues in the anomaly detection are 
the classification mechanism employed. The input data 
to classifiers is an extremely large set of features, but 
not all of features are relevant to the classes to be 
classified. Hence, the learner must generalize from the 
given examples in order to produce a useful output in 
new cases. Decision Trees (DTs) are a non-parametric 
supervised learning method used for classification and 
regression. The goal is to create a model that predicts 
the value of a target variable by learning simple decision 
rules inferred from the data features [27].  

The advantage of using this method is, it is 
simple to understand and to interpret. Trees can be 
visualized.  It requires little data preparation. Performs 
well even if its assumptions are somewhat violated by 
the true model from which the data were generated. 
Nonlinear relationships between parameters do not 
affect tree performance. At the same time we have to 
concentrate on the issues of Decision tree. Decision-tree 
learners can create over-complex trees that do not 
generalize the data well. This is called over fitting. 
Mechanisms such as pruning, setting the minimum 
number of samples required at a leaf node or setting the 
maximum depth of the tree are necessary to avoid this 
problem. 
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 Decision tree construction with GA Based 
classification takes

 
longer time then the traditional one 

although it eliminates many of the unnecessary features; 
this is one area where more research can be done, to 
improve the response time [28].  

 This paper aims to develop a risk reduction 
mechanism through the employment of the anomaly 
deduction mechanism through the application of 
dimension reduction by the PCA and the multi class 
classifier uses the GA. The pruning is done by the GA 
based K means clustering.

 

  

 
  

 

 

    

 

 
 

  
  
  
 

 
 

 
 

 
 

 

 

 
 

 

 
 

 
  

 

 

-      or there is no more samples left  

 

-     or there is no more new attributes to be put 
as the nodes. In this case we apply MAJORITY 
VOTING to classify the node.

 
  

•

 

Identify and remove branches that 
reflect noise or outliers using GA based 
K means Clustering 

 
Output:  Multi Class classified dataset

 VI.

 

Experiments

 

and

 

Results

 The experiment is carried out with the NSL KDD 
data set. Initially the normalization is done through the Z 
–score. This method preserve range (maximum and 
minimum) and introduce the dispersion of the series ie, 
standard deviation. With elementary algebraic 
manipulations, it can be shown that a set of Z -score 
has a mean equal of zero and a standard deviation of 
one. Therefore, Z -scores constitute a unit free measure 
which can be used to compare observations measured 
with different units [29].  PCA is employed for the linear 
projection of high dimensional data into a lower 
dimensional subspace. Genetic algorithm based multi 
class classifier using the decision tree induction is 
deployed for the classification. The tree pruning is done 
by the GA based K means clustering.

 
The results obtained are evaluated based on 

the following performance metrics

 
•

 

Entropy

 •

 

F measure

 •

 

Feature reduction

 •

 

Accuracy

 •

 

Error Rate

 •

 
Time taken for the classification

 The experiment is carried out and the results are 
evaluated against the classifier proposed in [30]. The 
results are shown as the graphical representation as 
follows

 

 
Figure 6.1

 
:
 

Comparison based on entropy measure
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V. Proposed Approach

The algorithm of the proposed approach is 
described as follows.
Input: NSL KDD dataset
Step 1: preprocessing is done by the normalization using 
Z score

/* a set of n scores each denoted by   and 
whose mean is equal to   and whose standard deviation 
is equal to   is transformed in Z -scores as

𝑍𝑍𝑛𝑛= 𝑥𝑥𝑛𝑛− 𝑥𝑥�
𝑠𝑠

*/
Step 2:  Application of PCA for the dimensionality 
reduction
/* PCA algorithm 
a. Mean center the data 
b. Compute the covariance matrix of the dimensions
c. Find eigenvectors of covariance matrix
d. Sort eigenvectors in decreasing order of Eigen 

values
e. Project onto eigenvectors in order (The eigenvector 

with the highest Eigen value is the Principle 
component of the data)

f. Keep only the terms corresponding to the principle 
component.

*/

Step 3:  Multi class classifier guided by genetic algorithm
/* ID3 algorithm to build the decision tree guided by 
Genetic algorithm  
Step 3: (a)Tree construction

a. choose one attribute as  the root with highest 
information gain and put all its values as 
branches

b. Apply GA for the choosing recursively internal 
nodes (attributes) with their proper values as 
branches.

c. Stop when 

Step 3: (b) Tree pruning

- all the samples (records) are of the same 
class, then the node becomes the leaf 
labeled with that class 



 

Figure 6.2
 
:
 
Comparison based on F-measure

 

 

Figure
 
6.3

 
:
 
Comparison based on feature reduction on 

Normal attack data
 

 

Figure
 
6.4

 
:
 
Comparison based on feature reduction on 

DOS attack data
 

 

Figure
 
6.5

 
:

 
Comparison based on feature reduction on 

Probe attack data
 

 

Figure

 

6.6

 

:

 

Comparison based on feature reduction on 
U2R attack data

 

 

Figure

 

6.7

 

:

 

Comparison based on feature reduction on 
R2L attack data

 

Figure 6.8 :

 

Comparison based on Training time Taken 
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Figure 6.9 : Comparison based on testing time taken 

 

Figure
 
6.10

 
:
 
Comparison based on prediction accuracy 

of the classifier
 

 

Figure 6.11
 
:
 
Comparison based on error rate of the 

classifier
 

VII.
 

Discussion
 

The proposed classifier based on the PCA for 
the dimensionality reduction and the genetic algorithm 

with K-means for the decision tree induction is 
outperforming the existing methodologies. 

Table 7.1 : Percentage of improvement of the proposed 
approach based on Entropy 

 PCA 
based 
ANN 

Classifier 

PCA 
based 

Genetic 
Classifier 

Percentage 
of 

Improvement 

Entropy 0.1897 0.1293 31.83975 

Table 7.2 : Percentage of improvement of the proposed 
approach based on F-Measure 

 PCA 
based 
ANN 

Classifier 

PCA 
based 

Genetic 
Classifier 

Percentage 
of 

Improvement 

F 
measure 

0.8652 0.8874 2.50169 

VIII. Conclusion 

The risk reduction in the information security is 
being carried out by the anomaly detection. The 
classification task is the challenging work in this type of 
detection. In this paper an optimized approach for the 
classifier is proposed. PCA is employed for the 
dimensionality reduction. Genetic algorithm is employed 
for the construction of the tree nodes in the building 
process of the decision tree. The tree pruning is being 
employed by the clustering approach, which is being 
guided by the Genetic algorithm. The experimental 
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results are demonstrated and the proposed approach is 
proven to be the best suited from the classical ANN 
classifier. 
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 The Author can submit the paper either online or offline. The authors should prefer 
online submission.Online Submission: There are three ways to submit your paper: 

(A) (I) First, register yourself using top right corner of Home page then Login. If you 
are already registered, then login using your username and password. 

      (II) Choose corresponding Journal. 

      (III) Click ‘Submit Manuscript’.  Fill required information and Upload the paper. 

(B) If you are using Internet Explorer, then Direct Submission through Homepage is 
also available. 

(C) If these two are not convenient, and then email the paper directly to 
dean@globaljournals.org.  

Offline Submission: Author can send the typed form of paper by Post. However, online 
submission should be preferred.                    
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Preferred Author Guidelines    

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
Paper Title should be of Font Size 24 with one Column section. 
Author Name in Font Size of 11 with one column as of Title. 
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
Main Text: Font size 10 with justified two columns section 
Two Column with Equal Column with of 3.38 and Gaping of .2 
First Character must be three lines Drop capped. 
Paragraph before Spacing of 1 pt and After of 0 pt. 
Line Spacing of 1 pt 
Large Images must be in One Column 
Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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