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Enhance the Performance of Chaotic Generator in the Filed of 
Cryptography: A Secret Key Generation  Approach 

                  By Sona Mishra,  Richa Shrivastava   &  Abhinav Tiwari 
                                                       

Abstract- The main focus of this research paper is to propose and improvement of the data security using 
encryption and decryption method in ANN based chaotic generator of original value. The Binary value 
sequence of ASCII CODE   is converted with two initial parameter, and converted value is again decrypted with 
same initial parameter. In which consists of Binary value of ASCII Code, chaotic neural network algorithm was 
used for encryption and decryption and it generates the chaotic sequence of random value for each A to Z 
letter.  The generated random value is the encrypted binary ASCII values of A to Z sequence of original ASCII 
Code binary value, with same initial parameter. For simulation MATLAB software is used. This paper also 
includes improved experimental results and complete demonstration that ANN Based Chaotic Generator is 
successfully perform the cryptography. 

ann based chaotic generator, chaotic neural network, cryptography. 
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I.
 

Introduction
 

ryptography is the exchange of information 
among the users without leakage of information 
to others. Many public key cryptography are 

available which are based on number theory but it has 
the drawback of requirement of large computational 
power, complexity and time consumption during 
generation of key [1].  

Cryptosystems are commonly used for 
protecting the integrity, confidentiality, and authenticity 
of information resources. In addition to meeting 
standard specifications relating to encryption and 
decryption, such systems must meet increasingly 
stringent specifications concerning information security. 
This is mostly due to the steady demand to protect data 
and resources from disclosure, to guarantee the 
authenticity of data, and to protect systems from web 

based attacks. For these reasons, the development and 
evaluation of cryptographic algorithms is a challenging 
task [2]. 

This paper is study and performance of ANN 
Based Chaotic Generator in the filed of Cryptography. 
The rest of the paper is organized as follows: section 2 
discusses background and related work in the field of 
chaotic neural  network  based  cryptography, section  3  
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discusses      implementation     section    4     discusses  
experimental report and test result and finally section 5 
discusses conclusion. 

II. Background and Related Work 

Ilker DALKIRAN, Kenan DANIS¸MAN introduced 
a research paper on Artificial neural network based 
chaotic generator for cryptology. In this paper, to 
overcome disadvantages of chaotic systems, the 
dynamics of Chua’s circuit namely x, y and z were 
modeled using Artificial Neural Network (ANN). ANNs 
have some distinctive capabilities like learning from 
experiences, generalizing from a few data and nonlinear 
relationship between inputs and outputs. The proposed 
ANN was trained in diffrent structures using different 
learning algorithms. To train the ANN, 24 different sets 
including the initial conditions of Chua’s circuit were 
used and each set consisted of about 1800 input-output 
data. The experimental results showed that a feed-
forward Multi Layer Perceptron (MLP), trained with 
Bayesian Regulation back propagation algorithm, was 
found as the suitable network structure. As a case study, 
a message was first encrypted and then decrypted by 
the chaotic dynamics obtained from the proposed ANN 
and a comparison was made between the proposed 
ANN and the numerical solution of Chua’s circuit about 
encrypted and decrypted messages [3]. 

Jason L. Wright , Milos Manic Proposed a 
research paper on   Neural Network Approach to 
Locating Cryptography in Object Code. In this paper, 
artificial neural networks are used to classify functional 
blocks from a disassembled program as being either 
cryptography related or not. The resulting system, 
referred to as NNLC (Neural Net for Locating 
Cryptography) is presented and results of applying this 
system to various libraries are described.[4]. 

Eva Volna, Martin Kotyrba, Vaclav 
Kocian,Michal Janosek developed a CRYPTOGRAPHY 
BASED ON NEURAL NETWORK. This paper deals with 
using neural network in cryptography, e.g. designing 
such neural network that would be practically used in 
the area of cryptography. This paper also includes an 
experimental demonstration [5]. 

T. SCHMIDT, H. RAHNAMA developed A 
REVIEW OF APPLICATIONS OF ARTIFICIAL NEURAL 

C 
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Abstract- The main focus of this research paper is to 
propose and improvement of the data security using 
encryption and decryption method in ANN based chaotic 
generator of original value. The Binary value sequence of 
ASCII CODE   is converted with two initial parameter, and 
converted value is again decrypted with same initial 
parameter. In which consists of Binary value of ASCII 
Code, chaotic neural network algorithm was used for 
encryption and decryption and it generates the chaotic 
sequence of random value for each A to Z letter.  The 
generated random value is the encrypted binary ASCII 
values of A to Z sequence of original ASCII Code binary 
value, with same initial parameter. For simulation MATLAB 
software is used. This paper also includes improved 
experimental results and complete demonstration that 
ANN Based Chaotic Generator is successfully perform the 
cryptography.
Keywords: ann based chaotic generator, chaotic neural 
network, cryptography.



 

 

NETWORKS IN CRYPTOSYSTEMS. This paper presents 
a review of the literature on the use of artificial neutral 
networks in cryptography. Different neural network 
based approaches have been categorized based on 
their applications to different components of 
cryptosystems such as secret key protocols, visual 
cryptography, design of random generators, digital 
watermarking, and steganalysis[2]. 

KARAM M. Z. OTHMAN , MOHAMMED H. AL 
JAMMAS introduced  IMPLEMENTATION OF NEURAL - 
CRYPTOGRAPHIC  SYSTEM USING FPGA. In this work, 
a Pseudo Random Number Generator (PRNG) based on 
artificial Neural Networks (ANN) has been designed. 
This PRNG has been used to design stream cipher 
system with high statistical randomness properties of its 
key sequence using ANN. Software simulation has been 
build using MATLAB to firstly, ensure passing four well-
known statistical tests that guaranteed randomness 
characteristics [6]. 

An Empirical Investigation of Using ANN Based 
N-StateSequential Machine and Chaotic Neural Network 
in the Field of Cryptography. In this work using two 
artificial neural networks in the field of cryptography. 
First One is ANN based n-state sequential machine and 
Other One is chaotic neural network[10]. 

a) Problem Definition   
In now a day’s secret key generation in the field 

of cryptography continues to be an active research field, 
as shown by the large number of papers being 
published. In this previous published research work now 
we are study their performance and various different 
way to perform cryptography [9]. We considered chaos 
based cryptography [3] [10]. but I found that the 
adopted approaches of perform cryptography and 
generating secret key is very complex , time consuming 
and  providing limited security during encryption in 
transmission end  or  decryption in receiving end. A 
Problem is arises Unauthorized user or hackers easily 
guess or predict secret key and view our confidential 
data and damage or modify it.  

b) Proposed Work 
In Cryptography, secret key generation scheme 

was proposed by ANN based Chaotic Generator. ANN 
based chaotic Generator system used chaotic neural 
network scheme for encryption and decryption [7]. In 
this paper ANN based chaotic generator is proposed for 
data encryption and decryption, it produces the outputs 
according to initial conditions and control parameter .We 
improve the level of performance of chaos based 
cryptography [10] using binary value of ASCII Code of A 
to Z letter instead of decimal value. A plain-text was 
encrypted and then obtained cipher text was decrypted 
by using the chaotic dynamics (control parameter and 
initial point), initial condition and control parameter act 
as a secret key in the field of cryptography. It is 
accepted that the initial conditions which were used in 

the training phase of the ANN model and the system 
parameters are known by both the transmitter and the 
receiver.

 

We adopted ANN based chaotic generator 
approach from et.al. [3] and increase the level of 
security from et. al. [10] and demonstrate by 
experimental result.

 

III.

 

Implementation

 

 
 

A network is called chaotic neural network if its 
weights and biases are determined by chaotic 
sequence. In this section we use a algorithm for 
performing encryption and decryption using chaotic 
neural network. 

 

ANN based chaotic generator Using CNN scheme

 

for 
encryption and decryption.

 

Step 1.

 

The chaotic Logistic map.

 

                            

    

Set the value of M.

 

Step 2.

 

The secret key is the control parameter μ

 

and 
the initial point x (0) of the Logistic map, which are all L-
bit binary decimals. Determine parameter μ

 

and initial 
point x (0).

 

Step 3.

 

The initialization procedure:

 

Generate the chaotic sequence x(1), x(2), 
x(3)… .. x(M) by the formula x(n + 1) = μx(n)                      
(1 –

 

x(n)) and create b(0), b(l), ..., b(8M –

 

1) from x(l), 
x(2),..., x(M) by the generating scheme that 0.b(8m –

 

8)b(8m –

 

7)….. b (8m –

 

2) b(8m –

 

l) … is the binary 
representation of                          x(m) for m = 1, 2,. . .

 

.,M.

 

Step 4.

 

The encryption procedure:

 

Depending upon the chaotic sequence a weight 
matrix and a bias matrix is obtained and the net input is 
obtained. Then a hard limiter is applied as a transfer 
function in order to obtain the digital encrypted data. For 
decryption the same network is used and the same 
initial value is used to generate the chaotic sequence 
and for decrypting the data successfully.
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Approach

μx(i − 1)(1 − x(i − 1)) 

For n=0 to M-1

g ( n ) =  

For    i=0 to 7                       

a) Secret Key Cryptography Through chaotic neural 
network



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

g = digital signal of length M and g (n)  0  ≤
 
M-1 , be the one-

 
byte value of the signal g at position n.

 

Step 5. The decryption procedure

 

The decryption procedure is the same as the 
above one except that the input signal to the decryption 
Chaotic neural network should be g’(n) and its output 
signal should be g”(n).     

 

b)

 

ANN based chaotic Generator

 
 

 

Figure
 
:
 
ANN based chaotic Generator

 

Working of Encryption and Decryption Using 
ANN Based Chaotic Generator

 

1.
 

In the transmitter, software based control unit 
decides the values of initial conditions and the ANN 
based chaotic generator produces the outputs 
according to those initial conditions. 

 

2.
 

In our experiment ASCII Char A to Z Binary
 
value 

was chosen as a plain-text. 
 

3.
 

The cipher-text is obtained by adding normalized 
data to the chaotic dynamic (μ

 
and x). 

 

4.

 

A tail which consists of initial condition, and 
normalization parameters, is tied to the cipher-text 
by the control unit and then the cipher-text with tail 
is transmitted. 

 

5.

 

In the decryption phase, the tail is firstly 
discriminated from the cipher-text and

 

the initial 
conditions are extracted from the tail by the control 
unit. 

 

6.

 

Then, the initial conditions are applied to the ANN 
based chaotic generator and the chaotic dynamic (μ

 

and x)    is produced by the generator, initial 
condition x and control parameter is act as secret 
key. 

 

7.

 

Finally the plain-text is obtained by subtracting the 
chaotic dynamic (μ

 

and x) from the cipher-text. The 
size of cipher-text is equal to the size of plain-text. 
But tying the tail to the cipher-text enlarges the size 
of encrypted

 

data. The size of tail is only 8 bytes

 

IV.

 

Experiment and Test Result

 

a)

 

Secret Key Cryptography by  chaotic neural network 

 

A chaotic network is a neural network whose 
weights depend on a chaotic sequence. The chaotic 
sequence highly depends upon the initial conditions and 
the parameters, x (0) and µ are set. It is very difficult to 
decrypt an encrypted data correctly by making an 
exhaustive search without knowing      x (0) and µ ().

 

b)

 

ANN based chaotic Generator

 

Example-

 

Binary value of ASCII CODE  'A'  Encryted with 
deiffrent Initial Conditions (Values of x (0) and µ ()).
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J 

=  

End

For i=0 to 7

  = f  

Where f(x) is 1 if x>=0

End
Where f(x) is 1 if x>=0

End

g ‘(n) =  
End

                                                  x(0)= 0.75  µ=3.9            x(0)= 0.85 µ=3.5             x(0)= 0.90 µ=3.2

            DEC           Bin                DEC           Bin                DEC           Bin                   DEC           Bin
A     =   97        01100001        199        11000111       233     11011111204       204       11001100



 

 

Decryption with same Initial conditions as below  -- 
 

 
 

 
   

 
 

 
 

 
 

 
 

 
  

It is clear from Example 01. that the binary value 
sequence of ASCII CODE A is encrypted and decrypted  
correctly by knowing the exact values of   x (0) and µ 
otherwise we get the wrong value sequences and also 
cleared that the Binary values of ASCII Code is more 
strong as compared to decimal values of ASCII Code , 
no longer pridiction is possible of binanry values. Initial 
point x (0) and  control parameter µ is act as a secret 
key. 

V. Conclusion 

It is clear that the binary value sequence of 
ASCII CODE is encrypted and decrypted  correctly by 
knowing the exact values of   x (0) and µ otherwise we 
get the wrong value sequences .And also clear that the 
binanry value is more strong enough as compre to 
decimal values. In this paper we successfully perform 
encryption and decryption with the help of  Chaotic 
neural  network and improve the level of security with the 
help of using binanry value of ASCII Code instead of 
decimal values . Network was trained with the help of 
back propagation algorithm in neural network. Above 
experiment clear that the Binary value of  ASCII CODE is 
encrypted and its decrypted with same  value of  
parameter  , encrypted value is decrypt only correctly by 
knowing the exact values of   x (0) and µ otherwise we 
get the wrong generated value sequences  . ANN based 
Chaotic generator provide high range of security in the 
field of cryptography. 
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                                                   x(0)= 0.75  µ=3.9           

            DEC         Bin                 DEC           Bin
A     =   199      11000111         97        01100001         

                                                   x(0)= 0.85 µ=3.5

             DEC           Bin              DEC           Bin
A     =   233        11011111     97        01100001         

                                                   x(0)= 0.90 µ=3.2

             DEC           Bin           DEC           Bin
A     =    204        11001100   97        01100001         
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Abstract-

 

Conventional approaches for collecting and reporting 
hematological data as well as diagnosing hematologic 
malignancies such as leukemia, anemia, e.t.c are based on 
subjective professional physician personal opinions or 
experiences which are influenced by human error, dependent 
on human-to-human judgments, time consuming processes 
and the blood results are non-reproducible. In the light of 
those human limitations identified, an automatic or semi-
automatic classification and corrective method is required 
because it reduces the load on human observers and 
accuracy is not affected due to fatigue. Case-Based 
Reasoning (CBR) as a multi-disciplinary subject that focuses 
on the reuse of past experiences or cases to proffer solution to 
new cases was adopted and combined with the power of 
Fuzzy logic to design a software model that will effectively 
mine hematology data. This study aim at helping the medical 
practitioners to diagnose and provide corrective treatment to 
both normal patients and patients with hematology disorder at 
the early stage which can reduce the number of deaths.

 

This 
aim is achievable by developing an intelligent expert system 
based on fuzzy logic and case-based reasoning for 
classification of hematology malignancy.

 

Keywords:

 

fuzzy logic, case base reasoning, 
hematology.

 

I.

 

Introduction

 

he most commonly ordered or frequently 
requested test in medicine is hematology tests 
otherwise known as the Full Blood Picture (FBP). 

Larry et al (2012) indicated that the initial Hemogram 
results are Red Blood Cell (RBC) count, Hemogbobin 
(HB) concentration, Packed Cell Volume (PCV), 
Hematocrit, and total White Blood Cell count (WBC), to 
which platelet count, Lymprocytes and Neutrophit were 
added as the necessary vital dye stains and the 
resolution were substantially improved. Hematological or 
blood data are tightly regulated trails with high clinical 
relevance. They provide clinical indicators of health and 
diseases and they are affected by a number of factors 
even in apparently healthy patients (Kelada et al, 2012;). 
These factors include age sex, ethnic

 

background, body 
build and social nutritional and environmental factors 
especially altitudes and genetic factors.

 

Several studies have shown that some of these 
hematological parameters exhibit considerably 
variations at different periods in life. Higher at birth than 

at any other period of life, the levels of these parameters 
decreases as human cells became hypochronic with the 
development of physiologic iron deficiency hematologic 
malignancies such as Anaemia. This explains that 
values outside the normal range are diagnostic for 
health disorders including cancer, immune diseases 
and other infections (Kelada et al, 2012). These 
parameters in turn have to be comprehended in context 
with vital signs and symptoms. 

Conventional approaches for collecting and 
reporting hematological data as well as diagnosing and 
classifying hematologic malignancies using techniques 
such as gene expression signatures are based on 
subjective professional physicians opinions or 
experiences which are influenced by human error, 
dependent on human-to-human judgments, time 
consuming process and the blood results are non 
reproducible (Armstrong et al ,2002; Leven et al 2003; 
Pascal et al, 2008; Minakshi and Sourabh, 2013). So, an 
automatic or semi-automatic classification method is 
required because it reduces the load on human 
observer and accuracy is not affected due to fatigue. 
Based on this evidence, the application of soft 
computing techniques such as fuzzy logy and case 
base reasoning have continued to expand the horizons 
of intelligent system development in the medical 
domain. 

Hullermeyer (2007) opted that Case based 
reasoning (CBR) methodology presents a foundation for 
new technologies for building intelligent computer aided 
diagnoses systems. These Technologies directly 
address the problems found in the traditional Artificial 
Intelligence (AI) techniques, e.g. the problems of 
knowledge acquisition, remembering, robust and 
maintenance.  CBR solves a new problem by retrieving 
and adapting solutions or parts of solutions of a 
previously solved problem. The idea of CBR has strong 
appeal because it is recognized that much of human 
expertise in experimented database and CBR is 
considered to capture this idea. The main concept that 
characterized CBR is that expertise reports in a 
particular field is collected as a repository of cases, and 
each experience and solution or outcome is confined 
and archived in the case base for reuse and future 
reference (Hoda, 2008). 

In another improvement, Livi et al., (2015) 
maintained that Zadeh (1988) has pioneered the 
concept of information granularity (IG) which has been 

T
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conceived with the aim of developing the so-called 
human-centered computation. Pedrycz (2013) upheld 
that human perceive and process complex information 
by organizing existing knowledge along with available 
experimental evidence and structuring them in a form of 
some meaningful, semantically sound entities, which are 
central to all ensuring supporting decision-making 
activities. Zadeh has expanded IG to include fuzzy logic. 
Fuzzy Logic (FL) helps computers to paint vivid pictures 
of the uncertain world by representing and manipulating 
data that are not precise but rather fuzzy. Fuzzy logic 
provides an inference methodology that helps 
appropriate human reasoning capabilities to be applied 
to knowledge-based system (Obi and imianvan, 2014). 

In this research using a CBR system will assist 
the physician to quickly diagnose the problem, provide 
pre-hospitalization aid to the patient and hence reduce 
the risk of death due to blood parameter in-balance, 
while fuzzy logic provides the conceptual framework for 
systematically analysis this un-précised and complex 
data of hematology parameter. It can recognize the 
types of blood parameter deficiency based on the 
evidence indentified from the blood data attributed, 
symptoms and their severity. The result and decision will 
be a suggestion that the human expert may accept or 
consider for further analysis, or completely reject it. We 
intend to implement this expert system using Matrix 
Laboratory (MATLAB) Software. 

II. Review of Related Works 

Artificial intelligent prediction is based on 
human-like learning ability in pattern recognition and 
generalization better known as machine learning and 
many machine learning algorithms have been designed 
and used to analyze medical datasets and proved to be 
indispensable tools for intelligent data analysis (Rosma, 
2009; Garibaldi and Ifeachor, 2000; Butcher, 2004; 
Mendonca, 2004; Liu et al., 2005). Obi and Imianvan 
(2014) presented an interactive neural fuzzy expert 
system for leukemia diagnosis. They combine the 
strength of soft computing techniques of Neural network 
and fuzzy system to model a medical procedures for 
indentifying one of the four types of blood malignancies-
leukemia based on available signs and symptoms. 
Bendi et al., (2011) performed a critical study of 
algorithms for Automatic classification used in medical 
fields and patients with liver diseases were analyzed. 
KNN, Back propagation and Support Vector Machine 
(SVM) are giving better results with all these features set 
combinations. Shahina et al., (2009) designed a 
computer-aided decision support system for analyzing 
and diagnosing stress-related disorders based upon 
finger temperature signals. The method of case-based 
reasoning is employed to make recommendations for 
stress diagnosis by retrieving and comparing with 
previous similar cases in terms of features extracted. 

Moreover, fuzzy techniques were incorporated to better 
accommodate uncertainty in clinicians reasoning as well 
as imprecision in case indexes. Hoda(2008) proposed a 
fuzzy case based reasoning for poison classification. 
The solution presented utilizes computer science field of 
artificial intelligence and it was realized through the 
Fuzzy Logic techniques and case based reasoning. The 
system developed was a complete stand-alone entity 
that can identify the types of poisoning and its’ 
percentage. It still utilizes the human expert’s 
intelligence. The identification it supplies is a suggestion 
that the human expert may accept or consider for further 
analysis, or completely reject. Guessoum et al. (2012) 
presented the combination of CBR and RBR in order to 
gather their powers within the same system. RBR has 
proved its performance in modeling of reasoning which 
can be explain by humans, that is why we adopted it to 
conceive the reuse phase of CBR process by an expert 
system. The inference engine associated to knowledge 
base and forwarding chaining ensure adaptation task by 
drawing inferences starting from the diagnosis found in 
the retrieval phase and basing on some attributes 
having highest weights whose values will compose the 
set of facts of our expert system. They also propose 
some heuristics traced for estimating the similarity on 
missing data and symbolic descriptors in the retrieval 
phase. Results show also that these heuristics functions 
are benefic for the system because they optimize the 
result of the retrieval phase. Nilsson et al. (2003) 
addressed the domain of psychophysiological 
dysfunctions, a form of stress. The system is classifying 
physiological measurements from sensors. The system 
is divided into smaller distinct parts. Measurements, like 
signals from an ECG, are filtered and improved. A case 
library of models of distortions etc. is applied to the 
filters. Features are extracted from the filtered signals 
(measurements). An additional set of features are 
extracted from the first set, for trend analysis etc. The 
features from the first and second set, and patient 
specific data, are used as a case. The cases are 
classified with a k-nearest neighbour match. Schmidt 
and Gierl (2002) proposed a prognostic model to 
forecast waves of influenza epidemics, based on earlier 
observations done in previous years. TeCoMED 
combines CBR with Temporal Abstraction to handle the 
problem of the cyclic but irregular behaviour of 
epidemics.  

III. Methodology 

The traditional process for the medical 
diagnosis of hematology malignancies or diseases such 
as Anemia, Leukemia, e.t.c   starts when an individual 
consults a physician (doctor) and presents a set of 
complaints (symptoms). The physician then requests 
further information from the patient or from others close 
to him who knows about the patient’s medical history in 
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severe cases. Medical laboratory results such as the full 
blood count which comprises of the White Blood Cell, 
Red blood Cell, Packet Cell Count (PCV), Hemoglobin 
count, Hematocrit count e.t.c is requested and 
compared with values shown in table 1. Other data 
collected include patient’s previous state of health, living 
condition and other medical conditions. A physical 
examination of the patient condition is conducted and in 
most cases, a medical observation along with other 
medical test(s) is carried out on the patient prior to 
medical treatment. From the symptoms presented by 
the patient, the physician narrows down the possibilities 
of the illness that corresponds to the apparent 
symptoms and make a list of the conditions that could 
account for what is wrong with the patient. These are 
usually ranked in the order (Low, Moderate and high). 
The physician then conducts a physical examination of 
the patient, studies his or her medical records and ask 
further questions, as he goes in an effort to rule out as 
many of the potential conditions as possible. When the 
list has been narrowed down to a single condition, it is 
called differential diagnosis and this provides the basis 
for a hypothesis of what is ailing the patient. Until the 
physician is certain of the condition present; further 
medical test are performed or schedule such as medical 
imaging, scan, X-rays in part to conform or disprove the 
diagnosis or to update the patient medical history. Other 
Physicians, specialist and expert in the field may be 
consulted (sought) for further advices. Despite all these 
complexities, most patient consultations are relatively 
brief because many diseases are obvious or the 
physician’s experience may enable him to recognize the 
condition quickly. Upon the Completion of the diagnosis 
by the physician, a treatment plan is proposed, which 
includes therapy and follow-up (further meeting and test 
to monitor the ailment and progress of the treatment if 
needed). Review of diagnosis may be conducted again 
if there is failure of the patient to respond to treatment 
that would normally work. The procedure of diagnosing 
a patient suffering from hematology malignancies is 
synonymous to the general approach to medical 
diagnosis. The physician may carry out a precise 
diagnosis, which requires a complete physical 
evaluation to determine whether the patient have the 
diagnosed disease.  

Since this traditional method involve the 
physician to continuously repeat this processes for 
several patients which will over time form a case base, 
adopting our intelligent fuzzy inspired case based 
reasoning (CBR) model depicted in figure 1 will help in 
providing solutions to new problem based on past 
experiment can accurately and promptly assist medical 
professional in drawing accurate conclusion on type of 
hematology disease. 

IV. Hematological Data Selection 

Hamilton and Bickle (2013) and Kim (2011) 
indicated that most frequently requested hematology 
test requested in medicine is the full blood picture 
(FBP). This contains a wealth of information about the 
components of blood. The typical constituent parts of 
the FBP are Hemoglobin concentration (Hb), Mean Cell 
Volume (MCV), Mean Corpuscular HEMOGLOBIN 
(MCH), Packed Cell Volume (PCV) Red Blood Cell 
(RBC) distribution width, White Blood Cell (WBC) Count 
incorporating a differential white cell count, Platelet 
Count (PC), and Reticulocyte Count (RC) ad their 
acceptable or normal values are shown in table 1. 

Any hematology data outside these ranges are 
either caused by blood infections or other sources of 
hematology malignancies (Kim, 2011).  
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Figure 1:  Fuzzy Inspired Case-base Expert System for Hematology malignancy classification and corrective 
treatment

Table 1:  Standard Hematology Parameter values 

Parameter Age Group & Sex Standard Range 

Red Blood Count (RBC)
 Newborn  

Children  
Adult-Male  

Adult-Female 

5.00-6.50  (106/cmm) 
3.70-5.50 (106/cmm) 
4.40-5.80 (106/cmm) 
3.80-5.20 (106/cmm) 

White blood Count (WBC)
 Newborn  

Children 
Adult-Male/Female  

9.0-30.0 (103/uL) 
6.0-17.0 (103/uL) 
4.0-11.0 (103/uL) 

Hemoglobin (HB)
 Newborn  

Children  
Adult-Male  

Adult- Female 

14.0-25.0 (d./Ul) 
11.0-14.0 (d./Ul) 
13.0-17.0 (d./Ul) 
11.5-15.0  (d./Ul) 

Hematocrit (HCT)
 Newborn  

Children  
Adult-Male  

Adult-Female 

44.0-64.0 (%) 
34.0-42.0 (%) 
37.0-51.0 (%) 
35.0-46.0 (%) 

Platelet Count (PLT) Newborn /Children  
Adult-Male/Female 

150-399 (103/cmm) 

Reticulocyte count (RC) Newborn  
Children /Adult-Male or Female 

2.0-6.0 (%) 
0.5-2.0 (%) 
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Mean Cell Volume (MCV) Newborn /Children  
Adult-Male/Female 

HCT/Total RBC (fl) 

Mean Corpuscular HEMOGLOBIN (MCH) Newborn /Children  
Adult-Male/Female 

HB/Total RBC (pg) 

Mean Corpusular hemoglobin 
concentration (MCHC) 

Newborn /Children  
Adult-Male/Female 

HB/HCT *100 in % 

Source: Sykora (2008) 

V. Result and Discussion 

To design our fuzzy inspired case base expert 
system for hematology classification and corrective 
treatment (see figure 1), we designed a software system 
which consists of a set of symptoms (physical 
observations) and hematology parameters of patient 
which form a new case needed for the diagnosis.  

The case base model consists of the database, 
which consist of cases of past experiences of 
hematology parameters (Full Blood Count), available 
signs and symptoms, identified disease and possible 
corrective treatment (solutions). Signs and symptoms 
are pre-medical data collected to assist the physicians 
carry an in-depth medical test on the patient. But the 
true picture of the patient heath condition is determined 
by collecting hematology parameter values. The values 
of the parameters are often vague (fuzzy) and imprecise 
hence the adoption of fuzzy logic in the model as means 
of analyzing these data. The fuzzy set of hematology 
parameters (attributes) is represented by ‘Ha’ which is 
defined as 

                     Ha={ Ha1, Ha2, Ha3,…, Han} 

where Han represent the nth parameter or 
attribute of Ha and n is the total number of parameter in 
Ha( here n=6). For each of the parameter, the set of 
constraint have been defined which makes it ambiguous 
to scale properly. You will recall that for each parameter 
a set of acceptable range for each parameter was given 
in table 1. Therefore, we have modeled a set of linguistic 

values that ensures the proper evaluation of the 
constraints using the linkert scale. The scale denoted as 
‘HL’ is given thus:

 

HL= {Low, Normal, High}
 

                     Low if Hai

 
< parameter range

 

                     Normal if Hai fall within parameter range
 

                     High if Hai>parameter range
 

Using the above context, assuming Ha1 for new 
born child is RBC with range from 5.00-6.50  (106/cmm), 
Ha1Left

 
and Ha1Right  equals 5.00 106/cmm and 6.50 

106/cmm respectively. A trapezium fuzzy membership 
function can be use to classify the hematology data into 
low, normal or high. If the MF for the Ha is at critical lab 
value (CLV) range (i.e MF>0 as Ha increasing from 0 to 
Ha1Left), we say the parameter is abnormal (low). If Ha is 
within normal range (MF=1), we say the parameter is in 
normal condition. When Ha drift away from Ha1Right

 
to the 

right (∞), MF decreases from 1 to zero), we also 
experience an abnormal case (high). Both low and high 
are abnormal cases which indicate a particular 
hematology disease or malignancy (see table 2 for 
groupings). Table 2 present the symbolic representation 
of the various parameter in a search space of S (-1,0,1) 
which represent Low, Normal and High respectively and 
it can be represented using a triangular fuzzy 
Membership function (MF) on the specified range for 
each parameter (see equation 1). A total membership 
function value (equation 2) is computed for each case 
(patient).

 

Table 2  :  Fuzzy rules for classifying hematological cases

Rule No
 

RBC
 

WBC
 

MCV
 

PLT
 

HB
 

HCT
 

Hematology Classification
 

RO0
 

0
 

1
 

0
 

0
 

0
 

0
 

Leukocytosis
 

RO1
 

0
 

-1
 

0
 

0
 

0
 

0
 

Leukopenia, Sepsis, Marrow hypoplasia
 

RO2
 

0
 

0
 

0
 

1
 

0
 

0
 

Thrombocytosis
 

RO3
 

0
 

0
 

0
 

-1
 

0
 

0
 

Thrombocytopenia
 

RO4
 

1
 

0
 

0
 

0
 

1
 

0
 

Polycythemia
 

RO5
 

1
 

0
 

0
 

0
 

0
 

1
 

Polycythemia
 

RO6
 

-1
 

0
 

0
 

0
 

0
 

-1
 

Thalassemia
 

RO7
 

0
 

0
 

-1
 

0
 

0
 

0
 

Microcytic Anemia
 

RO8
 

0
 

0
 

1
 

0
 

0
 

0
 

Macrocytic Anemia
 

RO9
 

0
 

0
 

0
 

0
 

0
 

-1
 

Cardiac Failure
 

RO10
 

0
 

0
 

0
 

0
 

0
 

1
 

Spontaneous Bleeding
 

RO11
 

0
 

0
 

0
 

0
 

-1
 

0
 

Heart Failure
 

RO12
 

0
 

0
 

0
 

0
 

0
 

0
 

Normal/Healthy Condition
 

Key: -1(Low), 0(Normal), 1(High)
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http://localhost/phpmyadmin/sql.php?db=hematologydb&table=blooddisease&sql_query=SELECT+%2A+FROM+%60blooddisease%60+ORDER+BY+%60blooddisease%60.%60MCV%60+ASC&session_max_rows=30&token=6ed6e1c13f0eabd696f2b305f05e7a1b�
http://localhost/phpmyadmin/sql.php?db=hematologydb&table=blooddisease&sql_query=SELECT+%2A+FROM+%60blooddisease%60+ORDER+BY+%60blooddisease%60.%60PLT%60+ASC&session_max_rows=30&token=6ed6e1c13f0eabd696f2b305f05e7a1b�
http://localhost/phpmyadmin/sql.php?db=hematologydb&table=blooddisease&sql_query=SELECT+%2A+FROM+%60blooddisease%60+ORDER+BY+%60blooddisease%60.%60HB%60+ASC&session_max_rows=30&token=6ed6e1c13f0eabd696f2b305f05e7a1b�
http://localhost/phpmyadmin/sql.php?db=hematologydb&table=blooddisease&sql_query=SELECT+%2A+FROM+%60blooddisease%60+ORDER+BY+%60blooddisease%60.%60HCT%60+ASC&session_max_rows=30&token=6ed6e1c13f0eabd696f2b305f05e7a1b�


 

 

µtrap (x) =

⎩
⎪
⎨

⎪
⎧

0             x < α
x−α
β−α      α ≤ x ≤ β

− x−γ
γ−β      β ≤ x ≤ γ
0             x > γ

�……………….eq. 1 

TMFV = ∑ µtran (xi)n=6
i=1 ……………….eq. 2 

where x=ith Hematology parameter value,  
α=zero to Ha1Left, β= Ha1Left to Ha1Right, γ= Ha1Right to ∞ 

The CBR retrieval process takes place by the 
application of TMFV fitness function and k-nearest-
neighbor matching. The goal of retrieval in the CBR 
system is to retrieve not only exact matches (equivalent 
cases) but partial matches (similar cases) as well. 
During the similarity assessment, an explicit context is 
used; therefore, the retrieval algorithm is based on 
incremental context transformations. Figure 2 shows a 
flowchart for the case retrieval and fuzzy inference 
engine for hematological classification. The advantage 
of using fuzzy logic is that it allows one to represent the 
concepts that could be considered to be in more than 
one category (or from another point of view, it allows 
representation of overlapping categories). 

The fuzzy inference system consists of four 
modules as shown in figure 3. The Fuzzification module 
transform the hematology parameter data of each cases 
(inputs features), which are crisp numbers, into fuzzy 
sets. This is done by applying a fuzzification function. 
Here we propose to use the trapezoidal or triangular MF 

(see figure 4). The Knowledge base store the IF-THEN 
rules provided by the experts. Table 3.2 shows the logic 
representation which will be combined with fuzzy union 
(OR) and Interception (AND) operators. Each rule 
number will be translated into fuzzy rule. Here, the reuse 
phase is implemented. The Inference engine simulates 
the human reasoning process by making fuzzy inference 
on the inputs and IF-THEN rules so as to identify 
solution that best describe a rule. Here, the solution is a 
particular hematology disease. Here, the revise phase of 
the case base approach is performed. The 
Defuzzification module transforms the fuzzy set obtained 
by the inference engine into a crisp value. This crisp 
value is stored in the case base data bank which is 
retained into the system case base thereby completing 
the cycle of the proposed fuzzy inspired case base 
expert system. 

Further, we create the necessary pre and post 
processing. As inputs are received by the system, the 
rule based is evaluated (See table 2). The antecedent, 
which is the (IF X AND Y) construct test the input and 
produces a conclusion-solution. The consequent (THEN 
Z) are satisfied which identify or classify the hematology 
malignancy. The conclusion is combined to form logical 
sums. Defuzzification coverts the rules base fuzzy 
output into non-fuzzy numerical values. It reflects the 
interpretation of the logic of the different linguistic 
variable.  

Figure 2  :  A Fuzzy logic inference flowchart for hematology classification
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Structure of fuzzy inference system

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4

 

:

 

Membership function for hematology parameter (Ha) classification
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VI. Conclusion 

In this study, the amazing gains of combining 
case based reasoning and fuzzy logic was used to 
design a software model that would assist health care 
provider to accurately classify hematology data base on 
both medical laboratory test and physical observation of 
patients. This system which uses a set of fuzzified data 
set incorporated case base provide more precise 
solution based on expert report of pervious experiences 
or experiment. The system designed is an interactive 
expert system that tells the physicians’ patient’s current 
condition as regards to evidence provided from the 
hematology data analysed. Hematology malignancies 
such as Anaemia, Leukemia. Thrombocytosis, 
Thrombocytopenia, Polycythemia, Polycythemia and 
Thalassemia can be identified and properly classified.  It 
should however be noted that the system was able to 
give prescription of drugs or advice to patients as a 
corrective treatment. A system of this nature should be 
introduced in health care delivery centers and hospitals 
to help ease the work of physicians. 

VII. Future Work 

Base on the remarkable strength of fusing 
Fuzzy logic and CBR technique, we shall develop a 
robust intelligent expert system that will intuitively 
provide corrective treatment of various hematology 
malignancies based on the causes, signs and 
symptoms and the hematology parameter collected. 
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Adaptive Genetic Algorithm Based Artificial 
Neural Network for Software Defect Prediction 

Racharla Suresh Kumar α & Bachala Satyanarayana σ 

Abstract- To meet the requirement of an efficient software 
defect prediction,in this paper an evolutionary computing 
based neural network learning scheme has been developed 
that alleviates the existing Artificial Neural Network (ANN) 
limitations such as local minima and convergence issues. To 
achieve optimal software defect prediction, in this paper, 
Adaptive-Genetic Algorithm (A-GA) based ANN learning and 
weightestimation scheme has been developed. Unlike 
conventional GA, in this paper we have used adaptive 
crossover and mutation probability parameter that alleviates 
the issue of disruption towards optimal solution. We have used 
object oriented software metrics, CK metrics for fault 
prediction and the proposed Evolutionary Computing Based 
Hybrid Neural Network (HENN)algorithm has been examined 
for performance in terms of accuracy, precision, recall, F-
measure, completeness etc, where it has performed better as 
compared to major existing schemes. The proposed scheme 
exhibited 97.99% prediction accuracy while ensuring optimal 
precision, F-measure and recall. 
Keywords: software defect prediction, machine learning, 
genetic algorithm, artificial neural network, object 
oriented software metrics. 

I. Introduction 
s per high pace rise in software applications and 
major dependency on it, the fault prediction has 
become one of the inevitable parts of software 

development life cycle (SDLC) that can play significant 
role in reducing the probability of software failure.  

Software defect prediction (SDP) can be 
performed while planning to identify fault-prone modules 
in software product that as a result can provide the 
insight to the need for increased quality of monitoring 
during software development. In addition, it can also 
facilitate necessary approaches to incorporate certain 
proper fault verification schemes leading to enhanced 
software quality [1, 2, 3, 4] and reliability. SDP can be 
functional based on certain software metrics [3, 4, 5], 
such as source code changes, previous defects, etc. In 
fact software metrics are the quantitative data that are 
employed for characterizing the properties of source 
code and can be significant for predicting software 
quality. The efforts made through many generations 
have   facilitated   a   number

   
of

   
schemes  to  mitigate 
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defects, but the continuation of researches still indicates 
towards search for certain optimal SDP solution to 
ensure optimal performance, reliability, cost optimization 
and minimal maintenance. A number of efforts have 
been made for SDP using machine learning and neural 
network [6, 7, 8, 9, 10], clustering techniques, statistical 
method, mining and random forest [44, 45, 50] etc. In 
recent years, majority of software are being developed 
based on Object-Oriented (OO) paradigm. Thus, the 
quality of the software can be optimally assessed by 
employing software metrics, such as Abreu MOOD 
metric suite [11], QMOOD metrics suite [12], Bieman 
and Kang [13], Briand et al. [14], Etzkorn et al. [15], 
Halstead [16], Henderson-sellers [17], Li and Henry 
[18], McCabe [19], Tegarden et al. [20], Lorenz and 
Kidd [21] and CK metric [22] suite. These software 
metrics plays significant role in assessing the quality of 
software such as precision, accuracy, fault-resilience 
and sensitivity etc. The significance of these object 
oriented software metrics lies in their capability to 
predict the software quality in terms of adaptability, 
functionality, usability, portability, supportability, 
reliability and cost effectiveness. Predominantly two data 
driven algorithms, support vector machine (SVM) and 
artificial neural network (ANN) algorithms have been 
employed for fault detection. ANN approach functions 
on the basis of the human brain behaviorand possesses 
neurons and directed edges with certain weights 
existing between input and output layers. ANN employs 
output as the input so as to learn complex non-linear 
input-output relationship and can be stated to be a 
complex nonlinear mapping model between input and 
output layer. The processes in ANN comprise data sets 
to enhance the weight parameters, risk minimization 
scheme for stopping training as soon as the learning 
error enters in expected margin level. In fact, ANN has 
been employed in numerous utilities, but still it 
possesses certain limitations in terms of slow learning 
ability, local minima etc and hence require further 
optimization to achieve certain optimal SDP efficiency 
and performance. Thus, there is the requirement of 
further optimization of ANN approaches to accomplish a 
potential SDP solution. Some researches [23, 24] 
advocate the implementation of evolutionary computing 
techniques for SDP optimization. This paper proposes a 
novel evolutionary computing based enhanced ANN 
algorithmnamed Hybrid Evolutionary Computation 

A 
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based Neural Network (HENN) for defect prediction and 
classification. HENN system employs Adaptive Genetic 
Algorithm (A-GA) for optimal weight estimation so as to 
enhance weight update and learning efficiency of the 
ANN.In this paper, the object oriented software metrics, 
CK metrics [22] have been employed as a fault 
classification data and the respective performance has 
been analyzed using confusion matrix.  

The remaining sections discusses, related work 
in Section II, problem definition is briefed in Section III, 
which has been followed by proposed research 
discussion in Section IV. Section V presents the results 
and analysis and conclusion has been discussed in 
Section VI. 

II. Related Work 

The emergence of software applications and 
associated need of quality and reliability has motivated 
software practitioners as well as academia to develop 
certain novel scheme for defect prediction.With an 
objective to examine the relation between software 
metrics and associated faults some initiatives were 
made in [25, 26, 27, 28, 29, 30] where machine learning 
mechanism were used for fault detection. With an 
enthuse to compare the performance of varied other 
schemes such as decision trees, naïve Bayes, and 1-
rule [31] performed fault detection using NASA MDP 
project. Chug et al [32] performed data mining based 
fault estimation using conventional J48, Random Forest, 
and Naive Bayesian Classifier (NBC) schemes but still 
couldn’t employ the benefits of advanced classification 
schemes. With an objective to enhance conventional 
schemes Pushphavathi et al [33] introduced hybrid 
scheme of random forest (RF) and Fuzzy C Means 
(FCM) clustering. Then while, these systems were found 
limited for unbalanced data sets, which motivated 
author [34] to propose an approach called 
AdaBoost.NC that explored varied kinds of class 
imbalance learning schemes comprising resampling 
techniques, threshold moving, and ensemble 
algorithms. With an objective to explore SVM 
optimization in [35, 36] a dynamic SVM model was 
proposed for fault detection in source code using with 
error data and faulty code execution. Researcher in [37] 
developed an ANN based SDP system. This is the 
matter of fact that SVM refers the functional paradigm of 
single layer perceptron’s NN which on addition with 
kernels behaves like multilayered perceptron’s [38]. Till 
available systems based neural network with 
conventional learning and weight estimation suffers from 
local optima and convergence issue, which has not 
been discussed dominantly. On contrary, these days the 
software are developed and examined for faults using 
object oriented software metrics which even being 
significant has not been explored in depth to ensure 
optimal solution for reliability oriented defect prediction. 

This paper intends to provide an optimal solution for 
software defect prediction using evolutionary computing 
based neural network for efficient fault classification. 

III. Problem Definition 

In software development life cycle the reliability 
assurance is of great significance and to achieve it, the 
defect prediction is an inevitable need. The defect 
prediction can be performed using software metrics 
data, in which either it is predicted whether the code is 
defective or not or the magnitude of the probable defect 
and its severity is examined. In this research work, the 
predominant questions are whether evolutionary 
computing schemes, specifically GA can optimize 
neural network based artificial intelligence (AI) to achieve 
optimal software defect prediction. An another question 
that this research paper considers is that whether the 
conventional Genetic Algorithm can be further enhanced 
to deal with a scenario where multiple chromosomes are 
having similar fitness, and how this enhancement would 
perform classification or fault prediction?. In order to 
explore the answers of this significant question, in this 
paper it has been intended to optimize ANN learning 
and respective optimal weight estimation using GA, 
which has further being optimized to behave as an 
Adaptive GA (A-GA) scheme that ensures adaptive GA 
parameters (Crossover and mutation) estimation. Here, 
considering requirements of object oriented software 
metrics, CK metrics [22] have been considered that 
characterizes overall features of software in terms of 
varied component features.  In this paper, the key 
software metrics considered are WMC, 
NOC,DIT,CBO,RFC,LCOM, which can be considered for 
defect prediction in certain class or data model. Based 
on the proposed model, the defect can be predicted 
which can be useful for ensuring quality and reliability of 
the software product. Given a training data, certain 
learning model can be developed that can classify the 
data for its faulty or non-faulty status. The artificial 
intelligence technique neural network has been used 
extensively so far for classification utilities, but being 
conventional these approaches do suffer from local 
minima and weight update issues. Thus, to enhance the 
systems, certain global optimization schemes like 
evolutionary computing can be considered. Since 
Particle Swarm Optimization suffers due to optimal 
minima and convergence issues, here we proposed an 
adaptive GA (A-GA) for ANN weight estimation where 
the weights are estimated dynamically in each iteration. 
Here, mean square error has been considered as the 
fitness value for A-GA. Further, the GA parameters such 
as crossover probability and mutation probability can be 
adaptively updated to make the overall system more 
robust and efficient. The optimization of ANN with A-GA 
can make it more effective and can be a potential 
candidate for fault detection in SDLC applications. The 
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performance evaluation for these two approaches can 
be done in terms of accuracy, precision, recall, 
specificity etc.  

IV. Proposed System 

This section discusses the proposed 
evolutionary computing based hybrid neural network 
(HENN) for software defect prediction.  
HENN: Evolutionary Computing Based Neural Network 
for Software Defect Prediction 

Neural networks (NN) have seen an explosion 
of interest over the years, and are being successfully 
applied across a range of problem domains. Indeed, 
anywhere dealing with the problem of classification and 
prediction, neural networks are being used. For software 
defect prediction, ANN can be employed with learning 
approaches such as Gradient Descent (GD), Gauss 
Newton, and Levenberg Marquardt (LM) etc. Unlike 
conventional approach, in this paper, we have proposed 
an evolutionary computing technique called Adaptive 
Genetic Algorithm for ANN learning optimization and 
weight estimation, which has been further employed for 
fault prediction. Here, we intend to find relation between 
object oriented software metrics and fault prone classes 
and six CK metrics; WMC, NOC, DIT, RFC, CBO, LCOM 
have been taken as independent variable while fault 
data has been considered as dependent data. To 
design ANN, six inputs have been considered which do 
receive CK metrics individually as input having multiple 
classes, as per benchmark data (here PROMISE data). 
In this paper we have considered 8 hidden layers. Since, 
in the proposed SDP model, only FAULTY and NON-
FAULTY are the results expected for prediction, 
therefore only one output node. The overall design of the 
proposed ANN model can be presented as follows: 

Input Layer

Hidden Layer

Output Layer

WMC

NOC

DIT

CBO

RFC

LCOM

W

Wk

 

Figure 1 : ANN model for Defect prediction 

The above mentioned figure illustrates the 
architecture of ANN containing three layers i.e., input 
layer, hidden layer and output layer. In the considered 
ANN model, the linear activation function has been used 

for input layer i.e., the output of the output layer is 
treated as input of the input layer(𝑂𝑂𝑜𝑜 =  𝐼𝐼𝑖𝑖). Further, the 
sigmoid function has been employed for hidden layer𝑂𝑂ℎ . 
Hence, the result of the hidden nodes 𝑂𝑂ℎ  with the fed 
input of 𝐼𝐼ℎ is estimated mathematically as 𝑂𝑂ℎ =

1
1+𝑒𝑒−𝐼𝐼ℎ

and final outcome of output nodes Oo  is presented 

mathematically by𝑂𝑂𝑜𝑜 = 1
1+𝑒𝑒−𝑂𝑂𝑖𝑖

. 
In general, ANN is represented by a function 

𝑌𝑌′ = 𝑓𝑓(𝑊𝑊,𝑋𝑋) where 𝑌𝑌′   represents the output vector 
and𝑊𝑊 and 𝑋𝑋 are the weight vector and the input vector 
respectively. In process, the weight factor 𝑊𝑊is updated 
in each iterations to reduce Mean Square Error (MSE), 
which is estimated as follows: 

                       𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑛𝑛
∑ �𝑦𝑦𝑖𝑖′ − 𝑦𝑦𝑖𝑖�

2𝑛𝑛
𝑖𝑖=1                        (1) 

Where 𝑦𝑦 represents the actual output while the expected 
output is given by𝑦𝑦𝑖𝑖′ . 

In order to process the datasets using ANN, at 
first the normalization of data is required. A discussion 
of the proposed data normalization technique in this 
paper is given as follows: 

a) Data normalization 
In the proposed model, initially the 

normalization has been performed before data 
processing that strengthens the system for better 
readability and defect prediction. Here the data 
normalization has been done over the range of [0, 1] for 
adjusting the defined range of input feature value and 
avoid the saturation of neurons. A number of schemes 
such as Min-Max normalization, Z-Score normalization 
and decimal scaling can be employed for the purpose 
of data normalization. In this paper, Min-Max 
normalization approach has been used that performs a 
linear transformation on the original data and maps 
each of the actual data 𝑥𝑥𝑖𝑖  of attribute 𝑋𝑋 to normalized 
value 𝑥𝑥′𝑖𝑖  that exists in the range of [0, 1]. The Min-Max 
based normalized data has been obtained by the 
following expression: 

           𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(𝑥𝑥𝑖𝑖) = 𝑥𝑥𝑖𝑖" = 𝑥𝑥𝑖𝑖−𝑚𝑚𝑚𝑚𝑚𝑚 ⁡(𝑋𝑋)
𝑚𝑚𝑚𝑚𝑚𝑚 (𝑋𝑋)−𝑚𝑚𝑚𝑚𝑚𝑚 ⁡(𝑋𝑋)

               (2) 

Where 𝑚𝑚𝑚𝑚𝑚𝑚(𝑋𝑋)  and 𝑚𝑚𝑚𝑚𝑚𝑚(𝑋𝑋) represent the 
maximum and minimum value of the attribute 𝑋𝑋 
respectively. Performing data normalization the ANN 
model has been employed for fault classification and 
SDP functions.  

In ANN based artificial intelligence systems, the 
efficient weight estimation is of great significance and till 
existing approaches have explored techniques such as 
Gauss Newton, Gradient descent, Levenberg Marquardt 
etc. Unfortunately these approaches couldn’t be 
enhanced by scientific society to make weight 
estimation effective by means of certain global 
optimization techniques such as Genetic Algorithm. 
Efficient weight estimation during ANN learning can 
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make classification optimal. This requirement motivated 
us to employ genetic algorithm for dynamic weight 
estimation during ANN learning. A brief discussion of the 
proposed Adaptive Genetic Algorithm (A-GA) is given in 
the following section. 

b) Adaptive Genetic Algorithm(A-GA) 
Genetic Algorithm (GA) is an adaptive search 

method for finding optimal or near optimal solutions, 
premised on the evolutionary ideas of natural selection. 
The fundamental concept of GA is emphasized on 
simulating processes in the natural system required for 
evolution, distinctively those that consider the Charles 
Darwin principles representing the terms of the survival 
of the fittest. Considering procedural flow, GA at first 
generates the initial population arbitrarily, where 
population refers a set of solutions. These solutions are 
nothing else but a chromosome that possesses a form 
of binary strings where all the comprising parameters 
are supposed to be encoded. Generating the 
population, GA estimates the fitness function of 
individual chromosome. Here the fitness function states 
toward a user-defined function that returns the 
evaluation results of each chromosome, thus a higher 
fitness value means its chromosome is a dominant 
gene. As per retrieved fitness values, offspring are 
generated using genetic operators—crossover and 
mutation. Applying these genetic operators the 
generations of the population are repeated iteratively 
until the stopping criteria are satisfied and an optimal 
solution is achieved. As illustrated in Figure-1, in this 
paper, the proposed HENN model comprises𝑖𝑖 − ℎ − 𝑜𝑜 
network configuration with 𝑖𝑖  input layer, ℎ hidden layer 
and 𝑂𝑂  output layer or neurons. In the proposed ANN 
model, all the six considered CK metrics or feature 
vector are fed as input to the individual input node, 
where each feature vector metrics accompanies the 
number of classes available in datasets. Considering 
Figure-1 and relevant network configuration, there is N 
weight required to be estimated. Mathematically, the 
number of weight vectors is: 

                           𝑁𝑁 =  (𝑖𝑖 + 𝑂𝑂) ∗ ℎ                          (3) 

Here, the individual weight, which is considered 
as gene in the chromosomes of the A-GA, is a real 
number. Considering the gene length or the number of 
digits be𝑙𝑙. Then the length of the chromosome 𝐿𝐿𝐶𝐶ℎ𝑟𝑟𝑟𝑟𝑟𝑟  
can be estimated by the following expression: 

      𝐿𝐿𝐶𝐶ℎ𝑟𝑟𝑟𝑟𝑟𝑟 =  𝑁𝑁 ∗ 𝑙𝑙 =  (𝑖𝑖 +  𝑂𝑂)  ∗ ℎ ∗ 𝑙𝑙      (4)                     

These all chromosomes are considered as the 
population of the genetic algorithm. In the proposed 
model to estimate the fitness value of the individual 
chromosome, the weights are required to be extracted 
from the individual chromosome. In our proposed 
model, the weights (𝑊𝑊𝑘𝑘) are estimated by the following 
expression: 

    𝑊𝑊𝑘𝑘 =

⎩
⎪
⎨

⎪
⎧

𝑖𝑖𝑖𝑖 0 ≤ 𝑥𝑥𝑘𝑘𝑘𝑘+1 < 5

−
𝑥𝑥𝑘𝑘𝑘𝑘+2∗10𝑙𝑙−2+𝑥𝑥𝑘𝑘𝑘𝑘+3∗10𝑙𝑙−3+⋯+𝑥𝑥(𝑘𝑘+1)𝑙𝑙

10𝑙𝑙−2

𝑖𝑖𝑖𝑖 5 <= 𝑥𝑥𝑘𝑘𝑘𝑘+𝑙𝑙 <= 9

+
𝑥𝑥𝑘𝑘𝑘𝑘+2∗10𝑙𝑙−2+𝑥𝑥𝑘𝑘𝑘𝑘+3∗10𝑙𝑙−3+⋯+𝑥𝑥(𝑘𝑘+1)𝑙𝑙

10𝑙𝑙−2

�        (5) 

In order to process the Adaptive Genetic 
Algorithm (A-GA), the fitness values for each 
chromosome are required to be estimated. The fitness 
generation algorithm for the proposed A-GA system is 
given in Figure-2. The fitness values of each 
chromosome is estimated on the basis of the derived 
fitness function and the considered algorithm for 
deriving fitness function are 𝐼𝐼𝑖̅𝑖 = (𝐼𝐼1𝑖𝑖 , 𝐼𝐼2𝑖𝑖 , 𝐼𝐼3𝑖𝑖 ,⋯ , 𝐼𝐼𝑙𝑙𝑙𝑙) 
and 𝑇𝑇�𝑖𝑖 = (𝑇𝑇1𝑖𝑖 ,𝑇𝑇2𝑖𝑖 ,𝑇𝑇3𝑖𝑖 ,⋯ ,𝑇𝑇𝑛𝑛𝑛𝑛 ) . For each 
chromosome 𝐶𝐶𝑖𝑖 , 𝑖𝑖 =  1, 2, 3, … . ,𝑝𝑝 , belonging to the 
current population 𝑃𝑃𝑖𝑖  of size𝑃𝑃.  

Algorithm for Fitness Estimation 

Input:𝐼𝐼𝑖̅𝑖 = (𝐼𝐼1𝑖𝑖 , 𝐼𝐼2𝑖𝑖 , 𝐼𝐼3𝑖𝑖 ,⋯ , 𝐼𝐼𝑙𝑙𝑙𝑙) 
Output:𝑇𝑇�𝑖𝑖 = (𝑇𝑇1𝑖𝑖 ,𝑇𝑇2𝑖𝑖 ,𝑇𝑇3𝑖𝑖 ,⋯ ,𝑇𝑇𝑛𝑛𝑛𝑛 ) 
Where 𝐼𝐼𝑖̅𝑖 ,𝑇𝑇�𝑖𝑖 represent the input and output pairs of the 
𝑖𝑖 − ℎ − 𝑜𝑜 configuration of neural network. 

Phase-1 : Weights  𝑊𝑊�𝑖𝑖 from 𝐶𝐶𝑖𝑖 can be estimated by  

𝑊𝑊𝑘𝑘 =

⎩
⎪⎪
⎨

⎪⎪
⎧

𝑖𝑖𝑖𝑖 0 ≤ 𝑥𝑥𝑘𝑘𝑘𝑘+1 < 5

−
𝑥𝑥𝑘𝑘𝑘𝑘+2∗10𝑑𝑑−2 + 𝑥𝑥𝑘𝑘𝑘𝑘+3∗10𝑑𝑑−3 + ⋯+ 𝑥𝑥(𝑘𝑘+1)𝑑𝑑

10𝑑𝑑−2

𝑖𝑖𝑖𝑖 5 <= 𝑥𝑥𝑘𝑘𝑘𝑘+𝑑𝑑 <= 9

+
𝑥𝑥𝑘𝑘𝑘𝑘+2∗10𝑑𝑑−2 + 𝑥𝑥𝑘𝑘𝑘𝑘+3∗10𝑑𝑑−3 + ⋯+ 𝑥𝑥(𝑘𝑘+1)𝑑𝑑

10𝑑𝑑−2

� 

Phase-2: Considering 𝑊𝑊�𝑖𝑖 as a constant weight, train the 
network for 𝑁𝑁 input instances and estimate output 𝑂𝑂𝑖𝑖 
Phase-3: Estimate error 𝐸𝐸𝑗𝑗 for each input instance 𝑗𝑗 

𝐸𝐸𝑗𝑗 = (𝑇𝑇𝑗𝑗𝑗𝑗 − 𝑂𝑂𝑗𝑗𝑗𝑗 ) 

Phase-4: Estimate Root mean square error (RMSE) of 
chromosome𝐶𝐶𝑖𝑖 

𝐸𝐸𝑖𝑖 = �∑ 𝐸𝐸𝑗𝑗
𝑗𝑗=𝑁𝑁
𝑗𝑗=1

𝑁𝑁
 

Where 𝑁𝑁 is the total number of training data set 

Phase-5: Estimate the fitnessvalue for chromosome𝐶𝐶𝑖𝑖 

𝐹𝐹𝑖𝑖 =
1
𝐸𝐸𝑖𝑖

=
1

�∑ 𝐸𝐸𝑗𝑗
𝑗𝑗=𝑁𝑁
𝑗𝑗=1
𝑁𝑁

 

Figure  2  :  Algorithm for Fitness generation using A-GA 

This is the matter of fact that the evolutionary 
computing scheme named Genetic Algorithm has 
established itself as a potential optimization technique 
for various application scenarios, still this approach 
possess scopes for further optimization that specifically 
depends on the working environment. In this paper, 
there might be the possibility that after every generation 
to achieve optimal fitness, certain new population would 
be generated and thus the processing data might be 
increased after each iterations, thus resulting into certain 
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restraints such as premature convergence caused due 
to local optima and low convergence speed, which is 
common in other evolutionary techniques such as 
Particle Swarm Optimization. In order to alleviate these 
issues, the parameters like cross over probability (𝑃𝑃𝑐𝑐 ) 
and mutation probability (𝑃𝑃𝑚𝑚 ) can be made dynamic and 
weight adaptive. In addition, such novelty can deal with 
a common scenario, where there is the possibility of 
multiple chromosomes having similar fitness value, 
causing degraded classification accuracy. Taking into 
consideration of these all factors and motivations, in this 
paper a weight adaptive genetic algorithm (A-GA) has 
been developed where the genetic parameters 
(Crossover and mutation) are updated dynamically. In 
the proposed approach the parameters 𝑃𝑃𝑐𝑐  and 𝑃𝑃𝑚𝑚have 
been dynamically updated by means of the following 
mathematical model:  

                        (𝑃𝑃𝑐𝑐)𝑘𝑘+1 = (𝑃𝑃𝑐𝑐)𝑘𝑘 −
𝐶𝐶1∗𝑛𝑛

5
                            (6) 

(𝑃𝑃𝑚𝑚)𝑘𝑘+1 = (𝑃𝑃𝑚𝑚)𝑘𝑘 −
𝐶𝐶2 ∗ 𝑛𝑛

5
 

Where (𝑃𝑃𝑐𝑐)𝑘𝑘+1
 and (𝑃𝑃𝑚𝑚)𝑘𝑘+1

 represent the 
updated probability of cross over and mutation, (𝑃𝑃𝑐𝑐)𝑘𝑘  

and (𝑃𝑃𝑚𝑚)𝑘𝑘are the current probability of cross over and 
mutation, 𝐶𝐶1

 and 𝐶𝐶2
 can be the positive constant and𝑛𝑛 is 

the number of chromosome having same fitness value. 
Thus, implementing these discussed approaches, if the 
final output estimated is greater than 0.5, then the class 
is labeled as FAULTY otherwise NON-FAULTY. Figure-3 
represents the overall process of software defect 
prediction using Adaptive Genetic Algorithm (A-GA). 

Generate Random Population of 
‘n=50’ genes or Chrosomes

Extract the Weight of each 
chromosomes

Fed the Weight values for 
training in HENN model

Estimate the Fitness value for 
each chrosomesPerform Crossover

Replace the Minimum Fitness 
value Chromosome by Maximum 

fitness value Chromosome

Is threshold meet? (If 
Stop Criteria is 
accomplished.

Implement the Model for 
Software Defect Prediction

No

Yes

 
Figure 3  :  Proposed HENN Scheme for Software Defect Prediction 

The discussion of Figure-3 for HENN simulation is given 
as follows: 
i. HENN-SDP Simulation 

As illustrated in Figure-1, in the proposed HENN 
model, three layers of neural network has been 
considered comprising six input nodes, eight hidden 

nodes and one output node. The overall process of 
HENN based fault estimation is discussed as follows:  

Chromosome Initialization: Initial chromosome selection 
with population size is 50 has been considered using 
random selection process. 
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Weight Estimation: Obtained the weight vector W_kfor 
each chromosome as the input to hiddenlayer and 
hidden layer to output layer and thus the weight of input 
to hidden node and hidden node to output are 
estimated using equation 5.  
Fitness Estimation: On the basis of weights retrieved, the 
fitness value is estimated for each chromosome, where 
the proposed HENN intends to minimize the mean 
square error as defined in Figure 2.  
Ranking of Chromosomes: Perform the ranking of each 
chromosomes based on respective fitness value and 
substitute the chromosomes with minimum fitness value 
by the chromosomes with highest fitness value 
chromosome. 
Crossover: Perform two point crossover 
processdynamically vary the GA parameters Pcand Pm  till 
reaching optimal criteria using equation(6). 

In the simulation model, the initial Pc  and Pm  are 
0.6 and 0.1 respectively and n signifies the number of 
chromosome having similar fitness value. 
Stopping Criteria: The developed system terminates 
once the 95% chromosomes in the gene pool 
accomplishes its unique fitness value and beyond this 
the fitness level of chromosomes gets saturated. 
Classify Faults: If the final weight is greater than 0.5, then 
the class is labeled as FAULTY otherwise NON-FAULTY. 
Confusion Matrix Generate the confusion matrix for each 
classes of OO-SM and classify fault/non-fault 
distribution for performance evaluation. 

Thus, employing the proposed HENN model, 
the fault classification and prediction has been done. 
The simulation, results and discussion is provided in the 
following section.  

V. Result and Analysis 

This section discusses the research variables, 
simulation setups, results obtained and respective 
performance analysis. 

a) Data collection 
In this paper, the CK metric suites have been 

employed which have been defined for varied objectives 
such as software fault detection/prediction, effort 
evaluation, re-usability and maintenance. Considering 
the robustness of CK metric suite [27], it has been used 
as object oriented software metrics which has been 
processed using Chidamber and Kemerer Java Metrics 
tool (CKJM) tool that extracts software metrics by 
executing byte code of compiled Java cases and 
assigns a definite weight of the comprising classes 
having feature vectors. In this paper, PROMISE fault 
benchmark data [39] and NASA MDP datasets [40] and 
PROMISE repository to evaluate the performance of the 
proposed fault prediction scheme. We intended to 
establish the relationship between Object-Oriented 
software metrics (OO-SM) and the fault proneness at the 

class level. In order to perform defect prediction using 
regression analysis paradigm, we have considered fault 
as a dependent variable while the CK metric as the 
independent variable. The predominant OO-SM metrics 
are given in Table-1. 

Table  1  :  Object Oriented Software Metrics (CK Metrics 
[22]) 

WMC Overall complexities of the methods in 
comprising classes 

NOC Number of sub-classes subordinate to a class 
in the class hierarchy 

DIT Maximum height of the class hierarchy 
CBO Number of other classes to which it is allied 

with 
RFC A set of approaches that can be executed in 

response to a message received by an object 
of that class 

LCOM Dissimilarity measurement of varied methods in 
a class using instanced attributes/variables 

NOM Number of methods (in a class) 
NOA Number of attribute (in a class) 
NOAI Number of attributes inherited by subclasses. 
NOMI Number of methods inherited by subclasses. 
Fan-in Total number of local flows in certain process 

and data structures from where it retrieves 
information 

Fan-out Total number of local flows in certain process 
and data structures from where it retrieves 

information 
NOPM Total number of private methods in a class 

NOPA Total number of private attribute in a class 
NOPM Total number of public methods in a class 
NOPA Total number of public attribute in a class 
NLOC Size of program by counting the number of 

lines in the source code. 

In our work, we have developed a function to 
explore the relation between Object-Oriented software 
metrics (OO-SM) (WMC, NOC, DIT, RFC, CBO and 
LCOM) and faults existing in class under consideration. 
The minimization of faults can be of great significance 
towards optimization of software equality, and to ensure 
optimal defect prediction, the fault has been derived as 
the function of software metrics as illustrated as follows: 

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 =  𝑓𝑓(𝑊𝑊𝑊𝑊𝑊𝑊,𝑁𝑁𝑁𝑁𝑁𝑁,𝐷𝐷𝐷𝐷𝐷𝐷,𝐶𝐶𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅𝑅𝑅, 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿) 

We used four public domain defect datasets 
from the PROMISE repository [9][39]. The considered 
data sets are JEdit, IVY, Ant and Camel which contain 
static code measures along with varied modules sizes, 
defective modules and defect rates. In our simulation 
model, the respective extracted weights and features of 
the data classes are taken as input. The datasets with 
respective classes or modules are given in Table-2. 

Table 2 : PROMISE Data and modules 

PROMISE JEdit IVY Ant Camel 

Number of 
modules 

492 352 744 965 
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In this paper, HENN algorithm has been 
developed for simulation using MATLAB 2012b software 
tool having artificial intelligence and ANN toolboxes. The 
proposed models examined defect datasets and the 
FAULTY and NON FAULTY data have been classified. 
Here on the basis of FAULT distribution by proposed 
model, a confusion matrix has been generated that 
encompasses two rows and columns comprising true 
negatives, true positive, false negative and false positive 
variables. The respective values of True negatives (TN) 
refer the modules which are NON FAULTY or fault-free 
on the other hand, true positives (TP) represents for 
those modules which are classified as FAULTY. False 
negatives (FN) are those modules which are FAULTY 
and are classified incorrectly as NON FAULTY. Similarly, 
false positives (FP) modules are those modules which 
are faultless but are classified incorrectly as FAULTY. A 
matrix presentation of confusion matrix is given in Table 
3. 

Table  3  :  Confusion Matrix 

 Predicted  
Defective  

Predicted Defect 
Free  FAULTY 

 True Positive  False Negative  NON-FAULTY
 False Positive  True Negative  

Generally, the meanings of the values of the 
binary variables are not needed to be defined, however, 
in our work, especially for performance assessment the 
variables have been labeled as positive and negative. 
The positive levels refer towards the results as FAULTY 
in that specific simulation scenario. In this paper, we 
have measured the performance of the proposed HENN 
SDP in terms of correctness, precision, F-measures, 
accuracy, recall, specification and cost factor analysis. A 
brief mathematical definition of these variables is given 
as follows: 

Table 4 : Performance Parameters 

Construct Mathematical 
Expression 

Description  

Recall TP/(TP+FN) Proportion of 
defective units 
correctly classified  

Precision TP/(TP+FP) Proportion of Units 
correctly predicted 
as defective  

Specification TN/(TN+FP) Proportion of 
correctly classified 
non defective units  

F-measure 2.
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅.𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 + 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 

 

Defined as harmonic 
mean of precision 
and recall 

Accuracy (𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇)/(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
+ 𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇) 
 

Proportion of 
correctly defined 
units 

 
 

   

Performance analysis for proposed HENN SDP 
model and other existing models

 SDP 
Techniques

 

Accuracy 
(%)

 

Precision 
(%)

 

F-
Measure 

(%)

 
LLE-SVM[41]

 

81.1

 

82.5

 

80.4

 
SVM [41]

 

69.4

 

68.1

 

69.7

 
SVM [42]

 

55.3

 

88.0

 

83.2

 
Natural Gas [48]

 

94.25

 

-

 

-

 
Symbolic 

Regression [48]

 

89.50

 

-

 

-

 RBP-NN  [48]

 

80.0

 

-

 

-

 
MLP [42]

 

86.6

 

86.6

 

87.4

 
Naive Based [42]

 

85.6

 

83.1

 

83.9

 
CPSO[43]

 

69.2

 

67.6

 

-

 
T-SVM [44]

 

75.8

 

84.1

 

80.91

 
GANN[43]

 

73.4

 

81.6

 

-

 
AdaBoost [43]

 

79.1

 

82.3

 

-

 
Random Forest 

[50]

 

91.4

 

-

 

-

 k-NN [47]

 

91.8

 

-

 

-

 
C4.5 [47]

 

88.39

 

-

 

-

 
J 48 [47]

 

90.90

   
Levenberg-

Marquardt-NN 
[47]

 

88.0

 

-

 

-

 
NNEP-

Evolutionary [43]

 

88.8

 

81.2

 

-

 PSO [46]

 

78.78

 

-

 

-

 
PSO-NN [48]

 

97.75

 

-

 

-

 
    

HENN SDP*

 

97.9*

 

1

 

98.9

 *-

 

The best performance of HENN

 
Thus, the results obtained exhibit that the 

optimization made by means of Adaptive Genetic 
Algorithm has enhanced ANN learning for fault 
detection. The ultimate results obtained for HENN 
represents the most effective and optimal results as 
compared to other existing approaches, especially 
neural network based SDP models. The performance 
analysis for the proposed systems is given in Table-6.

 

Table
 
6

 
:

 
Performance analysis for proposed HENN SDP Model

 

Technique
 

Data
 

Modules
 

Accuracy
 

Precision
 

F-Measure
 

Recall
 

Specification
 

HENN
 

JEdit
 

492
 

0.9799
 

1
 

0.9897
 

1
 

0.9756
 

HENN
 

IVY
 

352
 

0.8835
 

0.9936
 

0.9380
 

0.8883
 

0.3333
 

HENN
 

Ant
 

744
 

0.8145
 

0.9343
 

0.8867
 

0.8438
 

0.6346
 

HENN
 

Camel
 

965
 

0.8114
 

1
 

0.8952
 

0.8102
 

1
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Table 5 :



VI. Conclusion 

Software defect prediction has become an 
inevitable need for organizations to ensure quality and 
reliability of software products. The early defect 
prediction can facilitate managers to rectify and enrich 
reliability of product. Approaches such as machine 
learning and neural network have become eminent 
solution for training and classification of data and can 
be significant for defect prediction. However, these 
approaches need optimization in terms of weight 
update, parametric enhancement while performing 
defect prediction. The local minima and convergence 
issue of ANN can be significantly dealt with employing 
evolutionary computing schemes and the 
implementation of genetic algorithm can be the 
dominant candidate. In this paper, Adaptive Genetic 
Algorithm (A-GA) has been used for ANN optimization, 
where A-GA functions for optimal weight estimation. The 
proposed HENN model has been tested with PROMISE 
data sets, where the average accuracy for HENN was 
retrieved as 87.23 % while the best classification 
performance was observed with JEdit datasets where 
HENN exhibited 97.99% accuracy while ensuring 100% 
precision. Performance in terms of F-measure using 
HENN was obtained as 98.97%. The results also 
depicted that A-GA based ANN can outperform Particle 
Swarm Optimization based defect prediction schemes, 
regression techniques, AdaBoost, and other 
conventional weight estimation based ANN models. In 
future, the efficiency of the proposed HENN model can 
be examined in comparison with optimized machine 
learning such as SVM with varied kernel functions.  
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techniques which have shown better clustering accuracy. In kernel based clustering approach, the kernel 
functions are used to calculate the distance measure between the data points during clustering which enables 
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which results in more accurate cluster centers and therefore a more precise rule base for the ANFIS can be 
constructed which increases the prediction performance of the system. The performance analysis of ANFIS 
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A New Approach to Adaptive Neuro-Fuzzy 
Modeling using Kernel based Clustering 

Sharifa Rajab  & Vinod Sharma  

Abstract-  Data clustering is a well known technique for fuzzy 
model identification or fuzzy modelling for apprehending the 
system behavior in the form of fuzzy if-then rules based on 
experimental data. Fuzzy c-Means (FCM) clustering and 
subtractive clustering (SC) are efficient techniques for fuzzy 
rule extraction in fuzzy modeling of Adaptive Neuro-fuzzy 
Inference System (ANFIS). In this paper we have employed a 
novel technique to build the rule base of ANFIS based on the 
kernel based variants of these two clustering techniques which 
have shown better clustering accuracy. In kernel based 
clustering approach, the kernel functions are used to calculate 
the distance measure between the data points during 
clustering which enables to map the data to a higher 
dimensional space. This generalization makes data set more 
distinctly separable which results in more accurate cluster 
centers and therefore a more precise rule base for the ANFIS 
can be constructed which increases the prediction 
performance of the system. The performance analysis of 
ANFIS models built using kernel based FCM and kernel based 
SC has been done on three business prediction problems viz. 
sales forecasting, stock price prediction and qualitative 
bankruptcy prediction. A performance comparison with the 
ANFIS models based on conventional SC and FCM clustering 
for each of these forecasting problems has been provided and 
discussed. 
Keywords: fuzzy modelling, kernel function, neuro-fuzzy 
model, fuzzy inference system, business prediction.    

I. Introduction 

he concept of fuzzy logic was introduced by Lofti 
Zadeh (1969) based on fuzzy set theory in early 
60’s as an innovative approach to characterize the 

non-probabilistic uncertainty. since then this field has 
evolved into a productive realm encompassing various 
domains viz. fuzzy reasoning, fuzzy topology, fuzzy 
modelling and fuzzy inference systems. A Fuzzy 
inference system (FIS) is referred by a number of names 
like fuzzy model, fuzzy expert system, fuzzy associative 
memory and so on.  FIS is composed of three 
conceptual parts: a fuzzy rule base containing fuzzy 
rules, database defining the membership functions used 
in the fuzzy rules and a reasoning procedure for 
performing inference upon the rules and  provided  facts 
to obtain the output. The fuzzy if-then rules are used to 
represent the input-output relationships of the modeled 
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system and are helpful to present the qualitative aspect 
of human reasoning without using any accurate 
mathematical model for the system. The fuzzy rule base 
for FIS can be constructed directly by domain experts a 
method that is usually error prone or by using fuzzy 
modelling approach. Fuzzy modelling also called fuzzy 
identification is an important technique to capture the 
behavior of a system to be modeled in the form of fuzzy 
if- then rules using its quantifiable characteristics. It has 
been addressed in a number of studies (Mamdani, 
1976; Tong et al., 1980; Larsen, 1980) but was first 
discussed systematically by Takagi et al. (1985) as an 
effective technique for the estimation of dynamic fuzzy 
systems for problems of non linear uncertain nature. The 
important issue of determining the number of fuzzy rules 
in the rule base and the values of parameters of 
membership function in fuzzy rules are dealt with using 
fuzzy modelling. Fuzzy modelling is nowadays 
successfully applied in control, prediction and other 
applications for the identification of fuzzy models using 
observed input output datasets. The fuzzy models 
possess the capability to provide insights into the 
relationships between various variables in the model 
which is not possible with several black box techniques 
such as neural networks. The fuzzy models also allow 
integrating the information obtained from the observed 
numerical input output data with the prior expert 
knowledge. A standalone FIS however does not have 
the ability to learn and can be extended by using 
optimization and adaptive methods for performance 
improvements. ANFIS proposed by Jang (1995) is a 
widely employed fuzzy model based on the concept of 
integrating fuzzy inference systems and neural networks 
that uses learning to fine tune its fuzzy rule base for 
optimizing the system inference process. It combines 
the human like reasoning method of fuzzy systems 
based on fuzzy rules with the learning capability and 
connectionist structure of neural networks.   

For fuzzy modelling different data partitioning 
techniques like clustering such as FCM clustering are 
used to obtain the partitions of the dataset to capture 
the internal trends of the input output data samples. 
These partitions or clusters are then used to construct 
the fuzzy if-then rules for the fuzzy model being build 
and then a method is used to fine tune the initial rule 
base to obtain the final rule base. The fuzzy modelling of 
ANFIS based on measured input-output data is 
generally performed using one of the three methods 

T 
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namely Grid Partitioning, Subtractive clustering and 
FCM clustering. The grid partitioning although an 
efficient method to partition the input space, has some 
disadvantages like curse of dimensionality of input, 
computation cost, exponential expansion of rule base 
etc. Data clustering is a handy alternative technique for 
fuzzy modelling where the clusters obtained from a 
clustering algorithm are used as a basis for fuzzy rule 
generation. Fuzzy identification using clustering consists 
of finding the clusters in the data space and using the 
obtained cluster centers to calculate the premise and 
consequent parts of the fuzzy rules. Therefore the 
accuracy of clustering determines the quality of the rule 
base and hence the performance of the resulting fuzzy 
model. Both the approaches viz. SC proposed by Chiu 
(1994) and FCM clustering technique proposed by Dunn 
(1974) and later improved by Bezdek et al. (1984) are 
efficient techniques for clustering data sets and hence 
effective modelling techniques. Recently, the kernel 
methods have achieved popularity for various 
classification and regression based problems. The 
accuracy of SC and FCM clustering is improved by 
incorporating kernel functions in the calculation of the 
distance measures between the data points during 
clustering process which results in more precise cluster 
centers (Kim et al., 2004; Qiang et al., 2004 ). Higher 
clustering accuracy is achieved as the kernel induced 
distance measures increase the data separability by 
using the higher dimensional space which reveals more 
precise data partitions.        

In this paper we have a proposed novel 
modelling techniques for the fuzzy rule base 
construction of ANFIS based on kernel based SC (KSC) 
and kernel based FCM (KFCM) techniques. To build the 
prediction model the data set is first partitioned into 
clusters using kernel based clustering, the resulting 
cluster centers are then employed to build the initial 
fuzzy rule base for ANFIS and then the resulting rule 
base has been optimized using a hybrid learning 
algorithm consisting of standard Backpropagation and 
least square estimation. The effectiveness of the KSC 
and KFCM based ANFIS models has been tested on 
three business prediction problems namely qualitative 
bankruptcy prediction, sales forecasting and stock price 
prediction. A comparison with the ANFIS models based 
on original SC and FCM for these business prediction 
problems has also been presented. 

This paper organization is as following. Section 
2 deals with the review of the prior relevant research. In 
section 3 the research methodology is presented that 
gives the details of FCM and KFCM algorithms, provides 
an overview of ANFIS and fuzzy rule generation methods 
based on clustering and also presents and discusses 
the simulation results providing a comparison of 
performance with the ANFIS based on conventional 
FCM clustering and SC. Section 4 provides the 

concluding remarks on this study and various 
enhancements to this work. 

II. Previous Work 

Recently a number of studies (Yao et al., 2000; 
Dejan et al., 2011; Hossein et al., 2010; Kalhor et al., 
2009; Suk et al., 2003) have addressed the problem of 
fuzzy model identification based on the data clustering 
algorithms. In several studies the kernel methods have 
also been employed along with various conventional 
clustering techniques for this purpose. Yang et al. (2008) 
proposed a novel method for fuzzy modelling of a 
Takagi-Sugeno system based on dual kernel-based 
method. The authors used a conventional FCM 
algorithm for partitioning data into various clusters. Then 
a kernel function independent of the parameter selection 
problem was used to locate the support vectors within 
each of the clusters. The experimental results from the 
study showed that the method lead to a fuzzy model 
with concise structure having good generalization 
capability. Also the performance of the system was not 
affected by the initial cluster number needed in FCM. 
Lukasik et al. (2008) presented a kernel-density gradient 
estimation technique for fuzzy rule extraction. The 
authors used clustering based on kernel density 
estimator. The cluster centers obtained on clustering 
were then used to construct the rule base. The 
assumption underlying the technique was that local 
maximum of a kernel estimator of a probability density 
function for m-dimensional data can be used as a basis 
for each cluster. But instead of the density function the 
authors used the gradient of the density function in 
cluster center identification. The neuro-fuzzy system 
based on this approach was experimented for non-linear 
function approximation and controller synthesis and 
showed good performance. Suga et al. (2006) used an 
iterative feature vector selection (FVS) based on kernel 
method to calculate membership function parameter 
values and the number of fuzzy rules for a Takagi-
Sugeno fuzzy model. The kernel based FVS algorithm 
was used to obtain a basis of data space called feature 
vector into the feature space. This feature vector was 
then used as the center of a membership function in the 
antecedent part of the fuzzy rule. After finding the 
premise parts of the fuzzy rules, the coefficients of the 
consequent of the fuzzy rules were obtained using least 
square methods. The proposed system was applied to 
the modelling of a two input non-linear function which 
showed the effectiveness of the proposed fuzzy system 
for non-linear system modelling. Won et al. (2006) 
introduced a novel method based on kernel machine for 
fuzzy system modelling. The kernel machine was based 
on a Support Vector Machine, Feature Vector Selection 
and Relevance Vector Machine. The significance of the 
work was the method of reduction in the number of 
fuzzy rules by adjusting the parameter values or the 
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transformation matrix of the kernel function by 
employing a gradient descent based technique. The 
effectiveness of the system was shown by application to 
some benchmark non-linear problems.  

Almost all of the above research studies proved 
that the kernel methods can be used to enhance the 
performance of the fuzzy rule based models but the use 
of KSC and KFCM for fuzzy modelling of popular ANFIS 
model was not explored which is undertaken in this 
paper. 

III. Methodology 

This study deals with the performance analysis 
of ANFIS built using kernel based clustering techniques 
viz. KSC and KFCM for business prediction problems. 
The prediction model for a problem is built in three 
stages: 1) dataset is partitioned into various clusters 
using one of these kernel based clustering techniques, 
2) the cluster centers obtained from clustering are used 
to build the fuzzy rule base of ANFIS, and 3) the 
resulting ANFIS model is trained using the hybrid 
learning algorithm consisting of gradient descent 
method and least square method. The various 
techniques used have been discussed in the following 
sections. 

a) Techniques employed 
i. Kernel based subtractive clustering    

The original SC is based on calculating the 
potential function called mountain value at each data 
point. It is an improved version of the mountain method 
and uses each input data point in the dataset as a 
potential cluster center rather than using grid based 
formulation in mountain clustering method thus leading 
to lower computational complexity for higher 
dimensional data sets. KSC was proposed by Kwang et 
al. (2004) as an improvement over conventional SC 
algorithm where kernel functions are employed in 
potential value calculation. In original subtractive 
clustering, for a dataset X={x1, x2, …,xn}, the potential 
value at each data point xi is given by: 

∑ e−α||xi−xj ||2n
j=1 ,    α = 4

ra
2                                   (1) 

where ra is a positive constant called cluster radius 
defining the range of influence of a cluster center along 
each data dimension and affects the number of clusters 
generated. The data point with the highest potential 
value P1 is selected as the cluster center 𝑐𝑐1. In order to 
find the subsequent cluster centers using the same 
procedure the potential value for each data point xi is 
modified as:    

Pi = Pi −  P1 ∗  e−β||xi−c1||2  , β= 4
rb

2   
  ,      rb=ƞra        (2) 

Here rb is a positive constant and ƞ is the 
squash factor used to squash the potential values for 
the distant points to be considered as part of a cluster. It 

is evident that the reductions in potential values of data 
points near the newly found cluster center is more than 
the distant points and hence have a least chance of 
being selected as cluster centers.  

Using kernel approach the kernel functions are 
employed in calculating the distance measure given by: 
||xi − xj||2 and ||xi − c1||2 in Eqs. (1) and (2) so that the 
data points are mapped to a higher dimensional space 
which makes the dataset more distinctly separable 
resulting in more informative potential values. Therefore, 
the centers produced are more accurate and when used 
in fuzzy modelling can result in more useful fuzzy rule 
base for a fuzzy mode like ANFIS.         

The basic notion in kernel methods is a non-
linear mapping Ø to a higher dimensional space from 
the input space i.e. for a dataset X={x1, x2, …, xn}: 
              Ø:  x       Ø(x)                                         (3)                                                                                                      

Using this non-linear mapping the dot product 
‘xi.xj’ used as a similarity measure in various learning 
algorithms can be mapped to a more general measure: 
Ø(xi).Ø(xj). This dot product in higher dimensional space 
is calculated using a kernel function K(xi,xj) i.e.:  
            Ø(xi).Ø(xj) = K(xi,xj)                              (4)                                             
The distance measure ||xi − xj||2  in input space in 
terms of function Ø therefore is given by: 
            ||xi − xj||2  =  ||Ø(xi) −Ø(xj)||2             (5)                                           

where: 
||Ø(xi) −Ø(xj)||2 = (Ø(xi) - Ø(xj)) - (Ø(xi) - Ø(xj)) 

                         = Ø(xi).Ø(xi) - 2Ø(xi) Ø(xj) +     
                              Ø(xj).Ø(xj)                
                         = K(xi,xi) -

 2 K(xi,xj) + K(xj,xj)     (6)       
                                                                                                                  
Thus for KSC eq. (1) can be altered to incorporate 
kernel function by using eqs. (5) and (6):           

            ∑ e−α�K�xi  ,  xi    �−2K�xi  ,  xj   �+K�xj  ,  xj  ,��  n
j=1                  (7)                     

K(x, y) can be any kernel function like gaussian kernel, 
polynomial kernel, fisher kernel etc.  

After a data point is selected as a cluster center 
in KSC, the potential function of other data points to find 
the subsequent centers is calculated as:   

Pi = Pi − P∗ ∗ e−β� K�xi , xi   �−2K�xi , x∗�+K( x∗, x∗)�              (8) 
 where 𝛽𝛽 is the positive constant in eq. (2) and x* is the 
newly obtained cluster center with potential value 𝑃𝑃∗. 
After revising the potential of other data points, the data 
point with the highest potential is chosen as the second 
cluster center and the potential values of other data 
points are changed as in eq. (8). In general when nth 
cluster center  𝑥𝑥𝑛𝑛∗  is selected, the potential of other data 
points is revised as:    

Pi=Pi
 – Pn

* * e−β�K�xi ,
 xi   �−2K�xi ,

 xn
∗�+K( xn

∗, xn
∗)�         (9) 

© 2015   Global Journals Inc.  (US)

27

G
lo
ba

l 
Jo

ur
na

l 
of
 C 
 o

m
p u

te
r 
S c

ie
nc

e 
an

d 
T  
ec

hn
ol
og

y  
  
  
  
  
V
ol
um

e 
X
V
 I
ss
ue

 I
 V

er
sio

n 
I

Ye
ar

  
 (

)
D

20
15

A New Approach to Adaptive Neuro-fuzzy Modeling using Kernel based Clustering



 

 

After a data point with highest potential value is 
selected the following criteria is used to select the data 
point as the cluster center and to determine whether to 
repeat or terminate the clustering process: 

If   Pn
∗ >  ϵ� P1

∗         accept xn
∗ as the next cluster 

                                 center and repeat 
else if   Pn

∗< ϵ P1
∗     reject xn

∗ and stop the 

                                  clustering process 
   else  
         let dm = least distance between xn

∗ and      
          all earlier found cluster centers 

if   𝑑𝑑𝑚𝑚
𝑟𝑟𝑎𝑎

 + Pn
∗

P1
∗ >=  1   accept   xn

∗ as cluster 

                                    center and repeat clustering    
         else         reject xn

∗ and set potential  
                        Pn

∗ = 0. Select the data point                      
                        with the next highest potential   
                        as the cluster center and repeat    
                        the process.  
         end if 
end if 
where 𝜖𝜖 ̅ is the Accept Ratio i.e. a threshold potential 
value below which the data point is rejected as the 
cluster center and 𝜖𝜖 is the Reject ratio which specifies a 
threshold potential above which the data point is 
definitely accepted. 

ii. Kernel based FCM clustering 
KFCM was proposed by Qiang (2004) as an 

enhancement of the standard FCM clustering algorithm 
based on the use of kernel functions. For a dataset 
X={x1, x2 ,…, xn}, the conventional FCM algorithm 
calculates the fuzzy subsets of X by  minimizing an 
objective function given by: 

∑ ∑ μij
m ||xj − vi||2 n

j=1
c
i=1                                      (10) 

where n is the number of data points, c is the number of 
cluster centers, µij is the membership of xj in ith class, vi 
is the ith cluster center and m is the quantity to control 
the fuzziness of clustering.  In KFCM the distance 
measure is generalized by employing a non linear 
mapping Ø from input space to a higher dimensional 
space i.e.: 
               Ø:  x      Ø(x)    

Therefore, as in KSC using (4) and (5) by the 
kernel approach the objective function in KFCM is given 
by: 

Jm(U,V) = ∑ ∑ μij
mn

j=1
c
i=1 ||Ø(xj) − Ø(vi)||2         (11) 

From eq. (6): 
 ||Ø(xj) −Ø(vi)||2  

= K(xj, xj) - 2 K(xj, vi) + K(vi, vi)  (12) 

K(x, y) can be any kernel function for example 
gaussian kernel, polynomial kernel, fisher kernel etc. 

Using equation (12) eq. (11) becomes:                                                   
 

∑ ∑ μij
mn

j=1
c
i=1 (K(xj, xj)  −  2 K(xj, vi)  +  K(vi, vi))   (13) 

Gaussian function is a common kernel function given 
by: 

K(x, y) = e(−�|x−y|�
2/σ2)                                          (14) 

where K(x, x) = 1 and σ is an adjustable parameter. 
Using gaussian kernel function the eq. (13) becomes: 

∑ ∑ μij
mn

j=1
c
i=1 (1 – K(xj, vi ))                                   (15) 

Where  

µij  = 
(1/(1−K(xj ,vi )))1/(m−1)

∑ (1/(1−K(xj ,vk )))1/(m−1)c
k =1

                                              (16) 

           

vi = 
∑ μ ij

m K(xj ,vi ) xj
𝑛𝑛
𝑗𝑗=1
∑ μ ij

m K(xj ,vi ) 𝑛𝑛
𝑗𝑗=1

                                           (17) 

Other kernel functions can also be used so that 
above equations can be modified accordingly. 
Algorithm for KFCM 
Step 1:   set k=0, m > 1 and 𝜖𝜖 >  0 for some positive 
constant. 

Step 2:   initialize the memberships μij
0 . 

Step 3:    I) Update all vi
k   using eq. (17). 

                II) Update all μij
k  using eq. (16). 

If    max ��μij
k −  μij

k−1� �   <=  𝜖𝜖      Stop 

          else    k=k + 1  
                     go to step 3. 
          end if 

  
The fuzzy inference system has the capability of 

a non-linear system being modeled in terms of fuzzy if 
then rules. The fuzzy model identification therefore 
involves the determination of parameters for the premise 
membership functions and parameters in the 
consequences. Applying the clustering algorithm on the 
experimental dataset for the system to be modeled each 
of the resulting cluster centers essentially is an 
exemplary data point representing the system’s 
characteristic behavior. Therefore, using clustering for 
fuzzy modelling each of the cluster centers is 
considered as a basis for a fuzzy rule for the initial rule 
base of the fuzzy inference system being modeled. 
Hence the number of cluster centers generated 
determines the number of the fuzzy rules for the 
modeled system. 

The fuzzy model identification using data 
clustering techniques has been addressed in a number 
of studies (Han et al. 2010; Szymon 2008; Yao et al. 
2000;). Babuska et al. (1994) provides an effective 
method for fuzzy rule generation from the FCM 
generated fuzzy clusters where premise membership 
functions are obtained using projection of fuzzy clusters 
which can be orthogonal or eigenvector projection. The 
consequent parameters using this method can be 

© 2015   Global Journals Inc.  (US)1

28

G
lo
ba

l 
Jo

ur
na

l 
of
 C 
 o

m
p u

te
r 
S c

ie
nc

e 
an

d 
T  
ec

hn
ol
og

y  
  
  
  
  
V
ol
um

e 
X
V
 I
ss
ue

 I
 V

er
sio

n 
I

Ye
ar

  
 (

)
D

20
15

A New Approach to Adaptive Neuro-fuzzy Modeling using Kernel based Clustering

iii. Fuzzy rule base construction using clustering



 

 

obtained using least square estimation. According to 
Degado et al. (1997) the antecedent and consequent 
parameters can be directly obtained from cluster 
centers instead of projections on domains of outputs 
and inputs. 

A number of studies on fuzzy modelling using 
subtractive clustering have used the method presented 
in paper (Chiu 1994).  With this method if k cluster 
centers {c1,…, ck} are generated in m-dimensional 
space, each of the vector ci can  be decomposed into 
two vectors Xi and Yi where Xi represents the first n 
elements of ci corresponding to the input variables and 
Yi contains m-n output variables. For an input vector x 
the degree of fulfillment of rule i is given by:     

μi(x) = e−α||x−Xi ||2
                                                (18) 

 Where α  is the positive constant used in eq. 
(1). The output vector y can be computed as:  

y =  ∑ Yiμ i
k
i−1
∑ μk

i=1 i
                                                     (19) 

A typical fuzzy rule has the following form: 
If x1 is A1 and … and xn is An then y1 is B1 and … and yn 
is Bn 

Where xi is the ith input variable, yi is the ith 
output variable and Ai is the ith antecedent membership 
function and Bi is singleton. Each of the ith rule is 
determined by the cluster center ci and each rule has 
multiple input variables and hence membership 
functions. If Aj is the jth membership function of a rule i, 
it is given by: 

Aj(x) =  e−α(x−Xij )2
                                    

And the consequent Bi is given by: 
Bj = Yij                                                                                          (21) 

Where Xij is the jth element of X vector and Yij is 
the jth element of Y vector of center ci. This method of 
rule generation achieves significant accuracy if the 
Takagi-sugeno type fuzzy rules are used in which the 
consequent parameters are the linear combination of 
input variables (Chiu 1994). 
iv. ANFIS architecture 

ANFIS is an adaptive system that has the 
learning capability to optimize the performance based 
on finding the best parameters for the fuzzy rules within 
its rule base.  Fig. 1 shows the architecture of ANFIS 
with two inputs x1 and x2 and a rule base consisting of 
consisting of two Sugeno type fuzzy rules: 
    If x1 is A1 and x2 is B1 then f1 = p1x1 + q1x2 + r1 
    If x1 is A2 and x2 is B2 then f2 = p2x1 + q2x2 + r2 

The details of the functioning of each layer of 
the ANFIS are as follows:  
Layer 1:   This is the input layer and consists of nodes 
with adaptive node functions. Each node has an output 
equal to: 

O1,i = Ai(x)  f or i = 1,2                       (22)  

Here output of each node is the value of the 
membership function A of that node and Ok,I is the  
node in the i-th position of the k-th  layer. 

Various types of membership function can be 
used, like gauss function, the bell-shaped function etc. 
Layer 2:   In this layer each node computes the product 
of incoming signals with output given by: 

 O2,i =  wi =  μAiμBi(y) , i = 1,2                       (23) 

Layer 3:    In this layer each j-th node computes the ratio 
of the firing strength of the j-th rule and the sum of all the 
firing strengths, with output: 

O3,j  =   wj =  
wj

w1+w2
  ,   j = 1,2                         (24) 

Layer 4 :    In this layer function for i-th node is:                            
O4,1 = w� i fi = w� i(pix + qix + ri)                      (25) 

Layer  5 :   This layer has a single node that computes 
the overall output as the sum of all incoming signals: 

O5,1 =  ∑ w� ii fi =  ∑ wi fii
∑ wii

                                  (26) 

Where O5,1 is the obtained output available to user.  
For the optimization of the fuzzy rule base of 

ANFIS either standard back propagation or the hybrid 
learning algorithm can be used. The hybrid learning is 
mostly used and is an effective technique which uses 
gradient descent method to update the premise 
parameters of the fuzzy rules and LSE is used to identify 
the optimal consequent parameters. 

 

Fig. 1:  ANFIS architecture 

b) Datasets used 
In order to test the effectiveness of the KSC and 

KFCM based ANFIS models we used three datasets 
one for each of the three business prediction problems 
viz. qualitative bankruptcy prediction, sales forecasting 
and stock price prediction. These problems were 
selected as these are the popular research problems in 
business field nowadays and ANFIS model has been 
extensively applied to these problems in numerous 
studies successfully. For the purpose of qualitative 
bankruptcy prediction the dataset has been collected 
from one of the largest banks in Korea consisting of 260 
services and manufacturing companies for period 2001-
2002. This dataset has also been used by Jong et al. 
(2003) to discover the bankruptcy decision rules based 
on experts, decisions using genetic algorithm. Half of 
the companies in this dataset are bankrupt and other 
half non-bankrupt according to the classification done 
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by the experts having an experience of nine years in this 
area. This dataset is based on six qualitative risk factors 
as listed in fig. 1 (a). Each of the factors is assigned an 
appropriate level viz. positive (P) or negative (N) or 
average (A). The output is the class of the company i.e. 
bankrupt (B) and non-bankrupt (NB) as shown in Fig. 1 
(b). 

 
 
 
 
 
 
 
 
 
 
 
The dataset used in the stock price prediction is 

the daily BSE stock data obtained from Yahoo finance 
for a period eight years from 1/2/2007 to 30/12/2014 
consisting of 1966 records. The dataset is composed of 
five fundamental stock quantities (open price, maximum 
price, minimum price, stock trading volume and close 
price). We have used 70% consisting of 1179 records of 
this dataset for training, 20% consisting of  394 records 
as checking data and rest 20% consisting of 394 
records as testing data for all the ANFIS models.   

 
For sales forecasting problem we have used the 

sales data of chocolate items of a major distributor in 
Jammu city (India) collected for a period of five months 
from 1/12/2014 to 30/12/2015 consisting of 150 records. 
The dataset

 

has four attributes viz.

 

present day sale 
amount, maximum daily temperature, minimum 
temperature and next day sale. The temperature 
attributes have been included as the sale of chocolate 
items is affected by the temperature during a period.

 c)

 

Experimental results

 
In this section simulation results of the 

application of the KSC and KFCM based ANFIS models 
for qualitative bankruptcy prediction, sales forecasting 
and stock price prediction have been presented. In all 
the experiments the performance of the KFCM and KSC 
based ANFIS models has been compared with the 
conventional FCM and SC based ANFIS models 
respectively. For all the ANFIS models online learning 
has been used with an initial step size 0.01 and 
gaussian membership function given by:

 

    
𝑒𝑒−

1
2�
𝑥𝑥−𝑐𝑐
𝜎𝜎 �

2

                                           (27)
 

 
has been used for input variables in the first layer of 
ANFIS . The parameter c

 

in eq. (27) is the center of 
membership function, 𝜎𝜎  determines the width of the 
membership function and x

 

is the input variable. The 
values used for various parameters explained in section 
3.1.1 for both the SC and KSC algorithms were: accept 
ratio = .5, reject ratio = .15 and squash factor = 1.25 

for all the simulation examples. For all the experiments 
we have used gaussian kernel function defined in eq. 
(13) as the kernel for the implementation of both KSC 
and KFCM technique. All the experiments were 
performed in MATLAB R2013a environment.

 
i.

 

Qualitative bankruptcy prediction

 
The first business prediction problem 

considered is the qualitative bankruptcy prediction. Out 
of the total 260 records of the dataset used for this 
problem, 75% has been used for training, 15% as 
checking data and 20% as testing data for both KSC 
and KFCM clustering based ANFIS models.

 
The cluster radius ra

 

defined in eq. (1) for 
subtractive clustering takes values between 0 and 1 and 
strongly affects the number of clusters generated. A 
large value for ra

 

results in lesser number of clusters and 
therefore lesser fuzzy rules in

 

rule base and vice versa. 
The number of fuzzy rules in the system in turn affects 
the forecasting   performance of the system. Therefore 
finding the optimum value for ra

 

is important for a 
problem under consideration. 

 
A value of .5 for parameter ra

 

for both KSC and 
SC produced the ANFIS systems with lesser training, 
checking and testing errors and therefore was optimum 
for this dataset. KSC resulted in 24 clusters so that 
resulting ANFIS system had 24 fuzzy rules with 5 gauss 
membership functions associated with each input 
variable. The SC resulted in 49 clusters and the ANFIS 
system based on it had 49 rules. Therefore, KSC 
resulted in a less complex ANFIS with lesser number of 
parameters to be optimized than ANFIS based on SC. 
Fig. 2 shows the training

 

and checking RMSE for both 
the KSC and SC based ANFIS models. After the 
systems were trained for 150 epochs for this dataset the 
root mean square error (RMSE) for both the systems did 
not change significantly. Fig. 2 demonstrates that the 
KSC based ANFIS

 

performs better than the SC based 
ANFIS in terms 

 

of the training and checking RMSE 
errors for this dataset.
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Risk Factor                                     Level
Industrial risk                                         (P,A,N)
Financial flexibility                                          (P,A,N)
Management risk                                            (P,A,N)
Credibility                                                      (P,A,N)
Competitiveness                                             (P,A,N)

Operating risk                                                   (P,A,N)

Table 1 : Six risk factors for qualitative bankruptcy



 

 

 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 

 

 

 
Fig. 2

 
:
  
RMSE error

 
curves for Qualitative Bankruptcy prediction (a) training error curves for KSC and SC based 

ANFIS. (b) Checking error curves for KSC and SC based ANFIS. (c) Training error curve for KFCM and FCM based 
ANFIS. (d) Checking error curve for KFCM and FCM based ANFIS

 

 The

 

number of clusters used as the input 
parameter to the FCM and KFCM algorithms results in 
an equal number of fuzzy rules for the ANFIS system to 
be implemented which in turn considerably affects the 
performance of the system. Both the FCM and KFCM 
based ANFIS systems containing three fuzzy rules with 
three membership functions of gaussian type for each 
input attribute showed the lowest RMSE. On training for 
50 epochs the RMSE for both the systems remained 
constant. Fig. 2 shows the training and checking RMSE 
curves for both the systems where it is evident that 
KFCM based ANFIS is better than FCM based one for 
this problem. 

 A value of 150 was used for the adjustable 
parameter 𝜎𝜎

 

of gaussian kernel defined in (13) for both 
KSC and KFCM so that the resulting ANFIS models 
gave the lowest training, checking and testing errors.

 ii.

 

Sales Forecasting  

 The next simulation example is the sales 
forecasting based on the sales data collected by 
authors. 75% of this dataset containing total 150 records 
has been used for the training the models, 15% for 
checking and 25% for testing.      

 

With parameter ra

 

= .5, the KSC resulted in 4 
clusters for this dataset. The resulting ANFIS system 

contained four fuzzy rules with four membership 
functions of gaussian type associated with each input. 
The SC with ra

 

= .5 resulted in 2 fuzzy rules for this 
dataset so that the resulting SC based ANFIS contained 
two fuzzy rules in rule base.  In case of KSC values near 
10 for the adjustable parameter 𝜎𝜎

 

of gaussian kernel 
defined in (13) resulted in lowest errors. After training 
both the systems for 200 epochs we had training RMSE 
= .0877 and checking RMSE = .01992 for KSC based 
system and for SC based

 

system we had training RMSE 
= .117444 and checking RMSE = .186907 as shown in 
table 1. 

 

The KFCM and FCM based ANFIS with 2 fuzzy 
rules resulted in highest performance. A value of 150 for 
the parameter 𝜎𝜎

 

of the gaussian kernel function resulted 
in lowest error for the KFCM based ANFIS. After training 
for 200 epochs for KFCM based system we had training 
RMSE = .117273 and checking RMSE = .187058 and 
for SC based ANFIS training RMSE = .10862 and 
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checking RMSE = .18603. The performance 
comparison of these systems on testing data based on 
RMSE and Mean average percentage error (MAPE) has 
been presented in Table 2. 



 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

iii.

 

Stock price prediction

  

We have used the KFCM and KSC based 
ANFIS models for predicting the close price of the day 
based on the daily open price, trading volume, 
maximum and minimum stock price.

 

With ra

 

= .5 the KSC based ANFIS system has 
two fuzzy rules with two membership functions 
associated with each input and the conventional SC 
based system has three fuzzy rules with three 
membership functions associated with each input 
variable. Both the systems were trained for 200 epochs

  

after which the

 

RMSE remained constant. The training 
and checking RMSE curves for both the ANFIS systems 
are provided in fig. 3. After testing the KSC based ANFIS 
we had RMSE = .0034 and APE = 1.041%. For SC 
based ANFIS we had RMSE = .0037 and APE = 
1.3961%. 

 

The KFCM

 

and FCM algorithm with 10, 5 and 3 
cluster centers were used resulting in ANFIS systems

 

with 10, 5 and 3 fuzzy rules respectively. But the FCM 
and KFCM based ANFIS containing 3 fuzzy rules were 
found to give the lowest errors.  Fig. 3 shows the training 
and checking RMSE curves for these systems each 
containing 3 fuzzy rules. On testing the KFCM based 
ANFIS system resulted in RMSE =

 

.0034 and APE = 
.7060% and the FCM based system showed RMSE = 
.0035 and .7471%. 

 

For both KFCM and KSC algorithms a value of 
150 for parameter 𝜎𝜎

 

for gaussian kernel function 
resulted in ANFIS systems with lowest errors.

 

IV.

 

Conclusion

 

 

algorithms for extracting rules for initial fuzzy rule base 
for popular neuro-fuzzy model ANFIS. We used the 
kernel clustering based ANFIS models for three well 
known business prediction problems. For all the 
experiments the kernel based methods resulted in 
optimum number of fuzzy rules in the rule base of 
ANFIS, giving a lesser complex system. Moreover, the 
performance of these systems was mostly better in 
terms of training, checking and testing errors than the 
ANFIS models based on conventional subtractive and 
FCM clustering methods for these forecasting problems.  

 

In this study we have used the gaussian kernel 
function for all the experiments. The major issue in using 
the kernel methods is to select the kernel function to be 

used, this work can be extended by using the multiple 
kernel based clustering approach which can overcome 
the problem of selecting the best kernel function for a 
particular data set. A performance comparison between 
the KFCM and KSC based ANFIS may be explored. 
Furthermore we have only considered ANFIS model 
which is currently most popular neuro-fuzzy system but 
other fuzzy models like type-2 fuzzy models can also be 
considered. Grid partitioning is also used for fuzzy 
modelling in ANFIS and gives satisfactory prediction 
accuracy but in this study we have not compared the 
performance of the kernel clustering based ANFIS 
models with such systems.
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Fig. 3

 

:

 

RMSE error curves for Stock price prediction (a) training error curves for KSC and SC based ANFIS. (b) 
Checking error curves for KSC and SC based ANFIS. (c) Training error curve for KFCM and FCM based ANFIS. (d) 

Checking error curve for KFCM and FCM based ANFIS
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papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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