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A Nobel Approach to Retrieveactual Image Froma Compressed 
one by using Dequantisation Technique                    

By H Sunil & Dr.  Sharanabasaweshwar G Hiremath 
                                                      

Abstract- Image Compression addresses the problem of reducing the amount of data required to 
represent the digital image. Image compression and decompression are very popular processes in 
image processing. Image compression is a way in which the data to be transmitted are compressed 
into a smaller version and then transmitted. Compression is achieved by the removal of one or more 
of three basic data redundancies: (1) Coding redundancy, which is present when less than optimal 
(i.e. the smallest length) code words are used; (2) Interpixel redundancy, which results from 
correlations between the pixels of an image & (3) psycho visual redundancy which is due to data that 
is ignored by the human visual system. In order to be useful, a compression algorithm has a 
corresponding decompression algorithm that reproduces the original file once the compressed file is 
given. Image decompression is the reconstruction of the compressed data into its original form. As 
the image compression may suffer loss, the decompression also needs to be taken cared so that 
even if loss occurs, the reconstruction of the compressed image to its original form is possible. In this 
paper we present two algorithms which can be applied for compressed image reconstruction.   
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A Nobel Approach to Retrieveactual Image 
Froma Compressedoneby using Dequantisation 

Technique 
H Sunil α & Dr. Sharanabasaweshwar G Hiremath σ 

Abstract- Image Compression addresses the problem of 
reducing the amount of data required to represent the digital 
image. Image compression and decompression are very 
popular processes in image processing. Image compression 
is a way in which the data to be transmitted are compressed 
into a smaller version and then transmitted. Compression is 
achieved by the removal of one or more of three basic data 
redundancies: (1) Coding redundancy, which is present when 
less than optimal (i.e. the smallest length) code words are 
used; (2) Interpixel redundancy, which results from correlations 
between the pixels of an image & (3) psycho visual 
redundancy which is due to data that is ignored by the human 
visual system. In order to be useful, a compression algorithm 
has a corresponding decompression algorithm that 
reproduces the original file once the compressed file is given. 
Image decompression is the reconstruction of the 
compressed data into its original form. As the image 
compression may suffer loss, the decompression also needs 
to be taken cared so that even if loss occurs, the 
reconstruction of the compressed image to its original form is 
possible. In this paper we present two algorithms which can 
be applied for compressed image reconstruction.  The 1st 

algorithm splits the problem into smaller sub problems and 
then each sub problem is solved together by the 2nd algorithm. 

I. Introduction 

mage compression is an important issue in digital 
image processing and finds extensive applications in 
many fields. This is the basic operation performed 

frequently by any digital photography technique to 
capture an image. For longer use of the portable 
photography device it should consume less power so 
that battery life will be more. To improve the 
Conventional techniques of image compressions using 
the DCT have already been reported and sufficient 
literatures are available on this. The JPEG is a lossy 
compression scheme, which employs the DCT as a tool 
and used mainly in digital cameras for compression of 
images. In the recent past the demand for low power 
image compression is growing. As a result various 
research workers are actively engaged to evolve efficient 
methods   of   image   compression  using  latest  digital  
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better quality of reproduction of image with a low

 

power 
consumption. Keeping these objectives in mind the 
research work in the

 

present paper has been 
undertaken. In sequel the following problems have been

 
investigated.

 
Image processing is a very significant necessity 

in medical applications. The images keep the records of 
different tests conducted on the body of the patient 
.Storage of.

 

Medical records of the patients is always in 
the form of images. The storage time should be 
minimum and also the accessing time should be 
minimum. During the image transmission and reception, 
the storage space and the storage time is desired to be 
minimum.

 

But this condition needs to be obtained with a 
high information quality in the data. For reducing the 
storage time, the data needs to be compressed. With 
time many different compression methods, algorithms 
and file formats were developed. In still images 
compression there are many different approaches and 
each one of them produces many compression 
methods. However all techniques prove to be useful 
only in a limited usage area. Of course, image 
compression methods are also much desired or even 
necessary in medicine. The data and information are 
two different things .The information is the content and 
the data is the representation of the information. The 
compression of the data should not effect the 
information content of the data. Reducing the accessing 
time and storage time by means of data compression 
should not cause loss to the information content. 

 
Compression is generally divided into 

compression and decompression. Compression is the 
technique for compressing the data for reducing the 
storage time and area. Decompression on the other 
hand is the reconstruction of the original image from the 
compressed image. 

 
There can be distinguished two types of 

compression: lossless and lossy. In lossless 
compression methods, the data set reconstructed 
during decompression is identical as the original data 
set. In lossy methods, the compression is irreversible –

 
the reconstructed data set is only an approximation of 
the original image. At the cost of lower conformity 
between reconstructed and original data, better 

I 
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signal processing techniques. The objective is to 
achieve a reasonable compression ratio as well as 

effectiveness of compression can be achieved. A lossy 



the loss of information caused by compression-
decompression is invisible for an observer. Image 
analysis, noise elimination, may reveal that the 
compression actually was not lossless. There are many 
ways to calculate the effectiveness of the compression. 
The most often used factor for this purpose is 
compression ratio (CR), which expresses the ability of 
the compression method to reduce the amount of disk 
space needed to store the data. Compression on any 
digital and analog images will be of two types.

 
(1)

 
Lossless compression

 
(2)

 
Lossy compression

 
(3)

 
Fractal Compression

 
a)

 
Lossless compression

 Lossless compression method comprises of 
two phases –

 
modeling and coding. Creation of a 

method boils down to specification how those two 
phases should be realized. The modeling phase builds 
a model for the data to be encoded, which best 
describes information contained in this data.

 The coding phase is based on a statistical 
analysis and strives after the shortest binary code for a 
sequence of symbols obtained from the modeling 
phase.

 Three groups are distinguished in lossless 
compression methods:

 
•
 

Entropy-coding,
 

•
 

Dictionary-based,
 

•
 

Prediction methods.
 

The entropy coding includes Shannon-Fao 
coding, Huffman coding, Golomb coding, Unary coding, 
Truncated binary coding, Elias coding .The dictionary-
based includes Lempel-Ziv-Welch (LZW) coding, LZ77 
and LZ78, Lempel-Ziv-Oberhumer algorithm.

 
The 

prediction methods includes JPEG-LS and Lossless 
JPEG2000 algorithms.

 
b)

 
Lossy compression

 The lossy compression methods reduce the 
information

 
of the image to be encoded up to some 

level that is acceptable by a particular application field. 

In lossy compression algorithms, two obligatory phases 
can be distinguished: quantization and lossless 
compression. This means that the quantization is the 
key issue for lossy methods. Before the quantization, 
one more phase can be found -– decomposition, which 
is optional, but very frequently used because it allows 
one to create more effective quantization algorithms. 
The goal of the decomposition is to build a 
representation of the original data that will enable more 
effective quantization and encoding phases. 

c) Fractal Compression 
It is another type of lossy compression. Thus 

compression may be lossy or lossless. The principle of 
image compression algorithms are (i) reducing the 
redundancy in the image data and (or) (ii) producing a 
reconstructed image from the original image with the 
introduction of error that is insignificant to the intended 
applications. The aim here is to obtain an acceptable 
representation of digital image while preserving the 
essential information contained in that particular data 
set. 

First the original digital image is usually 
transformed into another domain, where it is highly de-
correlated by using some transform. This de correlation 
concentrates the important image information into a 
more compact form. The compressor then removes the 
redundancy in the transformed image and stores it into 
a compressed file or data stream. In the second stage, 
the quantization block reduces the accuracy of the 
transformed output in accordance with some pre- 
established fidelity criterion. Also this stage reduces the 
psycho-visual redundancy of the input image. 
Quantization operation is a reversible process and thus 
may be omitted when there is a need of error free or 
lossless compression. In the final stage of the data 
compression model the symbol coder creates a fixed or 
variable-length code to represent the quantizer output 
and maps the output in accordance with the code. 
Generally a variable-length code is used to represent the 
mapped and quantized data set. It assigns the shortest 
code words to the most frequently occurring output 
values and thus reduces coding redundancy. The 
operation in fact is a reversible one. 

The decompression reverses the compression 
process to produce the recovered image as shown in 
figure above.  The recovered image may have lost some 

information due to the compression, and may have an 
error or distortion compared to

 
the original image.
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compression method is called “visually lossless” when 



But the same compressed image should also 
be reconstructed back to its original image. In this paper 
we have proposed two algorithms that will be used in 
image reconstruction problem. The two algorithms are 
named as: 

(1) Repetitive Loss-Thresholding algorithm (RLTA) and  

(2) Modified RLTA(MRLTA)  

II. Litereture Survey 

In 1994, S. Martucea, in the paper “Symmetric 
convolution and the discrete sine and cosinetransform”, 
addresses the problem of reducing the amount of data 
required to represent the digital image.

 
Compression is 

achieved by the removal of one or more of three basic 
data redundancies Coding redundancy, which is 
present when less than optimal code words are used; 
Inter pixel redundancy, which results from correlations 
between the pixels of an image & psycho visual 
redundancy which is due to data that is ignored by the 
human visual system. Huffman codes contain the 
smallest possible number of code symbols per source 
symbol) subject to the constraint that the source 
symbols are coded one at a time. So, Huffman coding 
when combined with technique of reducing the image 
redundancies using Discrete Cosine Transform helps in 
compressing the image data to a very good extent. The 
Discrete Cosine Transform is an example of transform 
coding. The current JPEG standard uses the DCT as its 
basis. The DC relocates the highest energies to the 
upper left corner of the image. The lesser energy or 
information is relocated into other areas. The DCT is 
fast. It can be quickly calculated and is best for images 
with smooth edges like photos with human subjects. 
The DCT coefficients are all real numbers unlike the 
Fourier Transform. The Inverse Discrete Cosine 
Transform can be used to retrieve the image from its 
transform representation.

 

In 1989 N. Ahmed, T. Natarajan, and K. R. Rao, 
in the paper, “Discrete Cosine Transform” discussed 
about DCT.A discrete cosine transform (DCT) is defined 
and an algorithm to compute it using the fast Fourier 
transform is developed. It is shown that the discrete 
cosine transform can be used in the area of digital 
processing for the purposes of pattern recognition and 
Wiener filtering. Its performance is compared with that of 
a class of orthogonal transforms and is found to 
compare closely to that of the Karhunen-Loève 
transform, which is known to be optimal. The 
performances of the Karhunen-Loève and discrete 

cosine transforms are also found to compare closely 
with respect to the rate-distortion criterion. 

In 2008 in the paper “Context based medical 
image compression with application to ultrasound 
images” the authors Ansari, M.A.; and Anand, R.S., in 
their paper discussed about compression on context 
based medical image. Compression is very much 
essential for medical images that need to reduce the 
transmission as well as storage time and cost. In this 
paper a context based coding is done where the rate of 
compression is better than other JPEG compression 
methods. The input image is encoded with low rate and 
the background with high compression rate. The results 
showed that very high high compression rate with better 
quality is obtained compared to the previous results. 

In October 2013, Bhavani, S. and Thanushkodi, 
K.G., in their paper "Comparison of fractal coding 
methods for medical image compression," developed a 
novel quasi-lossless fractal coding scheme. Hay have 
used the fractal compression scheme for compression 
of the medical images. In their work they have 

considered   good quality portion of the picture as the 
domain part and the remaining parts of the image are 
obtained from it. Thus they mostly gave importance on 
the education of the time required for encoding. The 
experimental results showed the better compression 
rate and also reduced encoding time. 

In the 2014, in the paper "Medical Image 
Compression Using Ripplet Transform," the author 
Dhaarani, C. discussed the new compression called 
ripplet transform to represent the medical images so 
that the obtained compression ratio will be far better and 
error will be reduced as compared to the previous 
systems. The experimental results has shown that the 
SNR and compression ratio obtained are better than the 
existing ones. 

III. Existing Model 

There are many image compression techniques 
previously developed such as Discrete Cosine transform 
(DCT), Discrete Wavelet transform (DWT) and Discrete 
Kekre transform (DKT) playing very important role in 
image compression process generally for medical 
images. In the image compression technique named 
DCT i.e. Discrete Cosine transform, the image is divided 
into different parts according to their rates and then all 
the parts are applied for quantization in order to 
compress the image parts. But in this technique the 
image parts which has spatial correlation are given more 
importance for compression while the other neighboring 

© 2015   Global Journals Inc.  (US)
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pixels are neglected. In comparison with the DCT the 
DWT i.e. Discrete Wavelet Transform gives better and 
higher compression ratio. DWT is a better process for 
compression in case of higher compression ratio but it 
is a very slow process. Here the input image is taken 
and filtered for obtaining sub band coding and 
compresses each code separately. An algorithm called 
as the EBCOT uses the same technique fir compressing 
images. Here the image is taken and divided into a 
number of sub bands which are distributed into many 
code blocks and each of these code blocks are applied 
for compression separately. Another algorithm named 

as QUAD Tree checks all the minimum and maximum 
pixels and performs compression. When all the 
techniques such as the DCT, DWT, DKT are used 
together that technique is called as the Hybrid Wavelet 
Transform i.e. HWT. Thus for better compression, both 
ratio and speed of compression needs to be obtained 
that too with a high quality of the image. So 
reconstruction of the compressed lossless image is 
easier than that of the compressed image that has 
suffered loss. So reconstruction of the compressed 
image will be studied in this paper. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure :
  
Lossless Compression

 

IV.
 

Proposed Model
 

Decompression leads to reconstruction of the 
compressed image into its original form or at least 
approximately to its original format. Ones the 
compressed image is transferred and it reaches the 
destination, it needs to be decompressed. Here, we are 
developing an Image Reconstruction model for 
compressed medical images without losing critical 
information for removing redundancy data from 
biomedical images or signals. In order to solve the 
problem of reconstruction of the compressed medical 
image, we have proposed two splitting algorithms to 
solve the problem. The problem of reconstruction is 
defined as follows:

 

        𝑚𝑚𝑚𝑚𝑚𝑚𝑎𝑎 ∈ 𝑆𝑆𝑞𝑞𝑍𝑍(𝑎𝑎) = 𝑧𝑧(𝑎𝑎) +
 
∑ 𝑑𝑑𝑏𝑏𝑐𝑐
𝑏𝑏=1 (𝐽𝐽𝑏𝑏𝑎𝑎)

 

      (1)

 

  

where 

 

𝑧𝑧

 

the lost is function and 𝑑𝑑𝑏𝑏are convex functions; 
𝐽𝐽𝑏𝑏

 

are orthogonal matrices. 

 

The two algorithms used for solving this 
problem are:

 

(3)

 

Repetitive Loss-Thresholding algorithm (RLTA)

 

and 

 

(4) Modified RLTA(MRLTA)  

The modified version, (𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀)  have 
complexity bounds 𝑌𝑌�1 √𝑀𝑀⁄ �  where 𝑀𝑀  represents 
optimal solutions.Thus we are proposing the two 
algorithms both based on variable as well as splitting 
techniques. Firstly the Compressed big image is splitted 
into smaller 𝑚𝑚 sub images by: 

a) Splitting the function 𝑧𝑧(𝑎𝑎) into 𝑐𝑐 number of smaller 
sub functions 𝑧𝑧𝑏𝑏(𝑎𝑎). 

i.e. 𝑧𝑧𝑏𝑏(𝑎𝑎) =  𝑧𝑧(𝑎𝑎) 𝑏𝑏⁄ . 
 

b) Splitting 𝑎𝑎  variable into 𝑐𝑐  number of smaller 
variables, 

c) i.e.{𝑎𝑎𝑏𝑏}, 𝑏𝑏 = 1,2, … . 𝑐𝑐.  

d) Split each operators to reduce the 𝑈𝑈 = 𝑧𝑧(𝑎𝑎) +
 ∑ 𝑑𝑑𝑏𝑏𝑐𝑐

𝑏𝑏=1 (𝐽𝐽𝑏𝑏𝑎𝑎)independently. 

e) Thus finally solving to find the value of 𝑎𝑎. 
First the original compressed image is taken 

and then divided into a large number of smaller images. 

 
SOURCE IMAGE

 
 
PREDICTOR

  
ENTROPY    
ENCODER

 

COMPRESSED          
DATA

 

       TABLE 
SPECIFICATION
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Then for each splitted smaller part, the 
reconstruction algorithms are applied separately. 

Ones the reconstruction of each smaller parts of 
the compressed image is done separately, they are 
combined to form the decompressed original image. 

Finally these algorithms are applied to 
reconstruction of the compressed image. Thus the two 
algorithms need to solve the problem given as: 

              min{𝑍𝑍(𝑎𝑎) ≡ 𝑧𝑧(𝑎𝑎) + 𝑑𝑑(𝑎𝑎)} ,  a ∈ 𝑆𝑆𝑞𝑞                         (2) 

Where for 𝑑𝑑, 𝑆𝑆𝑞𝑞 → 𝑆𝑆  is a non-smooth function. 
And for 𝑧𝑧 it is a smooth function. 
The proximal map of 𝑑𝑑(𝑎𝑎)is  

   𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑎𝑎𝑝𝑝𝑣𝑣(𝑑𝑑)(𝑎𝑎) ≔ 𝑎𝑎𝑝𝑝𝑎𝑎𝑚𝑚𝑚𝑚𝑚𝑚𝑝𝑝 {𝑑𝑑(𝑝𝑝) + 1
2𝑣𝑣
‖�𝑝𝑝 − 𝑎𝑎‖�2}       (3) 
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The algorithms used for the reconstruction 
technique are discussed below: 
(1) RLTA 

Input: 𝑣𝑣=1 𝑝𝑝𝑐𝑐⁄  where 𝑝𝑝𝑐𝑐  is the Lipschitz constant 
In mathematical analysis, Lipschitz continuity, is 

a strong form of uniform continuity for functions. 
Intuitively, a Lipschitz continuous function is limited in 
how fast it can change: there exists a definite real 
number such that, for every pair of points on the graph 
of this function, the absolute value of the slope of the 
line connecting them is not greater than this real 
number; this bound is called the function's "Lipschitz 
constant". 
Repeat 
For 𝑤𝑤 = 1 to 𝑊𝑊 do 

𝑎𝑎𝑤𝑤 = 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑎𝑎𝑝𝑝𝑣𝑣(𝑑𝑑)(𝑎𝑎𝑤𝑤−1 − 𝑣𝑣𝑣𝑣𝑣𝑣(𝑎𝑎𝑣𝑣−1)) (4) 

Thus the compressed image which is 
considered as the problem of  our issue is taken and 
splitting of the images is done resulting in minimization 
of the problem.  
End for 
Until Stop 

The algorithm 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  continues till 𝑌𝑌�1 √𝑀𝑀⁄ � 
iterations. Ones it reaches  𝑌𝑌�1 √𝑀𝑀⁄ �𝑡𝑡ℎ  iteration the 
splitting of the images is stopped. Thus now we have 
obtained a large number of smaller sized splitted 
compressed images.  

Thus applying 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  we obtain have reduced 
the problem function as follows:/ 

           𝑍𝑍(𝑎𝑎𝑤𝑤) − 𝑍𝑍(𝑎𝑎∗) ≤ 𝑝𝑝𝑐𝑐��𝑎𝑎0−𝑎𝑎∗��2

2𝑤𝑤
 , ∀𝑎𝑎∗ ∈ 𝑀𝑀∗                (5) 

(2) MRLTA 
After 𝑌𝑌�1 √𝑀𝑀⁄ �iterations for the first algorithm, 

the second algorithm starts i.e. the first algorithm the 
RLTA is on from the first iteration to the 
𝑌𝑌�1 √𝑀𝑀⁄ � iteration. Ones it reaches the  �𝑌𝑌�1 √𝑀𝑀⁄ �  +
1�𝑡𝑡ℎ      iteration, the second algorithm i.e. the MRLTA 

(ModifiedRepetitive Loss-Thresholding algorithm) 
begins. The MRLTA is a modified face of the same first 
algorithm RLTA. This modified algorithm MRLTA works 
much faster than the first algorithm MRLTA. 

 

Input: 𝑣𝑣=1 𝑝𝑝𝑐𝑐⁄

 

,𝑠𝑠1 = 𝑎𝑎0 ,𝑚𝑚1 = 1where 𝑝𝑝𝑐𝑐

 

is the Lipschitz 
constant

 

Repeat

 

For 𝑤𝑤 = 1

 

to 𝑊𝑊

 

do

 

          

𝑎𝑎𝑤𝑤 = 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑎𝑎𝑝𝑝𝑣𝑣(𝑑𝑑)(𝑠𝑠𝑤𝑤 − 𝑣𝑣∇𝑧𝑧(𝑎𝑎𝑤𝑤))

 

               (6)

 

                      

𝑚𝑚𝑤𝑤+1 = 1+�1+4(𝑚𝑚𝑤𝑤 )2

2
                                (7)

 

     
𝑚𝑚𝑤𝑤+1 = 𝑎𝑎𝑤𝑤 + 𝑚𝑚𝑤𝑤−1

𝑚𝑚𝑤𝑤+1 (𝑎𝑎𝑤𝑤 − 𝑎𝑎𝑤𝑤−1)

 

                          (8)

 

 

End for

 

Until Stop

  

MRLTA

 

Algorithm results in reduction of the 
problem function,

 

and thus the problem function 
becomes

 

             

𝑍𝑍(𝑎𝑎𝑤𝑤) − 𝑍𝑍(𝑎𝑎∗) ≤ 2𝑝𝑝𝑐𝑐��𝑎𝑎0−𝑎𝑎∗��2

(𝑤𝑤+1)2   ,∀𝑎𝑎∗ ∈ 𝑀𝑀∗

                 

(9)

 

Thus MRLTA mostly depends on the reduction 
of the variable 𝑎𝑎𝑤𝑤 .   Ones both the reconstruction 
algorithms are applied to the splitted smaller images, 
the compression problem of the splitted smaller images 
are reconstructed .These reconstructed smaller images 
are then added up to form the original decompressed 
image.

 

V.

 

Experimental Result

 

We have implemented the paper practically 
using matlab

 

2013b. We have done the experiment 
taking different MRI images as the input. Both the 
reconstruction processes showed same output. The 
only difference was that the 2nd algorithm was faster 
and consumed less iteration time.The results for the 
work for different images are given as below:
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Figure 1 : Original heart image 

 

Figure 2 : Heart image after compression 

 

Figure 3 : Heart image during reconstruction process 
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Figure 4 : Heart image after reconstruction 

 
RLTA 
Iter_time = 1.84sec, Iteration Num = 50 
k = 9154, rec_err = 1.242852e-01, samp.ratio = 
0.248318, func. value = 11848.883181 

MRLTA
 

Iter_time
 
= 1.31sec, Iteration Num = 50 

 

k = 9154, rec_err = 1.180128e-01, samp.ratio = 
0.248318, func.value = 15614.962537

 

ans =PSNR of the Reconstructed Image = 57.4055
 

 

Figure 5

 

:

 

Heart image after reconstruction process
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Figure 6 : Original MR Chest image 

 

Figure 7 : MR chest image after compression 
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Figure 8 : MR chest image during reconstruction process 

 

Figure 9 : MR chest image after reconstruction 

RLTA 
Iter_time = 2.25sec, Iteration Num = 50 
k = 12152, rec_err = 1.073534e-01, samp.ratio = 
0.251074, func.value = 58621.871883 
MRLTA 
Iter_time = 1.92sec, Iteration Num = 50  
k = 12152, rec_err = 1.024063e-01, samp.ratio = 
0.251074, func. value = 48455.171021 
ans =PSNR of the Reconstructed Image = 53.1627 

VI. Conclusion 

The reconstruction of a compressed image is 
very important which can be processed by the 
destination user. Here we had proposed a theoretical 

and computational investigation to compress an image 
and get back the original image. Dequantization 
technique had been implemented on decompressed 
image. In the first part we had obtained fairly good 
compression result. In this paper, we present two 
algorithms to answer complexity of reconstructing the 
compressed image to its original format. Initially the 
compressed image is treated as a big problem, which is 
given for splitting into smaller problems carried out by 
splitting algorithm RLTA and then each sub problem is 
averaged in different iterations to obtain the original 
image by the MRLTA. The proposed splitting algorithms 
are applied to the reconstruction of the compressed 
medical image and low-rank tensor completion and the 
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experimental results have shown that it has performed 
better. Further on, the decompression algorithm can 
also be used to enlarge any grayscale image. And then 
decompression could be done for future course of 
action. 
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Text Attribute Noise Variation based Multi-Scale Image Analysis                    
By Dr. M. Ashok, Dr. T. Bhaskara Reddy & S. Bhargav Kumar 

                                                      

Abstract- For image reconstruction, the particular constant quantity of the received image should be 
same as original image with the given analysis. This paper implements an analysis algorithm, where 
the particular constant quantity are analysed via image texture leaning with an appropriate variable 
variation's. In this paper, a three level decomposed multi-wavelet (3LMW)-based multi-scale image 
noise variation analysis scheme for image text attribute noise variation (TANV) and image analysis 
algorithm is proposed and the determination of the optimal 3LMW basis with respect to the proposed 
scheme is also discussed. The proposed method is applied to image noise variation analysis, and 
the experimental results validated its generality and effectiveness in multi-style image noise variation 
analysis. 

Keyward: quantity; TANV; 3LMW; resolution; multi-style. 

 

TextAttributeNoiseVariationbasedMultiScaleImageAnalysis 
 
 
 
 
 

Strictly as per the compliance

 

and regulations of:

 
 

 

GJCST-F Classification: I.3.3

S.K. University, India



Text Attribute Noise Variation based Multi-Scale 
Image Analysis 

Dr. M. Ashok α, Dr. T. Bhaskara Reddy σ & S. Bhargav Kumar ρ 

Abstract- For image reconstruction, the particular constant 
quantity of the received image should be same as original 
image with the given analysis. This paper implements an 
analysis algorithm, where the particular constant quantity are 
analysed via image texture leaning with an appropriate 
variable variation's. In this paper, a three level decomposed 
multi-wavelet (3LMW)-based multi-scale image noise variation 
analysis scheme for image text attribute noise variation (TANV) 
and image analysis algorithm is proposed and the 
determination of the optimal 3LMW basis with respect to the 
proposed scheme is also discussed. The proposed method is 
applied to image noise variation analysis, and the 
experimental results validated its generality and effectiveness 
in multi-style image noise variation analysis. 
Keywords: quantity; TANV; 3LMW; resolution; multi-style. 

I. Introduction 

 
In this paper, a generic model to solve these 

multi-style[7] image TANV analysis problems has been 
proposed. The pair of book keeping aim to characterize 
the two domains, multi-scale[3] and semi-quad[6], the 
mapping functions is to reveal the relation between two 
variable variation's [4][5] for noise variation analysis. The 

proposed model is called as auto-coupled image noise 
variation analysis and apply it to image noise variation 
analysis to validate its performance. 

The rest of the paper is organized as follows. 
Section 2 discusses about Multi-Scale Image Text 
Attribute Noise Variation (MSTANV) scheme. Analysis 
Model is presented in section 3. Section 4 presents the 
proposed model Multi-Scale Image Analysis method. 
Section 5 discuss the results and Section 6 concludes 
the paper.  

II. Mstanv 

  

 
 

   

 
 

                                σjxyz= |Ljxyz-xyz|σ:xyz   (1) 

where |Ljxyz-1| is the corresponding filter (|LD
jx-1|), (|LH

jy-

1| and (|LV
jz-1|).  

The orientation vector are represented as,  

             Ȓjxy(mx,ny)=[Rjxy(mx,ny) Rjxy+xy(mx,ny)]Txy=ẋjxy+ẏjxy ±√|Ljxy-xy|σ:xy                                                      (2) 

                          Ȓjyz(mx,ny)=[Rjyz(mx,ny) Rjyz+yz(mx,ny)]Tyz=ẋjyz+ẏjyz ±√|Ljyz-yzσ:yz                                            (3) 

                           Ȓjxz(mx,ny)=[Rjxz(mx,ny) Rjxz+xz(mx,ny)]Txz=ẋjxz+ẏjxz  ±√|Ljxz-xz|σ:xz                                           (4)

where  

ẋjxyz(mx,ny)=[ xjxyz(mx,ny) xjxyz+1(mx,ny)]Txyz and ẏjxyz=[ yjxyz(mx,ny)  yjxyz+1(mx,ny)]Txyz. 
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n many image recognition applications, people often 
send images from different sources and consequently 
they were received at different destinations. In 

addition, low resolution obtained at multiple receivers 
should be up-converted to a higher level of resolution for 
better interpretation at end user. Research works on 
such image analysis problems should benefit the 
practical applications under image interpretation and 
image human visual distinctive information analysis 
[1][2].

I

The MSTANV scheme presented in this work 
adopts partitioned and relevant (P&R) 3LMW stretch 
(P&R3L) and  two-stage decomposition structure is 
implemented. Here wH

jx, wV
jy and wD

jz are the 3LMW 
particular constant quantity at horizontal, vertical and 
diagonal particular constant quantity.

Let Sxyz denote input image to analyse. Filters 
Hjx , Hjy and Hjz used in P&R3L are replaced with (2j-xyz -
xyz) zeros of the variable quantity of original filter Ho:xyz , 
so does for Ho:xyz ||Vjxyz. The analysed signal by 
proposed 3LMW, is an average of several MSTANV
signal by P&R3L. Noise variations of sj at scale j in a 
direction is 

Authorρ: Hyderabad, Telangana. e-mail: kumar.s.bhargav@gmail.com
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Text Attribute Noise Variation based Multi-Scale Image Analysis

III. Analysis Model

Let Ȓxyz denote MSTANV image to analyse and set of variants hxyz = {ȟxyz}. Let Ȓixyz denote a path of Ȓxyz at 
image text location ixyz, then,

                                                       Ȓixyz = Ȓxyz Ƿixyz                                                                                              (5)

where Ƿixyz denotes a P&R operator,

                                                   Ȓxyz=(∑ Ƿixyz
Txyz Ƿixyz)-xyz (∑ Ƿixyz

Txyz Ȓixyz)                                                         (6)

For mapping Ĥxyz,

                                                              Ȓixyz = Ĥxyzȟixyz                                                                                  (7)

Substituting  (6) into (7),

Ȓxyz=Ƒxyzȟxyz=(∑ Ƿixyz
Txyz Ƿixyz)-xyz (∑ Ƿixyz

Txyz Ĥxyzȟixyz) (8)

where Ƒxyz is used to reconstruct image Ƿxyz. variant particular constant quantity are represented by

ȟxyz=argȟxyzmin[1/xyz |Xxyz- Ƒxyzȟxyz|xyz
xyz +λxyz|ȟxyz|xyz (9)

where Xxyz=Ȓxyz+ήxyz and λxyz is the deviation variable,

   (ȟxyz,ăxyz)=arg ȟxyz,ăk min [1/xyz|Xxyz-Ƒxyzȟxyz|xyz
xyz + λxyz

1 |ȟxyz|xyz ]+λxyz
2∑K

k=xyz ∑iϵCk:xyz|Ĥxyzȟixyz-ăk|xyz
xyz                 (10)

where ăk stands for kxyz-th Ck:xyz of particular constant quantity ȟxyz. By rewriting the (10) as,

(ȟxyz,ǧxyz)=arg ȟxyz,ăk min [1/xyz|Xxyz-Ƒxyzȟxyz|xyz
xyz + λxyz

1 |ȟxyz|xyz ]+λxyz
2∑K

k=xyz ∑iϵCk:xyz|Ĥxyzȟixyz-Ĥxyzǧkxyz|xyz
xyz          (11)

resulting |Ĥxyzȟixyz-Ĥxyzǧkxyz|xyz
xyz = |ȟixyz-ǧkxyz|xyz

xyz . From these, by re-writing the (11) as,

     (12)

By substituting norm in (12), resulting in

(13)

Classify Ȓxyz in to Pxyz and Qxyz, as in to Nxyz and Mxyz respectively. Having a set of Nxyz {ΓP
k:xyz,1≤k:xyz≤N} for Pxyz and 

a set of Mxyz {ΓQ
l:xyz,1≤l:xyz≤M} for Qxyz, where Γp

k:xyz denotes the index of k in Pxyz and ΓQ
l:xyz denotes the index of l in 

Qxyz. The QC Model corresponding to above projection is given by,

J(Ēk:xy,l:xy, ăk:xy, ǧl:xy, άk:xy,l:xy)= ∑N
k=1:xy∑M

l=1:xy | ΓP
k:xy || ΓQ

l:xy |(Ēk,l:xy-Ĕk,l:xy)xy + ∑N
k:xy=1 ăk:xy (∑M

l=1:xy | ΓQ
l:xy |Ēk:xy,l:xy-xy)+ 

∑M
l=1:xy   ǧl:xy (∑N

k=1:xy| ΓP
K:xy |Ēk:xy,l:xy-xy)- ∑N

k:xy=1:xy∑M
l=1:xy άk:xy,l:xy Ēk:xy,l:xy (14),

J(Ēk:yz,l:yz, ăk:yz, ǧl:yz, άk:yz,l:yz)= ∑N
k=1:yz∑M

l=1:yz | ΓP
k:yz || ΓQ

l:yz |(Ēk,l:yz-Ĕk,l:yz)yz + ∑N
k:yz=1 ăk:yz (∑M

l=1:yz | ΓQ
l:yz |Ēk:yz,l:yz-yz)+ 

∑M
l=1:yz   ǧl:yz (∑N

k=1:yz| ΓP
K:yz |Ēk:yz,l:yz-yz)- ∑N

k:yz=1:yz∑M
l=1:yz άk:yz,l:yz Ēk:yz,l:yz (15), and

J(Ēk:xz,l:xz, ăk:xz, ǧl:xz, άk:xz,l:xz)= ∑N
k=1:xz∑M

l=1:xz | ΓP
k:xz || ΓQ

l:xz |(Ēk,l:xz-Ĕk,l:xz)xz + ∑N
k:xz=1 ăk:xz (∑M

l=1:xz | ΓQ
l:xz |Ēk:xz,l:xz-xz)+ 

∑M
l=1:xz   ǧl:xz (∑N

k=1:xz| ΓP
K:xz |Ēk:xz,l:xz-xz)- ∑N

k:xz=1:xz∑M
l=1:xz άk:xz,l:xz Ēk:xz,l:xz             (16)

where Ēk:xyz,l:xyz,ăk:xyz, ǧl:xyz and άk:xyz,l:xyz are the index constraints. In the scenario of image analysis, re-writing the (13), 
we get by considering ɸ initial values,

        (ȟxyz,ǧxyz)=arg ȟxyz,ăk min [1/xyz|Xxyz-Ƒxyzȟ|xyz
xyz + λxyz

1 |ȟxyz|xyz ]+λxyz
2∑K

k=1: xyz ∑iϵCk: xyz|Ĥxyzȟi: xyz-Ĥxyzǧk: xyz|1: xyz     (17)

and άy: xyz=argά: xyzmin |άxyz|1: xyz, by stating

                                                    |Sxyz-nxyzɸxy:yz:zxάxyz|xyz<εxyz                                                                                                                                                    (18)

and then the reconstructed S is obtained as Sj: xyz=ɸxy:yz:zxάy: xyz which is very close to the true image Sxyz.

(ȟxyz,ǧxyz)=arg ȟxyz,ăk min [1/xyz|Xxyz-Ƒxyzȟxyz|xyz
xyz + λxyz

1 |ȟxyz|xyz ]+λxyz
2∑K

k=xyz ∑iϵCk:xyz|ȟixyz-ǧkxyz|xyz
xyz

    (ȟxyz,ǧxyz)=norm( argȟxyz,ăk ∑min [1/xyz|Xxyz-Ƒxyzȟxyz|
xyz

xyz) + norm(λxyz
n1 |ȟxyz|

xyz ])+norm(λxyz
n2∑K

k=xyz ∑iϵCk:xyz|ȟixyz-ǧkxyz|
xyz

xyz )
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IV. Multi-Scale Image Analysis Algorithm

The proposed analysis approach shown in fig 1; involves multi-scale image TANV analysis algorithm :

Algorithm : Multi-scale Image Analysis Algorithm

Input : Book keeping pairs Bxy , Byz and Bzx and  3LMW  pairs 3Lxy ,3Lyz and 3Lzx.
1. Update Sxyz in 3L as Xj:x, Xj:y, Xj:z and Yj:x , Yj:y , Yj:z.
2. Update Bxy , Byz and Bzx.
3. Update 3Lxy ,3Lyz and 3Lzx.
4. Update kxyz.
5. Update J by multi-style TANV analysis.
6. Update kxyx

Output: Analysed image.

Figure 1 : Flowchart of the proposed analysis based multi-scale image TANV analysis

In the above fig 1, at coding stage, input 
images with styles were defined at initial. Dictionary or 
book keeping matrix is defined with the randomness in 
the image style selected, based on these coding is 
done. At tranform stage, coding coefficeints X are
mapped in to relevnat coefficients Y image analysis 
values. 

At reconstruction stage, the coefficients are 
analysed in to their original styles by the same dictionary 
mapping or book keeping. 

V. Experiment Results and discussions

As stated in above chapters, the TANV 
performance increases in variable variation's-information 
CIi:xyz of original signal Si:xyz and noisy quantity wi:xyz, 
related as CIi:xyz =I(Si:xyz +wi:xyz±σ:xyz), but decreases in 
noise error criteria CNi:xyz. Therefore, good 3LMW basis 
for TANV should aim at maximizing CIi:xyz and minimizing 
CNi:xyz is implemented in this research work. Denoting 
P&R 3LMW as P&R3L (n:xyz),where n=1,2,3,....,N and bi-

P&R 3LMW is denoted by CDF(n:xyz,n':xyz), where n is 
analytic 3LMW and n' is analyzed 3LMW.

Proposed method has been implemented on 
nine 256 X 256 images Barbara, Boats, Butterfly, 
Cameraman, House, Straw, Lena, Baboon and Peppers 
as shown in fig 2, to compute their CIi:xyz and CNi:xyz

values with respect to wavelets CDF(3,3) and P&R3L (4). 
In table 2 and table 3, listed the values of CIi:xyz and 
CNi:xyz when j:xyz =2N-1-1 and j:xyz = j:xyz =2N-1-2. These 
results represent the information of the first three 3LMW 
scales indication H, V and D as horizontal, vertical and 
diagonal subbands respectively.

From the experimental results tabulated in table 
1, table 2 and table 3, it can be observed that CDF(3,3) 
and P&R3L (4) are best of other 3LMW's under different 
TANV schemes available. From the experimental results 
shown in table 4, it is clear that proposed method 
generally outperforms reconstruction scheme. In table 4, 
Gaussian White Noise with standard deviation σ:xyz is 
added to nine test images. σxy, σyz and σyz are the 
estimation by our scheme.
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Text Attribute Noise Variation based Multi-Scale Image Analysis

(a) Barbara (b) Boats (c) Butterfly

(d) Cameraman (e) House (f) Straw

(g) Lena (h) Baboon (i) Peppers

Figure 2 : Nine 256 X 256 images (a) Barbara, (b) Boats, (c) Butterfly, (d) Cameraman, (e) House, (f) Straw, (g) 
Lena, (h) Baboon and (i) Peppers

(a) Barbara (b) Boats (c) Butterfly

CDF(3,3) P&R3L (4) CDF(3,3) P&R3L (4) CDF(3,3) P&R3L (4)

(d) Cameraman (e) House (f) Straw

CDF(3,3) P&R3L (4) CDF(3,3) P&R3L (4) CDF(3,3) P&R3L (4)

(g) Lena (h) Baboon (i) Peppers

CDF(3,3) P&R3L (4) CDF(3,3) P&R3L (4) CDF(3,3) P&R3L (4)

Table I . Text Attribute Noise Variation R Taken In Fig.2
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Table II : Values of Ci And Cn for Nine Images As Shown In Fig 2

(a) Barbara (b) Boats (c) Butterfly (d) Cameraman (e) House
CDF(3,3) P&R3L

(4)
CDF(3,3) P&R3L

(4)
CDF(3,3) P&R3L

(4)
CDF(3,3) P&R3L

(4)
CDF(3,3) P&R3L

(4)
CIj:xyz

=2N-1-1, 
xy 0.3456 0.8125 0.8125 1.1010 0.3250 0.7522 0.6525 1.1526 0.8526 0.8152
yz 0.2256 0.3251 1.1256 1.4521 0.3010 0.5261 0.4456 0.7522 1.1256 0.3956

N=3 zx 0.1859 0.3125 0.7852 0.8521 0.1215 0.2121 0.1526 0.2901 0.7256 0.2615
CIj:xyz

=2N-1-2, 
N=5

xy 1.4256 2.6521 1.3689 2.0562 1.2568 2.4512 1.7582 2.2561 1.3156 2.6952
yz 0.7612 1.4589 1.5164 2.3215 1.0785 2.0658 1.2156 2.1325 1.5262 1.4256
zx 0.7528 1.2156 1.2001 1.3596 0.5261 1.1026 0.7262 1.1952 1.1062 1.2935

CNj:xyz

=2N-1-1, 
N=3

xy 0.1305 0.1256 0.0123 0.0156 0.0852 0.1023 0.2012 0.2859 0.0126 0.1212
yz 0.1459 0.2121 0.0126 0.0326 0.0758 0.1256 0.1652 0.1900 0.0159 0.1956
zx 0.2356 0.2456 0.0356 0.0358 0.1102 0.1126 0.2650 0.2156 0.0356 0.1822

CNj:xyz

=2N-1-2, 
N=5

xy 0.0212 0.0415 0.0070 0.0121 0.0162 0.0325 0.0725 0.1521 0.0069 0.0485
yz 0.0380 0.1001 0.0108 0.0182 0.0251 0.0568 0.0548 0.0698 0.0025 0.0910
zx 0.0592 0.1011 0.0123 0.0121 0.0261 0.0589 0.1025 0.1985 0.0056 0.1023

Table III : Values of Ci And Cn for Nine Images As Shown In Fig 2

(f) Straw (g) Lena (h) Baboon (i) Peppers
CDF(3,3) P&R3L

(4)
CDF(3,3) P&R3L (4) CDF(3,3) P&R3L

(4)
CDF(3,3) P&R3L

(4)
CIj:xyz =2N-1-
1, N=3

xy 0.8952 1.1123 0.3592 0.8215 0.6528 1.2356 0.3056 0.7584
yz 1.1256 1.4859 0.2012 0.3056 0.4582 0.7856 0.3025 0.5892
zx 0.7819 0.8125 0.1856 0.2589 0.2458 0.2985 0.1265 0.2010

CIj:xyz =2N-1-
2, N=5

xy 1.3826 2.0589 1.4002 2.6589 1.7515 2.8596 1.2689 2.4586
yz 1.5246 2.3596 0.7852 1.4512 1.2659 2.1256 1.0789 2.0456
zx 1.1256 1.3589 0.7528 1.2659 0.7526 1.2689 0.5286 1.1564

CNj:xyz =2N-

1-1, N=3
xy 0.0125 0.0185 0.1165 0.1456 0.1205 0.2456 0.0826 0.1025
yz 0.0192 0.0356 0.1489 0.2158 0.1658 0.1986 0.0784 0.1035
zx 0.0356 0.0356 0.2121 0.1589 0.3256 0.2256 0.1156 0.1029

CNj:xyz =2N-

1-2, N=5
xy 0.0072 0.0125 0.0256 0.0452 0.0756 0.1456 0.0125 0.0356
yz 0.0105 0.0182 0.0356 0.0956 0.0456 0.0956 0.0256 0.0589
zx 0.0123 0.0201 0.0589 0.1105 0.1005 0.1986 0.0214 0.0592
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Table IV : Noise Level Estimation Results

σ:xyz 5 10 15 20 25 30 35 40
(a) Barbara σxy 5.45 10.2 14.56 19.56 24.56 29.56 34.56 40.41

σyz 2015 6.89 12.56 17.25 23.25 28.26 33.25 40.11
σzx 2.10 7.56 13.56 18.56 23.26 29.21 34.56 40.46

(b) Boats σxy 5.68 9.56 13.25 19.25 23.56 27.89 33.25 40.11
σyz 6.58 11.26 15.96 20.25 25.26 30.25 34.56 40.74
σzx 3.96 7.85 13.58 18.69 24.56 29.86 34.58 40.70

(c) Butterfly σxy 3.12 7.25 12.25 18.25 23.56 28.26 33.25 40.02
σyz 6.58 10.25 14.58 20.15 24.58 28.69 34.25 40.51
σzx 3.56 8.25 13.58 19.58 24.56 29.56 34.56 40.65

(d) Cameraman σxy 6.58 10.25 14.15 19.25 23.15 29.25 33.25 39.56
σyz 7.59 11.58 15.15 20.25 24.56 30.25 34.25 40.15
σzx 3.58 8.59 14.56 19.58 24.56 29.58 34.58 40.85

(e) House σxy 6.01 7.89 11.25 16.25 22.12 27.56 33.15 40.12
σyz 13.25 17.25 21.26 25.25 29.58 34.38 38.59 43.25
σzx 6.25 8.96 12.65 17.22 23.26 28.56 34.56 40.25

(f) Straw σxy 3.22 6.25 12.56 17.25 23.15 28.15 33.56 40.12
σyz 6.89 11.25 15.56 20.14 25.26 30.22 34.25 40.68
σzx 3.25 7.85 13.56 18.25 24.56 29.56 34.89 40.52

(g) Lena σxy 6.25 10.25 15.24 20.25 24.56 29.25 34.59 40.12
σyz 3.26 6.59 12.56 17.56 23.45 28.56 33.56 40.52
σzx 3.22 8.59 13.58 19.28 24.62 29.52 34.56 39.25

(h) Baboon σxy 7.59 11.25 16.59 20.26 25.25 30.26 35.49 40.12
σyz 3.22 6.56 12.25 17.25 23.56 28.25 33.26 40.12
σzx 3.56 8.59 14.25 19.56 24.56 29.58 34.56 40.12

(i) Peppers σxy 3.22 6.25 12.15 17.25 23.26 28.22 33.26 40.33
σyz 13.59 17.16 21.25 25.65 29.25 34.25 38.59 43.25
σzx 6.59 8.96 12.56 17.56 23.65 28.65 34.56 40.25

The PSNR results on a set of 9 images are 
reported in Table 5. From Table 5, clearly shows the 
proposed TANV method significantly outperforms for 
both uniform blurring and Gaussian blurring.

VI. Conclusions
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A Study on Preprocessing and Feature 
Extraction in offline Handwritten Signatures 

   

Abstract- In offline handwritten signature verification process, 
preprocessing of the signature is the very fast and most 
essential part. In some cases the raw signature can include 
extra pixel known as noises or may not be in proper form 
where preprocessing is mandatory. If a signature is 
preprocessed correctly, it leads to a better result for both 
signature matching and forgery detection. Pre-processing 
includes binarization, noise removal, thinning, orientation etc. 
Many experiments and techniques have already been 
proposed for implementing these processes and some of 
them have shown exclusive and spectacular results. 
Regarding to this situation we have studied several pre-
processing steps, signature features, feature detectors and 
also implemented some of them using MATLAB software. We 
have studied several image processing algorithms, and 
proposed an algorithm to correct the alignment of the input 
signature which can be used at the preprocessing stage to 
achieve better results in the signature detection process. We 
have tried to find a baseline of the handwritten signature and 
align it with respect to the baseline. Though there are some 
limitations involved but the experimentations have shown very 
promising results. 
Keywords: image preprocessing, edge detection, feature 
extraction, orientation. 

I. Introduction 

n offline signature consists of some specific 
characteristics of any individuals which need to be 
verified for forgery detection. But before that the 

signature must have gone through some preliminary 
steps like simplification of the signature, feature 
extraction, classification etc.  

Authenticating an individual using his or her 
handwritten signature is a biometric process [1], [2] 
because signature could differ on the basis of 
movement, position and behavioral state of that person. 
So it is necessary to look upon these facts while 
performing forgery detection of any signature. 

Matching signature is complicated and time 
consuming process. So we would like to propose a way 
to narrow down the possible number of sample input 
signatures that can probably match with the reference 
signature present in database. 

 
 

 
 

 
 

 
 

In order to perform similarity checking between the test 
signature and the reference signature present in 
database, some procedures needs to be followed-  
a. Collect sample signatures 
b. Pre-processing 
c. Feature extraction 
d. Matching and Verification 

Pre-processing is the first step for signature 
matching process where the input signature is simplified 
to match with referenced one. After the simplification of 
signature, it is necessary to find which features are 
present inside the signature. Then extract those features 
using proper method and classifiers for verification. 
Features can be divided broadly into three categories - 
a) Global features b) Local features c) Geometric 
features [1]. 

In our study we have focused on pre-
processing part of offline handwritten signature 
verification process. We observed that if the test input 
signature is not oriented properly then sometimes 
expected result cannot be achieved. So we tried to find 
the baseline of the test signature as a part of pre-
processing step and proposed an algorithm to make it 
horizontally aligned before further processing. So the 
whole study can be expressed by the following           
flowchart – 

      
 

II. Preprocessing 
Preprocessing is necessary to remove 

background noises and to achieve better result [3]. 
Some common operations of  pre-processing is known 
as binarization, thinning, smoothing, noise removal, 

A 
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slant normalization, skeletonization, orientation, size 
normalization [1][3][4] etc. 

a) Thresholding 
In MATLAB , the input signature must be in gray 

scale or binary otherwise there will not be any output. A 
binary image has only two possible values 1 and 0 
(respectively black and white) [1].To get the binary 
image of any signature, a threshold must be declared. 
Depending on various method, threshold value can be 
between 0 and 1 [4]. For our experiment we assumed 
that the threshold point is at 0.5 level and converted the 
following RGB signature image into binary image. 

 

Figure 1 : RGB signature 

 

Figure 2
 
:
 
Binary signature using threshold 0.5

 

b)
 

Edge Thinning
 

Here morphological operators which are 
connected to the set theory of mathematics [4][5] are 
useful to thin edges of any binary pre processed 
signature. So we applied morphological operator where 
operation can be ‘thin’, ‘branchpoint’, ‘endpoint’, 
‘bridge’ etc. Now binary image of Fig-2 can be thinned 
using ‘thin’ morphological operation [5] , which removes 
pixels so that an

 
object without holes shrinks to a 

minimally connected stroke. 
 

 

Figure
 
3

 
:
 
Thinned signature

 

c)
 

Noise Removal
 

Noise is another important factor of offline 
handwritten signature pre-processing which can be 
removed using different filtering like median filtering, 
adaptive filtering and so on. Our signature can have 
luminance noise or color noise which must be removed 
before feature extraction and further processing to avoid 

unwanted result [6]. Image restoration therefore tries to 
recover an image by removing unnecessary pixels and 
noises [7]. Several types of noises can be - i) Gaussian 
noise ii) Sault and pepper noise etc.[5][7]. 

d) Noise Removal with adaptive filtering 
We used wiener2 function to remove noises. 

wiener2 lowpass filters an intense image that has been 
degraded by constant power additive noise. 

As we can see Gaussian noise can be detected 
in Fig-4 which is later removed using wiener2 (varargin) 
function. 

 

Figure 4 : Signature with Gaussian noise 

 

Figure 5 : Signature without noise 

III.
 

Feature
 
Extraction

 

a)
 

Loops present in signature
 

Loops which is known as a writing pattern of 
any handwritten signature presents ‘holes’ and can be 
classified as natural loop or artificial loop[8]. 
bwboundaries() function in MATLAB, traces the exterior 
boundaries of objects, as well as boundaries of holes 
inside these objects, in the binary image. We can also 
specify an optional value (‘holes’ or ‘no holes’) where 
‘holes’ represents searching of both object (parent and 
child) and hole boundaries and it is default. On the other 
hand ‘no holes’ can search only for object boundaries.

 

 

Figure 6

 

:

 

loops in signature is highlighted
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b) Pixel transformation of signature into binary values 
As we know, a binary image can be represented 

by black and white pixel. So to transform a binary image 
into a text file we specified white pixel as 1 and black 
pixel as 0. This kind of pixel transformation is needed to 
create a 2D array of signature from which expected 
mean [9] of an average data set can be calculated 
using formula. 

We have followed some steps while performing 
the transformation of signatures – 
1. An input of a gray scale image. 
2. Detection of edges of the input image using canny 

algorithm. 
3. Conversion of this binary image to a text file. 
4. Calculation of the number of ‘1’ in every column of 

image matrix.  

 

Figure 7

 

:

 

Binary image normalized to 0's and 1's

 

 

 

Figure 8 : Number of non-zero values in each column of 
the matrix 

IV. Our Proposal 

Anoise free perfectly oriented signature sample 
can help any signature matching algorithm to perform 
better. There are several function in MATLAB based on 
each connected component of binary image such as 
regionprops(), to measure orientation properties of 
signature region [10]. 

Orientation of a leaf is easy to determine, 
because there is a long axes in the middle of every leaf 
that makes a standard form of a leaf. But in context of a 
signature there is no standard way to know whether the 
signature is written vertically or horizontally or in any 
angle. 

So, we observed many input signatures and 
drew number of regions vs. number of pixels graphs to 
find a standard which is mostly common in every 
signature. After a long time observation we've found a 
pattern that is common to the most of the input 
signatures. Here's the few sample images we've used to 
work with our algorithm:  

  

Figure 8 : Sample signatures used in our algorithm 

a) Our proposed algorithm 
We are proposing a simple algorithm to make 

the sample signatures horizontally oriented. This 
algorithm can be used in the preprocessing stage of the 
signature. 

This algorithm finds a baseline of the given 
signature, and then it rotates the image to set it in 
parallel with x- axis. We have made some assumptions 
to make the algorithm work correctly, which are: 
1. Signature must be written from left to right or right to 

left manner 
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2. Background noises should be removed as much as 
possible 

3. Input sample must be a gray scale image 
Now the working procedure of the proposed 

algorithm is given below: 
1. It takes an input signature as a gray scaled image. 
2. It converts the input to a binary image applying 

canny edge detection algorithm. 
  

 
a) Finds the top, right, bottom and left boundary of the 

signature 
b) Finds the current height of the signature 
c) Divide the signature equally to a predefined number 

of rectangles 
d) For each rectangle it counts the image pixels in the 

rectangle and remembers the rectangle with the 
highest number of pixels and current image 
orientation.

 
4.

 
Finds the orientation with the maximum number of 
pixels in a rectangle.

 
b) Experimental result 

We have experimented with a set of 100 
signatures to find out a common pattern in those. After 
running our algorithm for the given input signature in 
MATLAB, we have found some interesting result. Fig.9. 
depicts these resulted signature and we could easily 
distinguish that all resulting signatures has rotated 
horizontally. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9 : After applying the Rotation Fix algorithm on 
the sample images 

After cropping the resulting images, we've found 
some nicely cropped horizontally oriented signature 
samples as we can observe in the following figure – 
 
  

 

 

 

 

 

 

 

 

 

Figure 10 : Cropped signature images after correcting 
the orientation 

From our experiment we could say that, if our 
input signature image is given in any orientation then by 
running the algorithm mentioned above we could easily 
make it horizontally oriented on the basis of the 
maximum number of pixel could be found when the 
signature is horizontal. 

c) Limitations of our Algorithm 
Although this algorithm returns fair results in 

most of the cases, it has some limitations which are 
given below: 
1. In the process finding correct rotation angle of the 

signature image, it may go upside down. 
2. The image actually may not be fully horizontally 

oriented, although it may turn out to be very close to 
that. 

3. It is sensitive to background noise. 

d) Idea behind our proposal 
After thorough observation over a set of 100 

signatures we've found that every signature has a 
pattern. Precisely saying that in every signature there is 
a dense region or most occupied region which contains 
more pixels than any other region of that signature.  

As a matter of fact every signature is different 
from the other, and so it is very hard to find a single line 
as a base line of a signature. That is the reason we have 
taken the entire region as a base line which contains the 
most of the pixels of the signature. We have drawn 
graphs for every image and reached to the above 
conclusion. Some of our experimental data are given 
below: 
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3. It rotates the signature image in steps until a full 360 
degree rotation occurs with a user defined angle in 
each step and each time does the following:



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 11 :

 
(a) Most occupied region (here we've divided 

the image into 10 regions)
 

(b) Number of regions vs. number of pixels graph
 

V.
 

Conclusion
 

We have tried to give a brief description above 
about our study related to offline signature pre-
processing and feature extraction. We have mentioned 
our specific field of interest and the objectives of the 
study.

 Offline handwritten signature includes many 
features and patterns that are very important for 
purposes like forgery detection. In our study we have 
tried to focus on some of these features such as loops 
in signatures, pixels transformations of signature into 
binary image etc. 

 Another main part of our study was the pre-
processing of handwritten signatures which makes it 
easier to find the similarities among

 
signatures of the 

same person. We have also proposed a new algorithm 
for orienting any signature based on its dense region 
and implemented it. We enjoyed our work very much 
and hope to have opportunity for further study and 
improvement for the mentioning algorithm including 
complexity and many other factors.
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fees applicable to Individual Fellow. They will be entitled to avail all the benefits as 
declared. Please visit Individual Fellow-sub menu of GlobalJournals.org to have more 
relevant details.

© Copyright by Global Journals Inc. (US) | Guidelines Handbook

V

Institutional Fellow of Open Association of Research Society (USA)-OARS (USA)



 
 

 
 

 
 
 
 
 
 
 
 
 
 

We shall provide you intimation regarding launching of e-version of journal of your stream time to 
time. This may be utilized in your library for the enrichment of knowledge of your students as well as it 
can also be helpful for the concerned faculty members.

After nomination of your institution as “Institutional Fellow” and constantly 
functioning successfully for one year, we can consider giving recognition to your 
institute to function as Regional/Zonal office on our behalf.
The board can also take up the additional allied activities for betterment after our 
consultation.

The following entitlements are applicable to individual Fellows:

Open Association of Research Society, U.S.A (OARS) By-laws states that an individual 
Fellow may use the designations as applicable, or the corresponding initials. The 
Credentials of individual Fellow and Associate designations signify that the individual 
has gained knowledge of the fundamental concepts. One is magnanimous and 
proficient in an expertise course covering the professional code of conduct, and 
follows recognized standards of practice.

Open Association of Research Society (US)/ Global Journals Incorporation (USA), as 
described in Corporate Statements, are educational, research publishing and 
professional membership organizations. Achieving our individual Fellow or Associate 
status is based mainly on meeting stated educational research requirements.

Disbursement of 40% Royalty earned through Global Journals : Researcher = 50%, Peer 
Reviewer = 37.50%, Institution = 12.50% E.g. Out of 40%, the 20% benefit should be 
passed on to researcher, 15 % benefit towards remuneration should be given to a 
reviewer and remaining 5% is to be retained by the institution.

We shall provide print version of 12 issues of any three journals [as per your requirement] out of our 
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Other:

The individual Fellow and Associate designations accredited by Open Association of Research 
Society (US) credentials signify guarantees following achievements:

 The professional accredited with Fellow honor, is entitled to various benefits viz. name, fame, 
honor, regular flow of income, secured bright future, social status etc.
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 In addition to above, if one is single author, then entitled to 40% discount on publishing 
research paper and can get 10%discount if one is co-author or main author among group of 
authors.

 The Fellow can organize symposium/seminar/conference on behalf of Global Journals 
Incorporation (USA) and he/she can also attend the same organized by other institutes on 
behalf of Global Journals.

 The Fellow can become member of Editorial Board Member after completing 3yrs.
 The Fellow can earn 60% of sales proceeds from the sale of reference/review 

books/literature/publishing of research paper.
 Fellow can also join as paid peer reviewer and earn 15% remuneration of author charges and 

can also get an opportunity to join as member of the Editorial Board of Global Journals 
Incorporation (USA)

 • This individual has learned the basic methods of applying those concepts and techniques to 
common challenging situations. This individual has further demonstrated an in–depth 
understanding of the application of suitable techniques to a particular area of research 
practice.

 In future, if the board feels the necessity to change any board member, the same can be done with 
the consent of the chairperson along with anyone board member without our approval.

 In case, the chairperson needs to be replaced then consent of 2/3rd board members are required 
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 In case of “Difference of Opinion [if any]” among the Board members, our decision will be final and 
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Process of submission of Research Paper     

  

The Area or field of specialization may or may not be of any category as mentioned in 
‘Scope of Journal’ menu of the GlobalJournals.org website. There are 37 Research 
Journal categorized with Six parental Journals GJCST, GJMR, GJRE, GJMBR, GJSFR, 
GJHSS. For Authors should prefer the mentioned categories. There are three widely 
used systems UDC, DDC and LCC. The details are available as ‘Knowledge Abstract’ at 
Home page. The major advantage of this coding is that, the research work will be 
exposed to and shared with all over the world as we are being abstracted and indexed 
worldwide.  

The paper should be in proper format. The format can be downloaded from first page of 
‘Author Guideline’ Menu. The Author is expected to follow the general rules as 
mentioned in this menu. The paper should be written in MS-Word Format 
(*.DOC,*.DOCX). 

 The Author can submit the paper either online or offline. The authors should prefer 
online submission.Online Submission: There are three ways to submit your paper: 

(A) (I) First, register yourself using top right corner of Home page then Login. If you 
are already registered, then login using your username and password. 

      (II) Choose corresponding Journal. 

      (III) Click ‘Submit Manuscript’.  Fill required information and Upload the paper. 

(B) If you are using Internet Explorer, then Direct Submission through Homepage is 
also available. 

(C) If these two are not convenient, and then email the paper directly to 
dean@globaljournals.org.  

Offline Submission: Author can send the typed form of paper by Post. However, online 
submission should be preferred.                    
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Preferred Author Guidelines    

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
Paper Title should be of Font Size 24 with one Column section. 
Author Name in Font Size of 11 with one column as of Title. 
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
Main Text: Font size 10 with justified two columns section 
Two Column with Equal Column with of 3.38 and Gaping of .2 
First Character must be three lines Drop capped. 
Paragraph before Spacing of 1 pt and After of 0 pt. 
Line Spacing of 1 pt 
Large Images must be in One Column 
Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.

   

XIV
  

   

                   

© Copyright by Global Journals Inc.(US)| Guidelines Handbook



 

 
 

 
 

2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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