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Abstract-

 

Requirement engineering is the most important 
process in software development life cycle. Quality assurance 
in requirement engineering has a great impact on the product 
quality. It checks whether the requirements meet the desired 
quality attributes i.e. adequacy, completeness, consistency 
etc. Quality Assurance of the requirement is important 
because the cost of requirements failure is very high. The 
proposed research is based on the survey of the quality 
assurance in requirement engineering. The major focus of this 
research paper is to analyze the quality parameters which 
assure the overcome of the issues related to the requirements. 
The research papers include brief overview of those 
parameters.

 

Keywords:

 

requirement engineering, quality assurance, 
models, artifact

 

-based requirements, TSLA, laquso.

 

I.

 

Introduction

 

uality Assurance ensures that the product 
manufactured is without defects. For this, the 
quality of the requirements should be fulfilled. 

Quality Assurance must be done in requirement engine-

 

ering process, so that the most valuable requirements 
should be added. The Quality Assurance of Require-

 

ments is much important, as it is said by Boehm and 
Basili;

 

“Finding and fixing a software problem after 
delivery is often 100 times more expensive than finding 
and fixing it during the requirements and design phase.”

 

This research work is based on a survey related 
to the quality assurance in requirement engineering. The 
analysis of different on the perspective of different rese-

 

arch paper is done using different parameters

 

like qua-

 

lity, feasibility, maintainability, understanding, reusability 
etc. Each research paper has its own perspective to 
verify the quality of requirements.

 

The evaluation criteria 
are given in the TABLE 1, for comparing effects of differ-

 

rent parameters that are discuss in analysis.

 

Brief sum-

 

aries of each survey papers are also mentioned below.

 

II.

 

Experiences on Analysis of 
Requirements Quality [1]

 

Requirement engineering is the most important 
and critical process in the software development life 
cycle. The quality of the system depends on the quality 
of requirements that are difficult to recognize in require-

 

ments development phase but it has a great impact on 

the product quality. This paper proposed a method 
known as LaQuSo Software Product Certification Model 
for certifying the quality of requirements specification. 
This method explains three different certification criteria 
for all product areas; Completeness of the required 
elements, Uniformity of the product area should be with 
respect to standards, Conformance of the elements 
should be according to the property that is subject of 
the certification. These all criteria focus on the 
verification of the requirements.

 

III.

 

Assessing the Quality of Software 
Requirement Specification [2]

 

In the initial stage it is difficult to determine whe-

 

ther the SRS will provide the final product. So, a quality 
model is needed known as Goal-Question-Matric (GQM) 
method. This paper gives the outline of researchers plan 
related to GQM, their findings, and finally proves that 
their quality assessment helps in the project success. 

 

IV.

 

Improvement of Quality of Software 
Requirements with Requirements 

Ontology [3]

 

Requirements elicitation is the most difficult task 
in requirement engineering. The quality and the quantity 
of elicit requirements depend on both analysts ability 
and his domain knowledge of the target system. This 
paper helps in the improvement of quality and quantity 
of the elicit requirements using requirements ontology 
model. This paper checks the correctness, complete-

 

ness and quality of the requirements.

 

V.

 

Applying Case-based Reasoning to 
Software Requirements Specifications 

Quality Analysis System [4]

 

This paper focuses on the quality of the prepare 
software requirement specification. The technique used 
is Software Quality Assurance audit to check whether 
the required standards and procedures within this phase 
are followed or not. This technique checks whether the 
requirements are complete, modifiable, consistent, ran-

 

ked, correct, unambiguous,

 

understandbleandtraceable. 
The case-based Reasoning technique is used to check 
the quality of requirements with respect to the previous 
quality based cases.
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Requirement engineering process is volatile. 
This paper developed a model that support the

 

new 
artifact based philosophy. This approach helps in the 
improvements in syntactic and the semantic quality of 
created artifacts. This approach defines the reference 
model of the artifacts for development process. This 
paper also showed the increase in the completeness 
and consistency of artifact and also their flexibility.

 

VII.

 

What you Need is What you Get! the 
Vision of View-based Requirements 

Specifications [6]

 

This paper worked on the improvement of high 
quality SRS that fit the particular requests for progre-

 

ssive record stakeholders. For the quality of require-

 

ments, its data and the system function and interaction, 
viewpoints of architectural experts, goals description 
and technical requirements are most important arte-

 

facts.

 

VIII.

 

Defects in Natural Language 
Requirement Specifications at 

Mercedes-Benz: an Investigation 
using Acombination of Legacy Data 

and Expert Opinion [7]

 

This paper works on the study of natural 
language of Software Requirement Specification. With 
respect to the quality model, the results obtained are: 
defect in natural language of SRS in automotive domain; 
for defect extremity, the associations of quality para-

 

meters; signs on the handling quality parameters; time 
needed information for defect association on the basis 
of quality parameters. The results ensure that the impor-

 

tant quality parameters in investigated NL parameters 
are completeness, consistency and correctness.

 

IX.

 

Foreword Quality in Agile Methods 
[8]

 

This paper worked on many different methods 
and views related to the quality of agile methods. The 
discoveries of these investigations assist developers, 
researchers and managers, in this agile method field. 
The discoveries are made to understand how to reduce 
the issues of quality while working on this method.

 

X.

 

A

 

Framework of Software 
Requirements Quality Analysis System 

using Case-based Reasoning and Neural

 

Network [9]

 

This paper worked in the improvement of quality 
analysis process of Software Requirement Specification. 

It ensures that the Software Requirement Specification 
document must have some standards. Further, the 
analysis of SRS qualityis done by using Neural Network 
(ANN) and CBR techniques.CBR works in the impro-

 

vement of quality by the reference of past experiences. 
ANN also works with CBR.

 

XI.

 

A

 

Process Improvement in 
Requirement Verification and 
Validation using Ontology [10]

 

After developing the system, the verification and 
validation is always done but still there are issues of 
stakeholders in different domains. The problem arises in 
the verification and validation of requirement which are 
difficult activities in requirement engineering. This paper 
works on removing the conflicts of requirements, their 
consistencies and recognizing the failure due to 
requirements. These goals are achieved by ontology 
which is also used for the verification and validation of 
requirements.

 

XII.

 

It’s the Activities, Stupid! a New 
Perspective on Re Quality [11]

 

Requirement engineering is the important pro-

 

cess in System Development. Its Quality must be ensu-

 

red for testing, development and other software active-

 

ties. This paper introduces a context-specific Require-

 

ment Engineering artifacts Quality and explain how the 
quality parameters of RE artefacts affect the activities of 
development.

 

XIII.

 

Software Quality Control Via exit 
Criteria Methodology: An Industrial 

Experience Report [12]

 

This paper introduces the Exit Criteria Metho-

 

dology. This methodology helps in vast financial 
systems to improve the quality of the system from the 
beginning of a SCRUM sprint to the end. As a whole-
process control of quality, the methodology is executed 
from the quality plan to the quality review. 

 

XIV.

 

Quality Assessment Method for 
Software Requirements Specifications 

based on Document

 

characteristics 
and Its Structure [13]

 

In this research it is presented that in software 
development process quality of SRS should be main-

 

tained. For this process different assessment methods 
are used by keeping in mind the three characteristics of 
SRS unambiguous variable and modifiable because it is 
necessary to satisfy the customers.

 
 

VI. A Case Study on The Application of 
An Artefact-based Requirements 

Engineering Approach [5]
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XV. Security Assurance Requirements 
Engineering (stare) for Trustworthy 

Service level Agreements [14] 
In this research through two case studies it is 

discussed that how STARE is effective in real world by 
evaluating that STARE from different techniques and 
easement criteria and how TSLA can be used to achieve 
TSLA can be used to achieve the trust worthless service. 

XVI. Does Quality of Requirements 
Specifications Matter? Combined 

Results of Two Empirical Studies [15] 
Quality of SRS depends on efficient and effecti- 

veness of quality assurance and by two correlations it is 
proved that SRS is less used for communication beca- 
use of it defects. In future it is necessary to document 
SRS on certain degree. 
XVII.

 
Naming the Pain in Requirements 

Engineering [16]
 

This paper explains that for better quality 
requirements, human interaction is important for 
elicitation regardless of project type and company size. 
For this standard process models and certifiable impro-

 vement standards are used. There is not necessary to 
use agile or non-agile methods for better quality. It is 
actually the way to solve the problems. The problem 
itself manifest in different ways. 

 
XVIII.

 
Quality Assurance of Component 

based Software Systems [17]
 On this latest technology our software’s and 

web based applications are more complicated and with 
complex coding.  Quality Assurance also maintains and 
reduces more work effort and also helps organization to 
develop application in the right path from the initial 
stage to the ending point. 

 
XIX.

 
Assessing the Quality of Software 
Requirements Specifications for 
Automotive Software Systems [18]

 In this paper we conclude that SRS can be 
depend on the software or application we need to 
develop. There some types of SRS std. IEEE 830 to 
1998. Several standards organizations including the 
IEEE have identified some points during designing and 
writing an SRS; Interfaces, Functional Capabilities, 
Performance Levels, Data Structures/Elements, Safety, 
Reliability, Security/Privacy, Quality, Constraints and 
Limitations.

 
 

  
 

 

ding to experts Q.

 

A reduce 50% effort in final stage. It 
also helps developers and also help to track any bug. 
By applying all Q.A methodology you can also improve 
your application efficiency.

 

XXI.

 

How Artifacts Support and Impede 
Requirements Communication [20]

 

In this we collect information from different 
recourses that artificial

 

mapping is not suitable for all 
types of project because in some cases it will be costly 
according to other, it should be suitable for linking 
bases modules. 

 

XXII.

 

Analysis of Quality Parameters for 
Requirements

 

a)

 

Feasibility

 

The requirements must

 

be feasible in 
perspective of the financial plan, timetable, and 
innovation limitations

 

b)

 

Comprehensibility

 

The definition of requirements must be 
intelligible by the general population who need to utilize 
them.

 

c)

 

Good Structuring

 

The document of the requirements ought to be 
composed as it were that highlights the auxiliary 
connections among its components

 

d)

 

Modifiability

 

It ought to be conceivable to change, adjust, 
develop, or contract the document of the requirements 
through adjustments that are as nearby as could 
reasonably be expected

 

e)

 

Traceability

 

The setting in which a thing of the requirements 
archive was made, adjusted, or utilized ought to be 
anything but difficult to recover. Such setting ought to 
incorporate the method of reasoning for creation, 
adjustment, or utilize.

 

f)

 

Efficiency

 

The requirements should be efficient that is they 
must fulfill the functionality and they also help in 
increasing the performance of the product.

 

g)

 

Correctness

 

The requirements that are going to be 
implemented must be correct. They must be related to 
the functionality of the product.
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XX. A Quality Assurance Model for 
Analysis Phase [19]

According to my opinion Q.A is most important 
part it plays as a back bone of any application. Accor

h) Completeness
The requirements that are going to 

implemented must be complete.

XXIII. Conclusion

The paper discusses different factors to 
improve the quality of the product from the initial stage 

Quality Assurance in Requirement Engineering
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that is requirement engineering.

 

Different models like 
LaQuSo, ANN, CBR and many more are introduced for 
checking different quality parameters including correct-

 

ness, completeness etc.

 

The feasibility, comprehends-

 

bility, Modifiability, good structuring, completeness etc. 
are the parameters that effect quality of requirements 
and by analyzing them a better quality of requirements 
can be achieved.

 

For better quality product, the 
requirements must be of better quality.

 

XXIV.
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Table 1: Evaluation Criteria for Copiler Optimization

Table 2: Evaluations Of Parameters For Compiler Optimization

No. Parameters Description Value

1. Feasibility Requirements are easy to use Yes, No

2. Comprehensibility Requirements are understandable to other people Yes, No

3. Good Structuring Requirements are well structured and have links among its elements Yes, No

4. Modifiability Requirements are revisable and adaptable. Yes, No

5. Traceability Easy to trace the requirements Yes, No

6. Efficiency Requirements fulfill the functionality. Yes, No

7. Correctness Checks whether the requirements are correct. Yes, No

8. Completeness Checks whether the requirements are complete. Yes/No

S # Reasearch 
Paper’s Auther

Feasibility Comprehe
nsibility

Good 
Structuring

Modifi-
ability

Trace-
ability

Efficiency Correct
-ness

Complete-
ness

1 P. Heck, P. 
Parviainen

Yes Yes No No Yes Yes Yes Yes

2 E. Knauss, C. 
E.Boustani

Yes Yes Yes Yes Yes Yes Yes Yes

3 D. V. Dzung, A. 
Ohnishi

Yes Yes Yes Yes Yes Yes Yes Yes

4 H. M. Jani Yes Yes Yes No Yes Yes Yes Yes
5 D. M. 

Fern´andez, K. 
Lochmann, B. 
Penzenstadler, 
S. Wagner

Yes No No No No No Yes Yes

6 A. Gross, J. 
Doerr

Yes Yes Yes No Yes No Yes Yes

7 D. Ott Yes Yes Yes Yes Yes Yes Yes Yes
8 P. Sfetsos Yes Yes Yes Yes No Yes Yes Yes
9 H. M. Jani, A. T.

Islam
No Yes Yes No Yes No Yes No

10 S. Nazir, Y. H. 
Motla, T. Abbas, 
A. Khatoon, J. 
Jabeen, M. Iqr, 
K.Bakhat

Yes No Yes No Yes No Yes Yes

11 H. Femmer, 
J.Mund, D. M. 
Fern´andez

Yes No Yes Yes Yes Yes Yes Yes

12 X. Zhao, X. Xuan, 
A.Wangy, D. 
Liuz, L. Zheng

Yes Yes Yes Yes Yes Yes Yes Yes

13 P.Thitisathienkul, 
N.Prompoon

No Yes Yes Yes Yes Yes Yes Yes

14 Y. Nugraha Yes Yes Yes Yes Yes Yes Yes Yes

15 J. Mund, H. 
Femmer, D. M. 
Fern´andez, J. 
Eckhardt

Yes Yes Yes Yes Yes Yes Yes Yes
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16 D. M. Fernández, 
S. Wagner, M. 
Kalinowski, A. 
Schekelmann, A. 
Tuzcu, T. Conte, 
R. Spinola, 
R.Prikladnick

No No No No No Yes Yes Yes

17 R. K. Sharma, P. 
Gandhi Yes No Yes No Yes Yes Yes Yes

18 A. Takoshima, M.
Aoyama Yes Yes Yes Yes Yes Yes Yes Yes

19 R. Ejaz, M. 
Nazmeen, M.
Zafar

Yes Yes Yes Yes Yes Yes Yes Yes

20 O.Liskin No Yes No No Yes Yes Yes Yes
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Abstract- In the highly competitive manufacturing environment, many companies around the world 
are searching for ways to improve manufacturing performance. This is in response to changes in the 
manufacturing environment reflected by shortened product life cycles, diverse customer needs and 
the rapid progress of manufacturing technology. A JIT tool otherwise referred to as kanban based 
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Ltd to address the challenges by minimising all the components, particularly on the shop floor. The 
JIT system is not just related to Kanban implementation but it comprises an all-inclusive approach for 
improving batch size reduction, setup time reduction, quality, production planning, and human 
resources management. Mechanisms and operating procedures are required to provide detailed 
step-by-step instructions for the implementation of a pull system.  
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Abstract-

 

In

 

the highly competitive manufacturing environment, 
many companies around the world are searching for ways to 
improve manufacturing performance. This is in response to 
changes in the manufacturing environment reflected by 
shortened product life cycles, diverse customer needs and the 
rapid progress of manufacturing technology. A JIT tool 
otherwise referred to as kanban based scheduling is then 
considered as a suitable management concept for Juhel 
Pharmaceutical Nigeria Ltd to address the challenges by 
minimising all the components, particularly on the shop floor. 
The JIT system is not just related to Kanban implementation 
but it comprises an all-inclusive approach for improving batch 
size reduction, setup time reduction, quality, production 
planning, and human

 

resources management. Mechanisms 
and operating procedures are required to provide detailed 
step-by-step instructions for the implementation of a pull 
system. Basically, the Drug Process Plant operations are 
mainly characterised by single flow line production processes, 
periodical and multi-items orders. Based on the evaluation of 
the implementation of the new system, there are some factors 
that must be considered for further improvement including 
inventory reduction, improving visibility, batch size reduction 
and matching with other systems.

 

Keywords:

 

JIT system; kanban; MRP; MPS; drug process 
plant.

 

I.

 

Introduction

 

 

Also, manufacturing environment could be too 
turbulent to allow accurate forecasting. This results in 
excessive obsolescence. This can only be improved by 
reducing the lead time below what can be achieved by 
Manufacturing Resource Planning (MRP). However, the 
need to be more responsive to rapidly changing custo-

 

mer demand as a result of market competition remains

 

a constant dominant challenge. In the highly competitive 
manufacturing environment, many companies around 
the world are searching for ways to improve manufactu-

 

ring performance. This is in response to changes in the 
manufacturing environment reflected by shortened prod-
uct life cycles, diverse customer needs and the rapid 
progress of manufacturing technology (Uwakwe, 2015).  

Amongst the available technology and systems 
is Just-In-Time (JIT), a Japanese manufacturing concept 
that puts emphasis on waste elimination. This is a 
suitable means for a company that wants to perform in a 
competitive market. Some potential benefits that can be 
achieved by applying JIT concepts include: significant 
reduction of setup time, reduced cost of quality (such as 
scrap/rework reduction), increased inventory turn-over, 
increased manufacturing flexibility and shorter lead time 
(Melitus, Kevin, & Collins, 2016). Companies operating 
in highly competitive environments are the most appro- 
priate for implementing JIT concepts.  

There are four motives for using JIT in industries 
(Vincent and Abdul-Karim, 2009). First, some industries 
are characterised by a short product life cycle, for that 
reason, lead time and inventory reduction must become 
main concerns. Secondly, a large percentage of the 
cost of goods sold is material cost so decreased 
inventory and scrap is very essential. Thirdly, the 
collective effects of short life cycle and high material 
costs lead to a high level of material obsolescence, 
thereby, decrease in lead time and inventory again 
becomes main concerns. Finally, rapid technological 
advancement causes shorter life cycle so the company 
must be able to reduce time required to meet up with 
customer needs. 

In this paper, a serial multi-stage manufacturing 
system controlled by Kanbans is considered which 
acquires raw materials from outside suppliers and route 
them through multiple work-stages to produce a varying 
quantity of finished products to customers at a fixed-
interval of time (Figure1). The raw materials are also 
replenished instantaneously to the manufacturing 
system to meet the JIT operation and time-varying 
finished product demand model, and the production 
capability of the system is flexible. 

An ideal JIT manufacturing system produces 
only the right items in right quantities at right time. 
Traditional manufacturing facilities carry large 
inventories of finished goods to satisfy the demands of 
customers that adopt a JIT delivery system. In the newly 
proposed JIT system, lot sizes are compact as much as 
possible and deliveries of products are scheduled 
repeatedly. The express impact of the JIT system is 

 

Author α ρ: Department of Electronic and Computer Engineering, Nna-
mdi Azikiwe University, Awka, Anambra State, Nigeria.
Author σ: Department of Computer Engineering, Enugu State University 
of Science & Technology, Enugu State, Nigeria.
e-mail: ecnaxel@gmail.com
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decrease of inventory holding cost.

anufacturing firms are currently encountering 
problems because of changing environment, 
varying weather conditions, product design 

changes and rapidly changing customer demand. Thus, 
the Manufacturing Resource Planning (MRP) system 
and the Mass Production System (MPS) cannot respond 
quickly enough to the product design changes. This 
results in, amongst other things, high levels of obsolete 
stocks. 

M

© 2017   Global Journals Inc.  (US)



 As a result, the manufacturer should get exact 
knowledge of demands of finished products and sustain 
an optimum production schedule to match the supply 
chain manufacturing system. If production is synchro-

 nized with the customers’ lumpy demands and the 
ordering of raw material with production schedules is 

properly coordinated, all raw materials, WIP and finished 
goods inventories could be sustained at an economic 
level in a manufacturing firm to reduce the integrated 
inventory cost incurred due to raw materials, WIP, and 
finished products.

Figure 1: A serial multi-stage drug manufacturing system with Kanban operations
-

  

II. Materials and Method

One of several indicators that pharmaceutical 
companies are able to survive within the global 
marketplace is their ability to improve return on assets 
(ROA). ROA will improve if either turnover or return on 
sales (ROS) increases. Turn over that is obtained by 
dividing sales into assets can be increased if assets 
decrease. Since in a pharmaceutical company, 
inventory is a major part of assets, inventory reduction 
will improve turnover significantly. Similarly, ROS will 
increase if operating profit that is obtained by 
subtracting sales against total costs and expense 
increases. Since in such companies inventory is a major 
part of the total cost, inventory reduction will significantly 
improve ROS. Therefore, inventory reduction, is a key 
factor for improving ROA and eventually to survive 
global competition (Mathew, Bali & Edmund, 2014).

These considerations require the companies to 
find better ways for reducing various type of inventory 
such as raw materials, WIP and finished goods. JIT is 
then considered as a suitable management concept for 
Juhel Pharmaceutical Nigeria Ltd to address the challe-
nges by minimising all the components, particularly on
the shop floor.

a) An Overview about the Drug Process Plant 
Basically, the Drug Process Plant operations are 

mainly characterised by single flow line production 
processes, periodical and multi-items orders. There are 
around 97 periodical items produced by the Drug 
Process Plant with Mechanisms and operating 
procedures are necessary to provide detailed step-by-
step instructions for the implementation of a pull system. 
These management tools must be developed clearly so 
all people working with this the order quantity ranging 

from one pallet to 700 pallets. With such characteristics, 
it is not surprising that MRP was then introduced to 
control the plant.

© 2017   Global Journals Inc.  (US)1

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
V
II 

Is
su

e 
I 
V
er
sio

n 
I 

  
  
 

  8

Y
e
a
r

20
17

  
 (

)
C

Kanban based Scheduling in A Multistage and Multiproduct System

Finished 
Products 
Buffer(s) 

WS1 WS2 WSNWS1 WSi+1

Kanban 
Stage Ki+1 

Kanban 
Stage Ki

Kanban 
Stage K2 

Kanban 
Stage K1 

Kanban 
Stage KN-1 Raw 

Material
Buffer(s)

Kanban 
Stage Ki-1 

b) Products 
Basically, items produced by the Drug Process 

Plant can be classified into three types as shown in 
figure 2: Product A otherwise referred to as tablets (55% 
of order volume), Product B otherwise known as 
capsules (35% of order volume) and Product C 
otherwise referred to as pills (10% of order volume).

c) Layout 
Because of the type of manufacturing 

processes, the Drug Process Plant employs product 
flow layout as shown in the Figure 3. The benefit of this 
layout is that the process paths are clear so everyone 
understands what the next process is. Unfortunately, 
because of space constraint and the size of particular 
machines, most process paths are not straight lines so 
the processes necessitate extra time for transport as a 
result of extra distances. Moreover, these problems also 
lead to other problems such as unfixed locations of 
buffers so WIP and inventory are not observable. 

d) Designing Mechanisms or Operating Procedures for 
Running the System 

system understand how to accomplish the task. 
Diagrammatically, the mechanisms of the pull system at 
the Drug Process Plant are based on the design of the 
system as shown in Figure 4.



 
  

  

  

 
 

 

  

 

 

  

 

 

  

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Items Produced by the Drug Process Plant

The mechanisms of the novel pull system can 
be illustrated in the following procedures. Customers 
pull in to pick up full containers of sub-pallets from the 
Operators in the blister packing/strip sealing section 
must check the board whether there are cards or not. If 
there are cards, they take the cards and start production 
by taking raw materials from buffer 2 and putting them 
into the unfilled containers. The quantity of raw materials 
taken is equal to the total Kanban quantity detached 
from the board. If buffer storage area (end buffer). When 

taking the containers, they must put green Kanbans 
from the full containers on board 2.

2 reaches the trigger point, they place the 
yellow Kanban from buffer 2 onto board 1. Operators in 
the mixing/blending section must check this board. If 
there is a yellow Kanban, they must take this card and 
start the production. In this block, the production
quantity is 360 units as printed on the yellow Kanban. 
The numbers in the flow chart refer to activities as 
shown in Figure 4.  
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Figure 3: General Layout of the Drug Process Plant

Blister Packing

Carton Packaging /Shipping

Inspection /Quality Control



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

III.
 

Results and Discussion 

a)
 

Raw Data and Descriptive Statistics
 Because the data were generated through an 

ARENA simulation model and manually entered into an 
Excel spreadsheet for sorting and calculations 
uploading into SPSS, the possibility of researcher error 
in transferring the data exists. The product costs were 
first determined in the simulation model by using 
different manufacturing system alternatives: Mass 
Production System (MPS), Material Resource Planning 
System (MRP), and Just in Time Manufacturing System 
(JIT). The product

 
cost data were then input into the 

Integer Linear Programming (ILP) model to determine 
the optimal product mix, which was then input into the 
simulation model for use in the product mix decision. 
Average performance data were collected for 60 
replications

 
of 30 days each for 27 experimental 

condition groups, representing three different 
Manufacturing Systems (MAS) (Mass Production 
System (MPS), Material Resource Planning System 
(MRP), and Just in Time Manufacturing System (JIT)), 
three levels of manufacturing overhead (low, medium, 

high), and three levels of product mix complexity (low, 
medium, high) for a total of 1620 data points. Table 1 
below shows the number of observations by 
experimental factor. 
b) Practical Implications  

Because the primary focus of this study is to 
examine the impact of kanban based scheduling on 
manufacturing performance in the context of a time-
based competitive environment, it is necessary to take a 
more detailed look at this impact on each individual 
performance measure. The three performance 
measures were chosen because they represent both 
internal and external and financial and non-financial 
measures of performance. Table 1 below presents a 
summary of the results in performance measures by 
manufacturing system alternative. 

Demand fulfillment rate measures an external 
(market) non-financial representation of manufacturing 
performance. It corresponds to the percentage of 
demand that is ultimately fulfilled by the production 
system. The maximum performance in terms of this 
measure was Material Resource Planning System (MRP) 
(MAS_2) with 86.6% of demand fulfillment rate and Just 
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4Customers 

Yellow Kanban Card Green Kanban Card

Trigger 
Point

In
Quality 
Control

Buffer 2

Storage 

Blistering/ Strip 
Sealing

Carton 
Packaging

Board 2
(for green Kanbans)

Board 1
(for yellow Kanbans)

2

1 7 6
11 10 9

8

5

3

Customers

Figure 4: Mechanism of JIT System
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in Time Manufacturing System (JIT) (MAS_3) with 85.4% 
of demand fulfillment rate. The most abysmal 
performance was Mass Production System (MPS) 
(MAS_1) with 69.8% of demand fulfillment rate. Even 
though the difference between MRP and JIT in terms of 

demand fulfillment rate was statistically significant, from 
a practical perspective, this difference may not 
corroborate the high cost of implementing an MRP 
system.

Table 1: Multiple Comparisons by MAS

IV. Conclusion

Based on this evaluation, the differences 
between using the previous system and the new system 
are recapitulated in the Table 2. The JIT system is not 
just associated to Kanban implementation but it involves 

an all-inclusive approach for enhancing the performance 
of a system that covers batch size reduction, setup time 
reduction, quality improvement, production planning, 
and human resources management. Therefore, there will 
be more significant results if the enhancement also 
covers those areas using an integrated approach. 

Table 2: The Results of the Implementation

OUTCOME BEFORE JIT AFTER JIT IMPROVEMENT

Lead time 10 days 2 day 5 times

Inventory 1080 units (2 x360 +360) 540 units (90 + 360) 50%

Visual Control None Self-Driven Better

Employee Motivation Normal Higher Better

Based on the assessment of the 
implementation of the new system, there are some 
factors that must be put into consideration for further 
improvement including inventory reduction, improving 
visibility, batch size reduction and matching with other 
systems. 
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Based on observed means.
The mean difference is significant *. at the .05 level.

Mean
Difference 95% Confidence Interval

Dependent Variable (I) MAS (J) MAS
(I-J)

Std. Error Sig.

Lower Bound Upper Bound
DFR_2 1 2 -.16799907* .000245697 .000 -.16860104 -.16739710

3 -.15545861* .000245697 .000 -.15606058 -.15485664

2 1 .16799907* .000245697 .000 .16739710 .16860104
3 .01254046* .000245697 .000 .01193849 .01314244

3 1 .15545861* .000245697 .000 .15485664 .15606058
2 -.01254046* .000245697 .000 -.01314244 -.01193849

CT_2 1 2 -29.211410* 1.91319765 .000 -33.89883996 -24.52397938
3 53.468745* 1.91319765 .000 48.78131487 58.15617545

2 1 29.211410* 1.91319765 .000 24.52397938 33.89883996
3 82.680155* 1.91319765 .000 77.99272454 87.36758512

3 1 -53.468745* 1.91319765 .000 -58.15617545 -48.78131487
2 -82.680155* 1.91319765 .000 -87.36758512 -77.99272454

NOI_2 1 2 -6.3592155* .124743740 .000 -6.66484388 -6.05358703
3 -.10501750 .124743740 .702 -.41064593 .20061092

2 1 6.35921545* .124743740 .000 6.05358703 6.66484388
3 6.25419795* .124743740 .000 5.94856952 6.55982637

3 1 .10501750 .124743740 .702 -.20061092 .41064593
2 -6.2541979* .124743740 .000 -6.55982637 -5.94856952
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Discovery of Non-Persistent Motif Mixtures using MRST 
(Multivariate Rhythm Sequence Technique) 

          By R Kumar & Capt. Dr. S Santhosh Baboo 
                                       Manonmaniam Sundaranar University 

Abstract- In this paper we present a prototype to discover the unsupervised repeating temporary 
perception in a time series. The purpose of this work is to control the case of random variable and to 
find out the measurements caused by the phenomena of simultaneous synchronization. The 
proposed model has used the non-parametric Bayesian technique to trace the motifs and their 
occurrences in the data documents. We introduce the Multivariate Rhythm Sequence Technique 
(MRST) method to find the rebound and repeated motifs and their instance in every document 
automatically and simultaneously. This model is used in wide range of applications and concentrates 
on datasets from different modalities. 
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The

 

video footages

 

from non-dynamic

 

cameras and 
data location

 

bounded

 

to the motif-mining

 

server.

 

The high 
semantic internal representation

 

of the method gives

 

advantage in operation such as event counting or analyse the 
scène. We

 

used the sample images and videos from New York

 

City

 

traffic data for

 

experiments with

 

and the results shows

 

better performance than the existing motif mixtures analysis in 
the time series.

 

Keyword:

 

motif mining, multivariate time series, unsuper-

 

vised analysis, bayesian modelling, camera network.

 

I.

 

Introduction

 

otif Mining is one of the active research area in 
recurrent temporal pattern in time series. The 
ultimate aim is to find out the small amount of 

repeating temporal pattern with little possible super

 

vision in multiple variant time series. The super

 

position 
analysis using various phenomena in time series is 
without synchronization. This work

 

is to extractarious 
operations and activities in

 

different domains from the 
video footage. Normally

 

we get the video sequence 
consists different

 

movements by various people or 
various objects present in the video footage. In this case 
we are using the long term recording to study the 
independent activities and their presence in the video 
automatically.

 

Time series motifs are recurrent segments in a 
long time series that their

 

presence implies

 

the precise

 

information about the underlying source of the time 
series. Motif discovery in time series data has received 

significant attention in the data mining community since 
its inception, principally because, motif discovery is 
meaningful and more likely to succeed when the data 
is

 
large.

 

Different types of the time series has the same 
characteristics of being unification of the multiple 
actions or motifs.  Here

 
we assume the time series 

pertaining to
 
the electricity lining and consumption of the 

water in a
 
particular building.  In this experiment,

 
we can 

find out the motif
 
such as water

 
consumption and short 

circuit in the building. It is also possible that we
 
can find 

some
 
other method to supply the water and electricity in 

the particular apartment. It is also possible to determine 
the

 
consumption of water and electricity.

 
This kind of 

multiple incidence
 
of motifs happens

 
at the same time 

without any synchronization.
 

 
To find out the specific activity patterns

 
without 

supervision is our primary goal.
 
The starting point of the 

task is
 
to recap the scene, count or detect the specific 

scene to find with the unusual activity. Figure 1 explains
 

the difference in the particular case without supervision 
video sequence.

 

 

Figure 1(a)
 

Figure 1(b)
 

Figure 1 is the result of the experiment on a 
video footage. 1(a) without

 
supervision from which

 
we 

are going to extract the temporary activity methods. 1(b) 
motif represented as

 
time denoted by

 
the gradient 

colour.
 

II.
 

Related Work
 

Considering
 

the non-parametric Bayesian 
technique, it is

 
systematically investigating

 
each of the 

implicit number of motifs and number of motif present in 
every document.

 
This method validates

 
the synthetic 

data.
 
This method also used for other prediction efficient 

such as video sequence and other domains. [1]
 

M
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The video sequences are divided into simple 
clips in order to find the flow fields in that particular 
video sequences. Pixels has quantized based in the 
motion location and direction.  This is a group of words 
denoted in the clips. Once we find the group of words, 
we can do the next state called as screening. This stage 
is to measure the words using the technique called 
“conditional entropy” after getting the result in full words, 
which are applied, to the diffusion map. Diffusion map is 
the framework, which has included the multiplex of the 
points into lower dimensional space while preserving the 
intrinsic local geometric pattern. [2] 

Hierarchical Bayesian method combines three 
elements in a visual surveillance. Basic a) level visual 
aspect, b) uncomplicated atomic activities and c) 
communication. Atomic activities are modelled as distri- 
butions over low-level visual features, and interactions 
are modelled as distributions over atomic activities. This 
method uses unsupervised learning method. Taking a 
long video footage, movable points are clustered as 
various atomic activities and small video sequence 
shows the interactions. [3] 

Unsupervised learning method relies on 
possibilities. Latent semantic analysis approach is used 
to set visual characteristics including the attributes like 
size and motion activities for finding same actions 
happening in the particular scenes. Then the patterns 
are found in the segments into regions is clear and 
activity content. [4] 

We present two novel methods to automatically 
learn spatiotemporal dependencies of moving agents in 
complex dynamic scenes. They allow to discover 
temporal rules, such as the right of way between 
different lanes or typical traffic light sequences 
Systematically, the spatiotemporal dependencies of 
moving agents are observed in the in complex dynamic 
scenes.  This scene allows to find out temporary proto- 
cols as the exact way between various lanes in the 
typical traffic areas. First model is based on the protocol 
based learning method. The next method uses 
Dependent Dirichlet Processes to learn an arbitrary 
number of infinite Hidden Markov Models. DDP-HMM. 
[5].  Different guessing based on kalman filter and non-
argument regression are getting posterior inference in 
the topic. LDA is the Latent Dirichlet Algorithm method 
captures the data not only in the depressed concept 
data. We analysis how the architecture changes over the 
time. Here every method is related with the continuous 
distribution timestamps. Every document word gene- 
rated by co-occurrence of the timestamp. [6][7] 
 A Markov clustering topic method is present to 
build in earlier method of dynamic Bayesian network 
method. Bayesian method has eliminated the draw 
backs about accuracy, strength and efficiency. Difficult 
dynamic clips by strength clustering visual activities 
correlates over the time. The Gibbs sampling is used for 
the offline and unlabelled data. [8] 

LDA is used to find out the global correlation in 
the spread camera network LDA is used to divide the 
object action structure and local behaviour in every 
camera view first interference of the two local behaviours 
globally over the different camera views. The LDA is 
preparing to find out actions and temporal correlations. 
[9]  

Latent Dirichlet Approach based method take 
the snap of the activities that changes over a period.  
The agglomerative based clustering on optical flow 
vectors in different angle and spatial information. Here 
every activity interrelates with not only in the distribution.  
It is interrelated with distribution over the timestamps. 
[10] 

Normally every document has the combination 
of continuous motif activity and their starting appea- 
rance. Here they are using the three methods.  First 
method has interrelated word at the particular time 
stamps and find out the word repeated in the document 
in the particular time series or temporal window. Second 
find the repeated action in the document.  The third to 
find out the same occurrence and activity, which should 
be monitored. [11] 
 Bunch of data in each observation are grouped 
together in a mixture model. The number of colloid tools 
is known as unknown priori frequency from the data. 
This arrangement is known as the Dirichlet process the 
identified cluster property has provided the non-
argument prior the number of composition of tools in 
each group.[12] 

A structure of the non argument Bayesian 
method is known as the dual Hierarchical Dirichlet 
process.  Unsupervised gravity discusses and semantic 
circle method in investigation settings. Heretrajectory is 
as the words in the document, which clusters into 
various activities.  Defective words are identifying as 
sample with low probability. Semantic atmosphere sets 
way to get objects and relate the actions in the particular 
scene and creates the model of the scene. [13] 

Global discourse method detects the abnormal 
activity that isolated appearance. Practical sector 
believe that kind of argument modulate is needed and 
real time is finagle. [14][15]. 

Using the activity trend has presence of 
instance to invoke similarity. Here no need of the inter 
camera registration or adjustment. However, apart from 
that system learn the camera network and possibilities 
of the path and instance in Parson Window at the time of 
training.  When the training is finished related are 
assigned the maximum posterior the estimated 
structure. [16] 

A cross-canonical correlation analysis structure 
detect and express the normal relationship in the two 
regional activities in the cross camera view. Find the 
spatial and network structure of the camera. Accurate 
and identify the person or object. Perform the activity 
segmentation collect the different camera views.[17] 
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Using the base level of the queue instance is 
finding in the each camera view independently and the 
landmark and speed of instance and trajectories are 
calculated as advantage. Generative method learns the 
actions and features in different camera sites. Grouping 
a same picture or image has convert into one cluster. 
Then all the cluster has find out from the different 
camera views and make it as a co- clustering has been 
published. [18] 

III. Proposed Model 

This proposed model MRST is to process the 
motif, number and occurrences. This section will explain 
three variations of the method called TAMM, VLTAMM 
and TSVLMM before going to the main concept in detail.  

a) Background on Time Series Mrst Process  
We introduce the Time Series of MRST Process, 

as a model, which handle the infinite mixture in the 
building, is our approach collusion components 
categorizes to the form of distributions. Here we are 
used the Gaussian mixture model to explain the 
concepts in the introduction part. 

 

Figure 2 (a) 

Figure 2 (b) 

 

 Figure 2 a) finite mixture

 

with k elements with 
time t.  b) Mixture representation with time t  c) Compact 
representation of MRST.

 The infinite number of mixture has an

 

alternative

 delimited number with k and the time serial to accept 
this mixture nodes

 

weight vector β

 

as the length and α

 as the form.  Α

 

α

 

is the real number as

 

argument and t

 

is 
the time period while

 

we are using the “stick breaking” 
method has given

 

the infinite list of data that sum to 
1.The weight vector

 

β1= β’1

 

is obtained

 

from the beta 
distribution. The second weight vector

 

in the same way 
β2=(T-β1)*β’1

 

and so on

 

this

 

way is called as the stick 
breaking method.

 Algorithm
 
1
 getting the video sequence

 
as INPUT

 find video sequence ɸk
  

                                 (1)
 find the time of the ɸk with time t

 find the xi
 convert into compact representation 

 
                   (2)

 take it as ɸk in to ∞
 calculate the ∞ with a time period t

 
                   (3)

 adding the θ
 
value where θ

 
=Z(i)* ∞

 
                   (4)

 A concentrated equal node has been used to 
denote the time series MRST process. The mixture 
presentation has well acceptable derive the Gibs 
sampling method concentrated presentation is used in 
the broad manner to get a quick view of the model.

 
b)

 
The Proposed Model

 Our aim is to
 
derive set of motifs a collection

 
of 

record containing the index words. We define the record 
j is the group of experiment. {(w(ji) at(ji))}i=1...n(j) 
where w(j) words refer to the word book and the at(ji) is 
the at mean time of the experiment occurred

 
in the 

document
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Figure 2 (c)
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Figure 3(a) 

 
Figure 3(b) 

Figure 3 represents the proposed models a) 
consolidate with MRST notation b) with develop time 
series MRST process and both levels. 
Algorithm 2 
get the video sequence with vector                              (5) 
B(m) send to Ki where Ki is number of finite motif 
B(i) from α when the time T                     (6) 
find the ost multiple with U(j) where U(j) is possible of 
motifs                                    (7) 
O(j) * st(ij) where st(ij) is the founded possible motif 
k(i)*Z(i) where Z(i) = convert the video sequence in to 
word 
R(t)*W(t) =(∞*H*T)                      (8) 
A(t)=R(t)*S(t)

    

                 

  

(9)

 We look up the time details when defining the 
motifs temporal possibilities map. More importantly ɸk 
point the motif table and

 
ɸk (w, RT) defines the 

possibility the word w
 

presence at the relevant time 
object when the motif occurs (RT) is stated out aim is 
conclude the set of motifs more than one document. As 
per the early discussion

 
it is compulsorily added to the 

every document. It is very difficult to find the number of 
motifs in advance so here

 
we are using the time series 

MRST
 

process which
 

allows
 

to
 

read the number of 
variable in the motifs in the document. 

 
 

Our new approach of the MRST
 
process has 

use the graphical representation method shown in the 
figure 5.1

 
and 5.2. Consider the two

 
diagrams the time 

series process notation has indicated by the group of 
square in the above diagram and the further method has 
used to find the variables and number of motifs in the 
time series of the document.

 
 

Here the settled relation is
 
referring

 
as the first 

MRST
 
level 

 
which

 
prepare the number of motifs from 

the
 
ultimate combination M.  Every motif has derived 

from an MRST
 
process of distribution with argument N. 

Basic combination model has been LDA or HDP,
 
the set 

of combination of the section is not only mutual 
information or document but also across the MRST

 using the second level commonly the document 
specification displacement O(j)

 
is not consider the motif 

mixture.  
 Observations

 
(wji,

 
atji

 
) are produced

 
by the 

repeated
 
sampling motif using the motif θji

 
to sample the 

word and its relevant time and motif. Using the sampling 
start time at(ji) absolute time st(ji)can be reduced. The 
developed

 
method given in fig 4bit helps to understand 

the creation process.
 The important difference in this small scale 

model is the way of the repentance as
 

created is 
represented explicitly. Occurrence of the table Chinese 
restaurant model document specific is used to create 
the examples.

 
c)

 
Modeling Prior H And Motif Length In A Time

 The earlier section shows
 
the worldwide

 
stru-    

cture of the method specially simplified the explanation 
of the superior H and neglect the details

 

 
Figure 4
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Figure: 4 different variable lengths have taken
care of the various motif lengths according to time 
period.



    
 

 

The first method uses

 

the finite motif length.  
The method of the paper created to allow the various 
motifs length of each is automatically has variable length

 

temporal analysis of motifs that

 

derived

 

from the model 
1 as the TAMM temporal analysis of motif mixture which

 

is the

 

important setting of the hyper arguments. 

 
 

TAMM is the fixed duration so we are adding

 

the variable time in t(i) to

 

above model diagram so that it 
can be easily find out the motifs in the various time 
sequence. The hyper argument has variation so that we

 

can find out easily in the secular time stamps or time 
periods. Here the influences of the variability surround 
this variation expectation. A huge weight of the result is

 

less variability.

 

Define

 

the possibility of the words 
uniformly given and eliminate the size of the shape is the 
main role.

 

However

 

reduce the shape acts the important 
role in the interference.

 

 

Graph 1

 

 

Graph 2

 

Graph 1 & 2 shows the weight truncated 
distribution with different values and exponential rate. 
This is used to control the size of the slope in the 
particular time period.

 

A Gama distribution with arguments (T=T1,T2) 
is used as the earlier argument of every motif. It must to 
be corrected Gama conjugate with the weight in the 
truncated distribution. Argument lambda and Z is

 

fixed. 
This conjugate condition in the face of the L (lambda 
and Z) is greater than analysed from the truncated 
exponential distribution. It is

 

represented as the 
following expression

 

IV.

 

Inference

 

Here we are going to explain the stages about 
the inference. A pass over the stage executable for the 
VLTMM and TAMM method will be performed publically.

 

To perform the inferences uses

 

the confused Gibs 
sampling

 

{oji,

 

kjo,

 

ostjo,

 

ƛk}. The balance variable has 
logical integrating sampling and can integrate the motifs 

in their self used as H in the time series TRVSPT process 
distribution.

 

According to the sampling possibility organize 
and observer the mention earlier appearance is 
propositional to the two quantities. The first

 

quantity is 
according to the MRST and CRP on

 

the appearance 
and related to the number of repentance associated in 
the occurrence. The next step has to be comes in the 
likelihood of the particular observation then

 

its

 

virtual 
association and in the particular repentance.

 

The different method to crate the new 
repentance for this example

 

is the Chinese restaurant 
process as its

 

inverse to α.  This possibility of the 
repentance is the inverse of the likelihood observation to 
the control of the hypothesis joined with random 
repentance.

 

The linear process has

 

all starting time 
control to integrate the initial time.  Here we have a 
MRST and motif already as in

 

the above example the 
possibility has inverse to the occurrence of the counting. 
Conjugate the MRST distribution H over motifs.  We 
control to integrate the finding of motifs drawn to H

 

as in 
Graph 3.

 

 

Graph 3

 

Distribution of the number of mixture elements 
sufficient to cover a proportion P of the total weight

 

 

Graph 4

 

Distributions are shown for different 
concentration c and proportions P (90 and 95 percent)

 
V.

 

Meaning and Settings of Parameter

 

In our model we are using the different various 
arguments that can set

 

to the influence of the inference.  
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According to VLTAMM method has taken the arguments 
in hierarchal manner of the TAMM the argument has 
directly converted into the number of motifs.  The 
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 isolation of the parameter gets the more important. So 
that controls the number of repentance in a document 
that might depend on the documents duration. 
Examples taking from the Gibs sampling method are

 

to 
get the data and large amount of the data repeated or 
overlap in the particular time frame. 

 

The consequences 
are data

 

set independent of the document and take the 
reference the small values. 

 

The fixed weight truncation Z is the structure 
argument for weight truncation method. It manages the 
structure of the temporal in the motif.  Weight expone-

 

ntial method is less support. To choose Z value 
considers the q ratio in between the values of the 
distribution. 

   

 

Graph 5

 

Maximum motif length: Distribution of maximum 
motif length Lk;

 

Z when varying the prior _ and keeping 
the parameter Z fixed

 

 

Graph 6

 

T can be used to control the location and 
spread of the range of prior acceptable values for Lk;

 

Z.

 

VI.

 

Video Data Analysis

 

Our method explains

 

the experiments about the 
video data. Here we show the temporal documents from 
the input video talking about the temporal timing 
duration and

 

method aspects of

 

our model. Also 
establishes

 

the interest and result of model time in the 
motif by comparing

 

the

 

results with other methods.

 

a)

 

Videos Convert To Temporal Document

 

Created

 

temporal documents has extracted

 

the 
number of words at every time.  Time step for the 
impermanent document use the pixel resolution for

 

one 
second. One method will

 

be our vocabulary directly 
using to low level. Result in a

 

huge vocabulary with 
heavy temporal leads to

 

a high disturbance computing 

load we capture the data in the low level feature of co-
occurrence and convert to high level word.

 

To eliminate 
the confusion about the notation use the super script in 
the word from the low-level layer.

 

In the first stage of feature extraction we have to 
extract the flow feature of the optical dense image grid.  
We place or store the pixels where the motion could be 
happened or detected. We

 

divide the quantize in to nine 
categories of one to eight commonly quantize the flow 
of direction to prepare the slow motion.  The low level 
character has used to define the position and image 
motion category. The size of the low level word should 
be high but however we reduce the words in to nearly 
25000 words. Because we are considering

 

the words 
only we run the slid window for second five to forty 
frames to get depending on the data set without dead 
lock and collect every time stamp in the particular 
window.

 

Details on dimensionality reduction getting the 
set of document have

 

to be applied

 

the probabilistic 
latent semantic method.  This method takes the input 
words and count every document learn the set of data 
words by the defined

 

distribution on low level word to 
corresponding to the soft cluster words that repeated 
words in the document. Scene has fixed here because 
we are reduced

 

the dimensionality reduction.

 

PLSA method is the entire processes of this 
stage learns the new video documents and give the 
decomposition of the every document mixture of the 
earlier method the topic weights given by the 
distribution.  We are use this data reweighted by 
according to the activity use to build the documents 
constitute the input method.

 

 
Divided in

 

to two five-second

 

motifs.

 
Figure 5

 
Here the

 

video is

 

factorized to

 

full length and it 
is divided into the possible motifs and to

 

full duration of 
the time motif.

 

At last the motif duration has been 
increased and recovers

 

the motif properly.

 

Use of the motif duration arguments VLTAMM 
provides the approach to deal with the

 

short coming of 
the fixed motif duration. Variable length with motif 
duration with VLTAMM shows the sum of the result.
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Figure 6:

 
This figure

 
shows how the junction data is 

analyzed by VLTAMM in a real time activity
 

 

  
 

   
 

 

 
 Figure 9

 
shows difference of the present and 

selected
 
motif consider in the car activity. That

 
image 

coming from the figure 8.
 Activity diary and abnormality reporting

 
is

 
used 

to find the real motif when they
 
occur at the real time.

 Here we take the example for the length of the video of
 30 minutes and extract the motif and find out the motif 

time in the particular video
 

scene. After getting the 
scene combine together and find out the motif 
occurrence.

 VII.
 

Comparison with Other Types
 One

 
disadvantage of other existing method is 

the difficulty
 
to find out the motif and it’s recurrent. Were 

as to find the temporal document ahs to be build the 
independent documents in the information is neglected 
here using LDA HDP-LDA. PLSA is used for the process 
method but using long temporal window it

 

has 

neglected the time ordering to recover the motif and do 
not carry the temporal information and temporal 
granularity noise of the video.

 The second model is time order sensitive LDA, 
here same slide window use the modification Cartesian 
product the original vocabulary and relative time within 
the particular window. The issue of this model are

 documents considering
 

only in the independent and 
there is no necessity to align the data with

 
the original 

activities in the video.  So that the real time activity 
assume happen at different

 
places. Our approach 

doesn’t have any disadvantage compare to the above 
methods. Our method has store the temporal data 
independent and starting of their time

 
of the actual 

scene of the video.
 

 Figure 9:

 

It shows

 

the different activity and temporal 
activity at different time of the real scene

 

 

 

 
a)

 

Analysis of Multi camera calibration

 
  

To capture the images at the different camera 
position to analyse the temporal dependencies, the
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process use more number of cameras to integration 
method and join the all camera image and process the 

Discovery of Non-Persistent Motif Mixtures using MRST (Multivariate Rhythm Sequence Technique)

Figure 8

Figure 10: Architectural of the process to find the 
location to analyse the video samples and camera 

locations

Figure 7: This shows motif is the 98 percentage of the 
observation one car coming from the left image and 
take the right direction of the road. 2 cars going the 
straightway and  3 cars taking the top turn, 4 car move 
from the traffic light it is the all motif taking at the 
different plane

© 2017   Global Journals Inc.  (US)



low level features using the low level count matrix. Low 
level camera calibration has the possibility to take large 
amount space because of the different camera view, we 
are using the three hundred or high level motifs. Low 
level support in the normal camera view suppose the 
overhead as in the camera 2 and camera 2 low level 
method has span the camera and make it as the two 
view and choose the nosily view  and random 
occurrence.  This activity has solved if larger amount of 
training data has used in this example

 
Recovered motif in multi camera these motif 

has resent the 78 percentage of the observation has find 
the actions and find the activity capture automatically.

 

Evaluation of the timing information has arises 
at the time that matches the original timing of the real 
image.

 

But it is the problem to find out the different 
camera our model has find out very easily it

 

recover the 
people activity between the two camera views.  The start 
and end projection has

 

displayed in the motif 
background process. Then we can easily calculate the 
difference between the original image activity and the 
motif representation.

 

Figure 12

 

Figure 12

 

visual of the different camera views 
this map has taken from the metro activities.  Here 
camera has capture the motif and who enter in the 
station and who are all comes out from the station has 

taken and clipped by the different camera angle and it 
represent the motif at the time level duration.

 

For example the result we are taken from the 
station about nearly two hours of unlabeled

 

scenes.

  

Table 1:

 

shows the recover the motif from the typical path duration

 

during the experiment

 

Path

 

Measured Duration

 

Duration Motif

 

Motif

 

Start end

 

average

 

std

 

min

 

max

 

median

 

motif

 

A

 

a-b

 

26

 

2.8

 

30

 

32

 

28

 

24

 

B

 

a-b

 

28.5

 

5.2

 

25

 

43

 

27

 

22

 

C

 

a-c

 

19.9

 

9.0

 

15

 

38

 

18

 

12

 

D

 

a-b

 

9.5

 

1

 

9

 

16

 

8.5

 

6

 

Recover motif has compared and the presence 
of the repentance

 

is extract these data has used to 
remove the multiple sequence of the data motif and 
convert the low level into high level of the motif using in 

the larger data.

 

So that the repentance should be very 
high.

 

The place of the track let information decrees the 
suspicious matches.
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VIII. Conclusion 

This model shown is new concept of finding the 
redundant temporal patterns in the particular time 
series. This method has used to find the joint and 
repeating motifs in the particular document. Identify  
how many common motifs present in the document and 
number of times motif occur in the document and also  
estimate the motif duration. 

This method has validated the broad range of 
the data set and real time activity like traffic signals, 
micro phone pair, and video data’s. Here we explained 
that the video data is activities in the traffic signals such 
as the movement of the car and typical person in the 
metro train station.  Apply the simultaneous image  on 
different camera view information without any 
calibration.  

Audio signal coming from the two microphones 
in our model has used to recover the interest activities 
and yielded detection and precision. Using the artificial 
data assuming the robust model in the various 
hyperactive parameters has produced the meaning full 
information at the various situation applied in the variety 
of the data with success rate. 

IX.
 

Future Work
 

In future, this
 
proposed model can

 
be improved

 at the different levels to
 
find the repeating

 
values but it is 

not applied on the global activities. Suppose we are 
using the traffic signals we have to incorporate the 
heterogeneous

 
methods to

 
find out the recurrent motifs

 detection approaches.  Then we will emphasise
 

the 
different cycles of

 
motifs and relation data

 
for discover 

patterns. To
 

scale up the
 

input camera footage 
polynomial data will be concentrated in the upcoming 
approaches in time

 
series.

 
References Références Referencias

 
1.

 
R. Emonet, J. Varadarajan, and J. Odobez, “Extrac-

 ting and Locating Temporal Motifs in Video Scenes 
Using a

 
Hierarchical Non Parametric Bayesian 

Model,” Proc. IEEE Conf. Computer Vision and 
Pattern Recognition, 2011.

 2.
 

Y. Yang, J. Liu, and M. Shah, “Video Scene 
Understanding Using Multi-Scale Analysis,” Proc. 
IEEE Int’l Conf. Computer Vision, 2009.

 3.
 

Wang, X. Ma, and E.L. Grimson, “Unsupervised 
Activity Perception in Crowded and Complicated 
Scenes Using Hierarchical Bayesian Models,” IEEE 
Trans. Pattern Analysis and Machine Intelligence, 
vol. 31, no. 3, pp. 539-555, Mar. 2009.

 4.
 

J. Varadarajan and J. Odobez, “Topic Models for 
Scene Analysis and Abnormality Detection,” Proc. 
12th IEEE Int’l Conf. Computer Vision Workshop on 
Visual Surveillance, 2009.

 5.

 

D. Kuettel, M.D. Breitenstein, L.V. Gool, and V. 
Ferrari,

 

“What’s Going On? Discovering Spatio-
Temporal Dependencies in Dynamic Scenes,” Proc. 

IEEE Conf. Computer Vision and Pattern Recog-

 

nition, 2010. 

 

6.

 

D. Blei and J. Lafferty, “Dynamic Topic Models,” 
Proc. 23rd Int’l Conf. Machine Learning, 2006.

 

7.

 

Wang and A. McCallum, “Topics over Time: A Non-
Markov Continuous-Time Model of Topical Trends,” 
Proc. Conf. Knowledge Discovery and Data Mining, 
2006.

 

8.

 

T. Hospedales, S. Gong, and T. Xiang, “A Markov 
Clustering Topic Model for Mining Behavior in 
Video,” Proc. IEEE Int’l Conf. Computer Vision, 
2009.

 

9.

 

J. Li, S. Gong, and T. Xiang, “Discovering Multi-
Camera Behaviour Correlations for On-the-Fly 
Global Activity Prediction and Anomaly Detection,” 
Proc. IEEE 12th Int’l Conf. Computer

 

Vision 
Workshop on Visual Surveillance, 2009.

 

10.

 

T.A. Faruquie, P.K. Kalra, and S. Banerjee, “Time 
Based Activity Inference Using Latent Dirichlet 
Allocation,” Proc. British Machine Vision Conf., 
2009.

 

11.

 

J. Varadarajan, R. Emonet, and J. Odobez, “Proba-

 

bilistic Latent Sequential Motifs: Discovering 
Temporal Activity Patterns in Video Scenes.” Proc. 
British Machine Vision Conf., 2010.

 

12.

 

Y.W. Teh, M.I. Jordan, M.J. Beal, and D.M. Blei, 
“Hierarchical Dirichlet Processes,” J. Am. Statistical 
Assoc., vol. 101, no. 476, pp. 1566-1581, 2006.

 

13.

 

X. Wang, K. Ma, G. Ng, and W. Grimson, “Trajectory 
Analysis and Semantic Region Modeling Using a 
Nonparametric Bayesian Model,” Proc. IEEE Conf. 
Computer Vision and Pattern Recognition, 2008.

 

14.

 

T.S.F. Haines and T. Xiang, “Delta-Dual Hierarchical 
Dirichlet Processes: A Pragmatic Abnormal 
Behaviour Detector,” Proc. IEEE Int’l Conf. 
Computer Vision, 2011.

 

15.

 

E. Jouneau and C. Carincotte, “Particle-Based 
Tracking Model for Automatic Anomaly Detection,” 
Proc. 18th IEEE Int’l Conf. Image

 

Processing (ICIP), 
2011.

 

16.

 

O. Javed and M. Shah, “Tracking in Multiple 
Cameras with Disjoint Views,” Automated Multi-
Camera Surveillance: Algorithms and Practice, pp. 
1-26, Springer, 2008.

 

17.

 

C.C. Loy, T. Xiang, and S. Gong, “Multi-Camera 
Activity Correlation Analysis,” Proc. IEEE Conf. 
Computer Vision and Pattern Recognition, pp. 1988-
1995, 2009.

 

18.

 

X. Wang, K. Tieu, and W. Grimson, “Correspon-

 

dence-Free Multi-

 

Camera Activity Analysis and 
Scene Modeling,” Proc. IEEE Conf. Computer Vision 
and Pattern Recognition, 2008.

 

19.

 

X. Wang, K. Tieu, and E.

 

Grimson, “Correspon-

 

dence-Free Activity Analysis and Scene Modeling in 

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
V
II 

Is
su

e 
I 
V
er
sio

n 
I 

  
  
 

  

23

Y
e
a
r

20
17

  
 (

)
C

Multiple Camera Views,” IEEE Trans. Pattern 
Analysis and Machine Intelligence, vol.  31, no. 1, 
pp. 893-908, Jan. 2009.

Discovery of Non-Persistent Motif Mixtures using MRST (Multivariate Rhythm Sequence Technique)

© 2017   Global Journals Inc.  (US)



 

20.

 

P. Marmaroli, J.-M. Odobez, X. Falourd, and H. 
Lissek, “A Bimodal Sound Source Model for Vehicle 
Tracking in Traffic Monitoring,” Proc. 19th European 
Signal Processing Conf., 2011.

 

21.

 

C. Wang and D. Blei, “Decoupling Sparsity and 
Smoothness in the Discrete Hierarchical Dirichlet 
Process,” Proc. Advances in

 

Neural Information 
Processing Systems, 2009.

 

22.

 

R. Emonet, J. Varadarajan, and J.-M. Odobez, 
“Multi-Camera Open Space Human Activity 
Discovery for Anomaly Detection,” Proc. Eighth IEEE 
Int’l Conf. Advanced Video and Signal Based

 

Surveillance, p. 6, Aug.

 

2011. 

 

23.

 

B. Zhou, X. Wang, and X. Tang, “Random Field 
Topic Model for Semantic Region Analysis in 
Crowded Scenes from Tracklets,” Proc. IEEE Conf. 
Computer Vision and Pattern Recognition, 2011.

 

24.

 

J. Varadarajan, R. Emonet, and J.-M. Odobez, 
“Bridging the Past, Present and Future: Modeling 
Scene Activities from Event Relationships and 
Global Rules,” Proc. IEEE Conf. Computer Vision 
and Pattern Recognition, June 2012.

 
 

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
V
II 

Is
su

e 
I 
V
er
sio

n 
I 

  
  
 

  

24

Y
e
a
r

20
17

  
 (

)

© 2017   Global Journals Inc.  (US)1

C
Discovery of Non-Persistent Motif Mixtures using MRST (Multivariate Rhythm Sequence Technique)



© 2017. Astha Ameta & Kalpana Jain. This is a research/review paper, distributed under the terms of the Creative Commons 
Attribution-Noncommercial 3.0 Unported License http://creativecommons.org/licenses/by-nc/3.0/), permitting all non-commercial use, 
distribution, and reproduction inany medium, provided the original work is properly cited. 
 

  
 

 
    

 
 

   

 

Classification of HRS using SVM 
          By Astha Ameta & Kalpana Jain 

                                        

Abstract- The kidney diseases are one of the main causes of death around the world. Automatic 
detection and classification of kidney related diseases are important for diagnosis of kidney 
irregularities. Hepatorenal Syndrome (HRS) is a life-threatening medical condition when kidney fails 
due to liver failure. The treatment to such cases is liver transplant, or dialysis for temporary basis. This 
paper proposed to apply the Support Vector Machine (SVM) classification for diagnosis of HRS. The 
results were evaluated using realistic data from hospitals. RBF kernel function is used along with 
SVM. The results show a significant accuracy of 95%. 

Keywords: support vector machine, RBF kernel, cross validation, accuracy, ROC curve. 

GJCST-C Classification:  H.5.5, D.2.5 

 

ClassificationofHRSusingSVM
 

 
 
 
 
 
 
 
 
 
 

                                                      
Strictly as per the compliance and regulations of:

 
 

 

 

 

Online ISSN: 0975-4172 & Print ISSN: 0975-4350
Publisher: Global Journals Inc. (USA)
Type: Double Blind Peer Reviewed International Research Journal
Volume 17 Issue 1 Version 1.0 Year 2017
Software & Data Engineering
Global Journal of Computer Science and Technology: C

College of Technology and Engineering



Classification of HRS using SVM 
Astha Ameta α & Kalpana Jain σ 

  
 

 
  

  
 

Abstract-

 

The kidney diseases are one of the main causes of 
death around the world. Automatic detection and classification 
of kidney related diseases are important for diagnosis of 
kidney irregularities. Hepatorenal Syndrome (HRS) is a life-
threatening medical condition when kidney fails due to liver 
failure. The treatment to such cases is liver transplant, or 
dialysis for temporary basis. This paper proposed to apply the 
Support Vector Machine (SVM) classification for diagnosis of 
HRS. The results were evaluated using realistic data from 
hospitals. RBF kernel function is used along with SVM. The 
results show a significant accuracy of 95%.

 

Keywords:

 

support vector machine, RBF kernel, cross 
validation, accuracy, ROC curve.

 

I.

 

Introduction

 

epatorenal Syndrome (HRS) is a major 
complication of Cirrhosis, where approximately 
8% patients with ascites

 

are annually incident. 
HRS starts developing at the latest phase of disease. It 
is now medically proven that it is a very important 
determinant for showing survival rate. A majority of 
reviews on HRS reflect the problems in the investigation 
of this syndrome. On the contrary, HRS has no 
experimental model. Hence, many of its aspects are still 
poorly understood. 

 

A high degree of predictive accuracy is needed 
in the healthcare sector. The predictive accuracy of any 
data mining/Machine learning technique is based on the 
data, its quantity and quality. Techniques such as 
classification, clustering, time series, temporal analysis, 
association and correlation analysis are various data 
mining techniques taken into consideration. 
Classification techniques are used

 

to analyze data and 
predict labels that describe important properties of data. 
Many classification techniques have been developed 
such as Naïve Bayes, k-NN, SVM, Decision

 

Tree 
induction, Back

 

propagation, and more. Here, we 
propose SVM technique to be used for diagnosis of 
HRS.

 

II.

 

Support Vector Machine

 

SVM, abbreviated as Support Vector Machine, 
is a class of learning methods that can be used for the 
purpose of classification. Many classifiers have been 
proposed in the literature to study classification 
problems. In training SVMs, decision boundaries are 

directly determined from training data thus maximizing 
its generalization ability. Hence, ability of SVM to 
generalize is somehow different than those of other 
classifiers, usually in the case of small number of 
training data. In its simplest or linear form, SVM is 
defined as a hyperplane which separates a set of 
negative examples from set of positive examples by 
using the concept of maximize the class margin. The 
form in which data points are provided is {(y1,x1), 
(y2,x2),…,(yn,xn)}, where xi is a vector of n-dimensions 
and yi can either be 1 or -1, which denotes the class to 
which point xi belongs. For training SVM, set of xi are 
pre-labeled with yi components which denotes the 
correct classification which is required by SVM to search 
for a separating hyperplane. 

For the case where data are linearly separable, 
two hyperplanes, w . x - b = -1 and w . x + b = 1 are 
generated which are parallel. Thus, no training sample 
lies in between and distance is maximized for the two 
planes. In the quadratic form, it can be formalized as: 
Min ½ ||w||2 

Subject to yi(w . xi – b) ≥ 1, 1 ≤ i≤ l. 
This is a convex problem. Its dual form is: 
min ½ αTQα − eTα 
subject to yTα =  0 and α ≥ 0, 
where Q is an l x l matrix with Qij = yiyjxi . xj and e is the 
vector of all ones. Let α be the solution to dual problem, 
then w = ∑ yiαi𝑥𝑥𝑥𝑥𝑙𝑙

𝑖𝑖=1  is a solution to the primal problem. 
Vectors xi,which corresponds to α i>0, lie on the margin. 
Such vectors are termed as support vectors (SV). Once 
the above equations are resolved, then new items can 
be classified with w .x where x is the new sample vector 
that is to be classified. 

For the case of non-linear separable data, 
Cortes and Vapnik ([14]) proposed a modification to the 
QP formulation (namely soft margin) according to which, 
examples that fall on the wrong side of the decision 
boundary are allowed but with a penalty. Boser et al. 
([15]) also proposed an extension to the non-linear 
classifiers. A generalized form of the QP problem having 
soft margin along with nonlinear classifier is shown 
below: 

min ½ ||w||2 + CᶓT e, 

subject to yi(w ・ᶲ(xi) − b) ≥ 1 − ᶓi
 

andᶓi≥ 0, 1 ≤ i≤ l, 

whereᶓ shows the training error and the parameter C is 
used to adjust the training error and the regularization 
term 1/2 ||w||2. The function ᶲ maps ℜn to a higher 

H
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dimensional space. In practice, kernel functions are 
used to perform the process of mapping. The kernel 
functions are represented in the form of dot product as 
below:  

K(xi, xj) = ᶲ(xi) ・ᶲ(xj). 
Some commonly used kernel functions include 
Linear: 

k(xi, xj) = xi ・xj 
Polynomial:

 
k(xi, xj) = (xi・xj)d

 

Radial Basis Function (RBF):
 

k(xi, xj) = exp(−ϒ||xi–
 
xj||2),ϒ> 0

 
III.

 
Proposed Methodology for 

Classification of HRS
 
using SVM

 
In this paper, we propose to use Support Vector 

Machines (SVMs) for the diagnosis of Hepatorenal 

Syndrome (HRS) based on clinical data. We have 
collected data for 100 patients from few hospitals. For 
each patient data, there are 14 features, including serum 
albumin, billirubine,

 

creatinine, serum sodium, serum 
urea, urine output, urine microscopy, USG, ascites, 
cirrhosis, BP-systolic, diastolic, hemoglobin, urine 
protein. The data collected in medicine is generally 
collected because of patient care activity

 

so as to 
benefit patients; hence data contained in medical 
databases is redundant, irrelevant, and inconsistent 
which can affect the results produced with the use of 
data mining techniques. Thus, data preprocessing and 
scaling are required so as to remove

 

redundant as well 
as noisy data and to use normal forms of data. All of the 
data were transformed to real values with proper 
definition. For example, “Normal” converted to 1 and 
“Abnormal” to 0.
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The results obtained provide good classification 
accuracy. Figure 1shows the architecture of our 
proposed work. Flowchart for proposed methodology 
can be described as the following phases:

Phase I: 
a) HRS clinical data is collected and preprocessed. 

Preprocessing of proposed work includes:

• Conversion of string data to numeric form:
1. Data value “Normal” is converted to 1 and 

“Abnormal” to 0.
2. Data value “Yes” is converted to 1 and “No” to 0.

• Scaling: Conversion of urine output in milliliter to 
liter.

Phase II: SVM is used as the classification technique.

Classification of HRS using SVM



 
 

 
 

 
  

 
 

  

 
 

 

a)

 

The preprocessed dataset is divided into training 
set(contains 80% of data) and testing set(contains 
20% of data).

 

b)

 

Cross-Validation or CV is applied on training 
dataset. In the proposed work, k-fold cross 
validation is used where k=5, hence it is known as 
five-fold cross validation.

 

c)

 

In the proposed work, grid search method is 
employed to find the best parameters. Mesh grid is 
used to employ grid search.

 

d)

 

A

 

final model is obtained which is ready to test for 
new or unseen data.

 

Phase III.

 

The final model obtained is tested on new or 
unseen data. This is known as final model evaluation. 
The accuracy hence obtained is considered as the 
accuracy of the model generated and it shows how 
much accurate and efficient model has been generated.

 

IV.

 

Experimental Results and 
Performance Analysis

 

We used Support Vector Machine as the 
classification technique using LIBSVM –

 

Matlab

 

interface 
for our experiment. LIBSVM is an SVM package 
provided by Matlab. The computations involved were 
implemented on intel core i5 processor. The kernel 
function used here is Radial Basis Function (RBF) 
kernel, also known as sigmoid kernel. 

 

Accuracy is evaluated using k-fold cross 
validation test. K-fold Cross-validation process includes 
dividing a dataset into k pieces, and on each piece, 
testing the performance of a predictor build from the 

remaining 90% of the data. In our work, k=5. The 
performance of the classification is evaluated for six 
parameters, namely, accuracy, sensitivity, specificity, 
precision, recall, f-measure. The definitions are as 
follows:

 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇

 

+

 

𝑇𝑇𝑇𝑇

 

+

 

𝐹𝐹𝐹𝐹

 

+

 

𝐹𝐹𝐹𝐹

 

   

 

                  (1)

 

 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = TP
TP +FN

   

                 (2)

 
 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = TN
TN +FP

   

                  (3)

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = TP
TP +FP

   

                 (4)

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = TP
TP +FN

   

                             

  

(5)

 
 

𝐹𝐹 −𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 2TP
2TP +FP +FN

 

     

 

                 (6)

 

where TP represents number of true positives (If the 
instance is positive and it is classified as positive), TN 
represents number of True negatives (If the instance is 
negative and it is classified as negative), FP represents 
number of

 

False positives (If the instance is negative but 
it is classified as positive) and FN represents number of 
False negatives (If the instance is positive but it is 
classified as negative). 

 

Figure 2 shows cross-validation accuracy of 
95%.This is a curve between logarithm of two important 
parameters, cost function C and rbf sigma, also known 
as gamma, represented by ϒ. The best value of both 
these factors gives the best cross validation accuracy of 
95%.
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Figure 2: Accuracy Curve

The performance of the classifier can be 
visualized using Receiver Operating Characteristic 
(ROC) curve. The 2-D ROC curve is defined by the false 

positive rate (FPR) on x-axis and true positive rate (TPR) 
on y-axis, where TPR determines a classifier 
performance on classifying positive instances correctly 

Classification of HRS using SVM
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among all positivesamples and FPR, on the other hand, 
defines how many incorrect positive results occur 
among

 

all negative samples. It is also known as graph 
between sensitivity and 1-specificity. Figure 3 shows 

ROC curve obtained for proposed work. The area under 
the ROC curve (AUC) obtained is 0.95. This value of 
AUC proves that the performance of classifier is good.

 

Figure 3:

 

ROC Curve
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Figure 4: Performance parameters
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V. Conclusion

In this research work, we propose to use SVM 
as the classification technique to diagnose HRS in 
patients of Cirrhosis. The performance is analyzed by 
comparing the predicted results with the manual results 
received along with data sets from hospitals. Our 
approach provides 95% classification accuracy and 
precision is recorded as 100%. It helps physician to 
diagnose the disease with more precision and accuracy. 
Sensitivity and Specificity are computed as 90% and 
100% respectively. Recall and F-Measure are measured 
as 90% and 94.74% respectively. Thus, SVM is proven 
as a good classifier for the prediction of HRS.

The proposed work can be further extended 
using feature selection or optimization techniques. 
Another extension can be application of SVM for 
diagnosis of similar diseases.
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Abstract-

 

In this new era with the advancement in the 
technological world the data storage, analysis becomes a 
major problem. Although the availability of different data 
storage component like electronic storage such as hard drive 
or virtual storage such as cloud still the problems remains. The 
major issue is processing the data because usually the data is 
in several format and size. Usually processing such huge 
amount of data with several formats can be time consuming. 
Using of application such as Hadoop can be beneficial but 
using of scheduling algorithm can be the best way to for data 
set analysis to make the process time efficient and analysis 
the requirement of different scheduling algorithm for the 
specific data set. In this paper we analysis different data set to 
explain the most effective scheduling algorithm for that 
specific data set and then store and execute data set after 
processing. 

 Keywords:

 

big data, hadoop, scheduling algorithm, data 
analysis,

 

HDFS, FCFS.

 I.

 
Introduction

 n the data analysis the efficiency plays the most 
important factor and the development in the data 
storage, analysis efficiency in the stipulated time and 

the endeavor for the output of data analysis in the 
executional environment and storage of that data is 
defined as Hadoop distributed file system (HDFS) [1]. 
The application comprises of certain sub system 
application which reshape data in terms of times which 
are analyzed using scheduling algorithm MinMin [2], 
minimum completion time (MCT) [3]. In HDFS huge 
amount of data can be stored which provides cost 
effective and also reliability. In first come first serve 
(FCPS) [4] the big data changes dynamically for the 
application access which consists of different speed 
and size. In order to execute in an executional 
environment HDFS is implemented.  HDFS allow large 
storage and data analysis but the problem is to process 
a large amount of data. In the computing environment 
HDFS gives efficient data analyzing, storage, execution. 
Scheduling algorithm administer data work flow within 
time constraints. Scheduling algorithm FCFS, 
Distributed heterogeneous earliest finish time(DHEFT) 
works unsurpassable for given set of data in cloud 
environment. Performance and data analysis is done by

 scheduling algorithm. For checking the performance of 
the specific data set the algorithm must be known to 
priori for ease in implementation and time effective 
manner. The task scheduling is executed single task at 

a time so that performance of the entire scheduling 
algorithm executed can be manifest. VM can execute 
single task at single time. 

II. System Architecture 

a) System Workflow 
The data set is given as input for execution. 

Each data set is converted in smaller subtask and the 
entire subtasks are dependent on each other. The 
subtask is executed in sequential manner as every 
subtask execution is completed only after the execution 
of the previous subtask. The new subtask waits until the 
execution of the previous sub task gets completed. 
Below in fig 1 data execution work flow is given. 
 

 
Fig.1:  Data execution work flow 

b) Cloud Server Model 
Cloud server [4] is the primary module which is 

the resource provider for performing the processing 
activity. Virtual machine (VM) constructed can be 
accessed only by the registered user. Once the file is 
received in the VM it is divided into the subtasks. VM 
executes single task and the remaining task is shared 
between VM through round [5] robin algorithm. 

c) Scheduling Algorithm  
Scheduling algorithm is implemented to VM to 

utilize the resources effectively so that no VM is ideal 
mode of operation. Initially during task assigning we 
have to assign proper VM for the specific task and also 
the resource mapping for execution. There are various 
scheduling algorithm which can be implemented for 
large data set to be examined their performance. The 
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scheduling algorithms are MinMin algorithm, Data aware 
scheduling algorithm, MaxMin scheduling algorithm, first 
come first serve (FCFS) scheduling algorithm, MCT 
algorithm, and heterogeneous earliest finish time (HEFT) 
algorithm. 
 MinMin Algorithm 

In MinMin algorithm [2] task is arranged in 
ascending order with least or minimum time of 
completion and the resources or VM are allocated to the 
fastest job and this process is looped until all the jobs 
are scheduled to the VM. 
 Data Aware Scheduling Algorithm 

In data aware scheduling algorithm [6] the data 
is stored in the VM which is vacant to the resources 
which are closest to be executed by the VM. It eliminate 
over utilization of time in scheduling the task one by one. 
 MaxMin Scheduling Algorithm 

In the MaxMin [2] algorithm task is arranged in 
descending order with maximum time of completion for 
task allocation. It is in actually the opposite of the 
MinMin algorithm.  
 First Come First Serve (FCFS) Algorithm 

In the first come first serve [7] algorithm the task 
scheduled in a queue and allocated according to first 
come first serve basis not according to the VM efficiency 
or maximum or minimum time completion. The only 
disadvantage of these is if the task which is longer 
executed in the VM then the smaller task has to wait for 
the longer task to be executed. 
 MCT Algorithm 

In MCT algorithm [3] the task assigned to the 
resources or the available VM get executed with 
minimum time. 

III. Experimental Analysis 

In this paper the performance of various 
scheduling algorithm is analyzed on big data. Cloudera 
[8] has been used as a platform for analyzing in eclipse 
[9] environment. Three VM has been created for user 
registration. The task available is allocated to VM by the 
server and all tasks which are in queue are allocated 
simultaneously to all available VM at same for the 
execution purpose. Dynamic data set has been used to 
performance evaluation analysis which composed of 
data of different size and set using various scheduling 
algorithm. In the evaluation of data set two parameters 
has been considered firstly the delay and secondly the 
task span. Delay may occur due to two major causes 
firstly system failure secondly due to low system 
memory in comparison to the task allotted because 
every time there is input in the data set there is change 
in size due to big data which can be sometimes non 
compatible. We have considered three cases 12Kb, 
22Kb and 55Kb of data set. In the first case 12Kb data 
set we implemented all the scheduling algorithm where 

x-axis defines the scheduling algorithm and y-axis 
defines the time. The entire scheduling algorithm differs 
with each other. Make span comprises of addition of 
data processing time, time taken for data transfer from 
storage to execution, waiting time and time of 
computation. 

 

Fig. 2: Data set of 12Kb by scheduling algorithm 

The MinMin algorithm specify the task with 
minimum completion time to available VM and the 
MaxMin specify the task with maximum completion time 
available to VM so the task is assigned to the specific 
VM which has maximum computation time. Firstly we 
have a 12Kb data set which analyzed by different 
scheduling algorithm. Above a graph has been shown 
with data set of 12Kb by all the six scheduling algorithm 
where the FCFS performs the best. Secondly the data 
set chosen is 25kb here also MinMin and MaxMin 
performs same as above stated in Fig2. The 
performances changes for 25Kb size of data set. The 
change in task size challenges the computational 
capacity as the increase in data size. HEFT performs 
best for the sample data set. DASA performs least for 
the taken data set. The processing time, delay time 
makes DASA performance least. Below in Fig3 the 25Kb 
data set is shown by all the six scheduling algorithm. 
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Fig.  3: Data set of 25Kb by scheduling algorithm 

Thirdly we have taken 55Kb size of data set and 
MCT performs better. The task is assigned to the 
available VM for execution but the execution time is 
taken a little more as the task is increased in terms of 
data size. MaxMin performance is constantly vice versa 
in compared to the MinMin and the remaining algorithm 
performs least in compared to the MCT. Below in Fig4 
the 55Kb data set is shown by all the six scheduling 
algorithm. 
 

 
Fig4:

 
Data set of 55Kb by scheduling algorithm

 

IV. Conclusion 
The scheduling algorithm on data set of big 

data comprising FCFS algorithm, MCT algorithm, 
MinMin algorithm, DAS algorithm, HEFT algorithm is 
performed for analyzing. The result of performance 

analysis varies differently with dynamic dataset. After the 
data analysis the data is stored in the form of HDFS in 
encrypted. For the future work various data set of 
different data size can be used for performance 
analyzing and assessment. 
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Abstract-

  

Software vulnerability mitigation is a well-known

 

research area, and many methods have been proposed for it.

 

Some papers try to classify these methods from different 
specific

 

points of views. In this paper, we aggregate all 
proposed classifications

 

and present a comprehensive 
classification of vulnerability

 

mitigation methods. We define 
software vulnerability as a kind

 

of software fault, and 
correspond the classes of software vulnerability

 

mitigation 
methods accordingly. In this paper, the software

 

vulnerability 
mitigation methods are classified

 

into vulnerability

 

prevention, 
vulnerability tolerance, vulnerability removal and

 

vulnerability 
forecasting. We define each vulnerability mitigation

 

method in 
our new point of view and indicate some methods

 

for each 
class. Our general point of view helps to consider all

 

of the 
proposed methods in this review. We also identify the

 

fault 
mitigation methods that might be effective in mitigating the

 

software vulnerabilities but are not yet applied in this area. 
Based

 

on that, new directions are suggested for the future 
research.

 

I.

 

Introduction

 

oftware is an important part of a computer 
system. Being

 

complex or created by incompetent 
developers, faults might be

 

introduced to the 
software. There are faults that cause violating

 

the 
system security. These faults are called vulnerability. 
There

 

has been much research on preventing, detecting 
and analyzing

 

software vulnerabilities.

  

By the time of writing this paper there is a 
number of surveys

 

on the methods of mitigating 
vulnerabilities, i.e. [1], [2], [3]

 

and [4]. Among them, [4] 
surveys the static analysis vulnerability

 

detection 
methods that are applied in three areas that are

 

associated with sources of vulnerabilities, i.e., access-
control,

 

information-flow and application-programming-
conformance.

 

It reviews around 88 papers. The studied 
methods, however, do

 

not cover all the software 
vulnerability classes. Static analysis

 

methods are also 
surveyed in [3]. It reviews 23 papers and

 

classifies their 
methods with a different point of view. In

 

[1] static and 
dynamic

 

analysis methods are classified and

 

18 papers 
are briefly reviewed. The classification for static

 

analysis 
methods presented in that paper is similar to the on

 

in 
[3]. The most comprehensive survey is presented in [2] 

by Shahriar et al. in 2012. They review 173 papers and 
classify their methods in four classes, i.e., static 
analysis, dynamic analysis, monitoring and hybrid 
analysis. 

In this paper, we present a new definition for 
software vulnerability. Based on this definition, 
vulnerability mitigation methods are classified and 
reviewed with a new point of view. We use the general 
classification of fault mitigation methods as a base and 
extend it to a detailed classification of software 
vulnerability mitigation methods. 

Our comprehensive classification aggregates 
many of the classification presented in the previous 
surveys, i.e., [1], [3], [2] and [5]. Also, the general 
perspective applied in our survey helps to identify the 
fault mitigation methods that are not yet used in 
mitigating software vulnerabilities. Since we consider the 
software vulnerability as a type of fault, these methods 
may be helpful in mitigating software vulnerabilities. We 
suggest new directions for the future researches based 
on our analysis during the review of the proposed 
vulnerability mitigation methods. 

In this paper, our definition of software 
vulnerability is presented in section II. Based on this 
definition, software vulnerability mitigation methods are 
classified in section III. In this section, each class is 
described in details and some examples are reviewed. 
Section IV concludes the paper and presents some 
future directions. 

II. Defining Software Vulnerability 

To review vulnerability mitigation methods, a 
precise definition of software vulnerability is required. 
Different researchers have suggested definitions for this 
term which are nearly analogous but have differences. 
Matt Bishop et al. define software vulnerability by 
modeling the software as a state machine in [6], [7], [8] 
and [9]. In this model, a vulnerable state is the state that 
let unauthorized reads, changes or accessibility 
modifications to a source. They define vulnerability as a 
property in the system that let it enter into a vulnerable 
state. In [8] Bishop defines vulnerability as a weakness 
that makes it possible for a threat to occur, where a 
threat is a potential violation of security policy. Amoroso 
defines vulnerability as an unfortunate characteristic that 
allows a threat to potentially occur [10]. There are other 
definitions of software vulnerability in relation with 

S
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security policy, e.g. [11] and [1]. Most of them define it 
as a property, characteristic or weakness that may 
cause compromising the security policy. 

In order to clarify the terms property and 
security policy compromise, we redefine ”software 
vulnerability”. We use the precise definitions for the 
concepts in software security and reliability that are 
presented in [12] and construct our definition of 
software vulnerability. The taxonomy in [12] is presented 
in 2004 for the concepts of software security and 
reliability, such as fault, error, failure, vulnerability and 
attack. The authors define fault as the cause of error, 
while error is a state of the system that is probable to 
failure. Failure -or service failure is an event in which the 
delivered service is deviated from the correct service. In 
fact, a fault may become active and produce an error. 
Also the error may propagate inside the system and 
produce more errors. If the propagated error reaches 
system boundaries and affects the services, it becomes 
a failure. 

A service is defined in [12] as the behavior 
perceived by users in system boundaries. Correct 
services are determined by the system specification. 
Some parts of the system behavior are specified by the 
security policy, which is a partial system specification. 
Thus when a system deviates from the security policy, a 
security failure occurs. This means that compromising 
security policy causes a security failure. 

Faults are classified in [12] based on eight 
criteria, such as the phase of creation or occurrence, the 
objective, the phenomenological cause, the system 
boundary and the dimension. All combinations of the 
eight elementary fault classes would result in 256 
different combined classes. The authors, however, 
believe that not all combinations are possible. For 
example, there is no malicious non-deliberate faults, or 
all the natural faults are non-malicious. 

An attack is defined in [12] as a malicious 
external fault. An attack may be either an external 
hardware malicious fault, such as heating the RAM with 
a hairdryer to cause memory errors, or an external 
software malicious fault, such as a Trojan horse [12]. 
The term vulnerability is also defined in [12] as an 
internal fault that enables an external fault to harm the 
computer system, although harming the computer 
system is not clearly defined. 

According to the previous definitions, we 
consider software vulnerabilities as: 

  
 

We have concluded this definition, out of the 
definitions in [12], [8], [10], [11] and [1], since looking a 
vulnerability as a fault, instead of a property, better 
clarifies the concept of vulnerability by considering its 
relation to error, security failure and thus security policy. 
Like faults, a vulnerability may be dormant and never be 

activated. It also may be activated and propagated in 
the system. The activated vulnerability might never reach 
the boundaries. As an example, suppose that a buffer 
overflow occurs and the value of a return address in the 
stack changes as a result. But using a monitoring 
procedure, the unauthorized change is detected and the 
program halts. Thus, the security policy is not violated. 
Monitoring the program, as a vulnerability detection 
method, is explained in section III-B. When an active 
vulnerability reaches the system boundaries, it causes a 
security failure. For example, an attacker may activate 
the format string vulnerability in a program and make it 
print some confidential data from the memory [13]. 
Since the active vulnerability has reached the system 
boundaries, it has made a security failure. 

III. Vulnerability Mitigation Methods 

Since vulnerability mitigation is a well-known 
research area, a structured approach is required to 
review the previous related works. In this paper, we 
review vulnerability mitigation methods using a new 
point of view. We classify and review these methods 
based on how we define software vulnerability. In the 
previous section, software vulnerability is defined as an 
internal software fault. Since we considered vulnerability 
as a type of fault, the classifications of fault mitigation 
methods can be used as a base for classifying 
vulnerability mitigation methods. Avizienis et al. present 
a classification for the means of mitigating the faults to 
achieve a secure and dependable system in [12]. We 
use this general classification as a base and extend it 
into a detailed classification of vulnerability mitigation 
methods. Our classification is illustrated in figure 1. The 
vulnerability mitigation classes that are shown in figure 1 
are described in more details in the following sections. 
This figure presents a comprehensive view of the 
previous efforts in mitigating software vulnerabilities. Our 
classification also aggregates the classifications 
presented in the previous surveys, such as the ones 
presented in [1], [3], [2]. Moreover, this classification 
helps to identify the fault mitigation methods that can be 
applied to improve current software vulnerability 
mitigation methods. This helps to suggest new 
directions for the future research. 

a) Vulnerability prevention 
Generally, fault prevention means avoiding the 

fault introduction and occurrence in the application 
during the development. A fault may be introduced 
during any of the development phases: requirement 
analysis, design and implementation. To prevent the 
occurrence of software vulnerabilities during these 
phases, software security is emerged. Software security 
is the process of designing, building and testing 
software for security [14]. It aims at designing and 
implementing a secure software and educating 
developers, architects and users to build security in the 
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Definition 2.1 Software vulnerabilities are internal faults
that may cause a security failure.



software [14]. There are various secure software 
development methods presented by now, such as 
Microsoft Security Development Lifecycle (SDL) [15], 
Security Quality Requirement Engineering (SQUARE) 
[16] and McGraw’s secure development method [14]. 
Also, there are secure coding best practices that are 
suggested for different programming languages. These 
best practices educate the programmers to prevent 
introduction of well-known vulnerabilities during the 
coding phase, such as [17] for .NET framework, [18] for 
C/C++ and [19] for Java. 

The programmers’ lack of security knowledge is 
an important reason for the introduction of 
vulnerabilities. Transferring the related information to the 
developers is an issue in vulnerability prevention. The 
SHIELDS project was an example of the attempts in this 
area [20]. The goal in this project was to create a 
database of security related information for 
programmers that can be used automatically. A unified 
modeling language was proposed in SHIELDS for 
representing this information [21]. Using this language, 
it is possible to specify a vulnerability class and its 
relations to the well-known attacks. It also helps to 

define the methods of preventing a vulnerability class. 
Thus, it helps the developers to learn how to prevent 
vulnerabilities in order to achieve the security goals of 
the application. Some tools were also developed based 
on this language in that project, such as GOAT [20] and 
TestInv-Code [22]. 

b) Vulnerability Tolerance 
In spite of vulnerability prevention efforts, 

vulnerabilities are created. Thus, vulnerability tolerance 
is required. Generally, fault tolerance methods accept 
the existence of faults and focus on preventing the 
activated faults from reaching the system boundaries 
and causing a failure. Fault tolerance is usually 
performed in two steps: error detection and recovery 
[12]. Therefore, we study monitoring methods based on 
three aspects: the applied error detection, error handling 
and fault handling techniques. Please note that since we 
look a vulnerability as a fault, we consider error as an 
active vulnerability. Thus, the mentioned three aspects 
are also named as active vulnerability detection, active 
vulnerability handling and vulnerability handling 
techniques respectively.  
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A New View on Classification of Software Vulnerability Mitigation Methods

Fig. 1: Our classification of vulnerability mitigation methods according to the classification of fault mitigation 
methods in [12]. The boxes with dashed borders show the methods that have not been used in mitigating software 

vulnerabilities yet.
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Error detection (active vulnerability detection)
There are vulnerability mitigation methods that 

control the execution of a program and detects active 
vulnerabilities at run-time. These methods are also 
called monitoring methods [2]. Various active 
vulnerability detection techniques have been used in the 
proposed monitoring methods. Some examples are
monitoring the memory and validating its integrity [23], 
[24], [25], controlling the flow of user provided data 
(taint analysis) [26], [27], [28], [29] and validating the 
arguments of specific functions [30], [31], [32].

For example, the return addresses of functions 
in the stack memory of the program are monitored in 
[23], [24] and [25] to detect stack overflows at run-time. 
If any unauthorized changes of the return addresses is 
detected, it is concluded that a buffer overflow 
vulnerability has become active in the program.  

Some monitoring methods track the flow of user 
provided un-trusted data at run-time and react 
appropriately if the untrusted data reach sensitive 
statements in the program, such as [26], [27], [28], [29]. 
This method is used to tolerate various vulnerabilities, 
such as DOM-based XSS [29], SQL injection [26], [27], 
[28], buffer overflow [26], [27], [28] and format string 
[26], [27], [28]. Some monitoring methods locate
specific functions in the program and control their 
arguments during the program execution, such as [30], 
[31] and [32].

For example, in [31] the program code is 
analyzed statically and the query strings, that are used 
as the arguments of SQL functions, are parsed to 
extract the ASTs of legitimate queries. In this method, 
the code is instrumented to control the values of SQL 
queries before executing the relevant functions. Before 
executing a query with un-trusted data, the monitoring
procedure extracts the AST of the query. It then 
compares the extracted AST with the AST of the 
legitimate queries. Any inconsistency between the two 
ASTs might reveal a malicious query. Thus, an 
appropriate reaction is taken by the monitoring
procedure to prevent security failures.  

Detecting the errors may be performed during 
the normal service delivery (concurrent detection). Also, 
it may be performed in specific times in which the 
application does not deliver services (preemptive 
detection). The latter is usually applied to eliminate the 
negative effects of software aging. All the studied 
monitoring methods detect active vulnerabilities during 
the normal service delivery. However, preemptive error
detection can be used to detect the activation of 
vulnerabilities that makes the program overuse the 
system resources, like the memory leakage vulnerability.

Error handling (active vulnerability handling)  
After an error is detected, it is handled in one of 

three ways: rollback, roll-forward and compensation. 

Many of the presented monitoring methods 
focus on detecting active vulnerabilities, but less 
attention is paid to handling the active vulnerabilities. It 
seems that more effort is required on designing 
appropriate handling methods for active vulnerabilities.
Although halting the program and throwing an exception
prevents a successful attack, they violate the availability 
of the software to the legitimate users. Thus, it may 
result in deniable of service. Therefore, more intelligent 
active vulnerability handling techniques should be 
designed for the monitoring methods. Since the rollback 
technique is usually used for the transient faults and 
software vulnerability is a permanent fault, this technique 
cannot be applied in the monitoring methods. Thus, the 
roll-forward and compensation techniques can be used 
to design more intelligent active vulnerability handling
methods.

Fault handling (vulnerability handling)
After handling the error, sometimes fault 

handling is performed to remove the fault and prevent 
the similar errors in the future. Of course, sometimes the 
fault is handled immediately after error detection. Fault 
handling is performed by first recognizing causes of the 

Using the rollback method, the system is restored to a 
previously stored error-free state. Then, the program 
continues normal execution from the restored state. In 
some applications, such as real-time applications, there 
is no time to rollback. Thus, roll forwarding is performed 
to change the system state into a degraded new state 
that contains no errors. Then, the program executes 
normally from the degraded state. Roll-forwarding is 
applicable for predictable errors. Another error handling
method is compensation. In this method, the 
redundancy in the current state is used to mask the error 
and let the program continues the execution. Many of 
the monitoring methods halt the program and generate 
an error message when they detect an active 
vulnerability, e.g. [32], [27], [33], [24]. In other words, 
many of the monitoring methods do not perform error 
handling. Some monitoring methods call an exception
handler and take the program to a pre-defined state 
[34], [26], [28]. Most of the monitoring methods that are 
used for web applications ignore the requests that result 
in errors and continue normal execution [30], [31], [35], 
[29]. Calling exception handlers and ignoring the 
malicious requests can be considered as simple roll-
forwarding actions, since the erroneous state is
changed into an error-free state and the program 
continues normal execution. However, more intelligent 
reactions can be performed after detecting active 
vulnerabilities. For example, in [36] the stack content 
and return addresses are stored to compensate for 
buffer overflow errors. When a buffer overflow error is 
detected, the monitoring procedure uses the stored 
data to help the program continue execution securely.



error. Usually, the faulty component is isolated to 
prevent the future activation of the fault. A spare fault-
free component is then replaced by the faulty one. The 
system is reconfigured based on the new structure. We 
are not aware of any monitoring method that consists of 
a vulnerability handling procedure. However, there are 
some specific methods for automatically patching the 
software vulnerabilities, such as [37], [38], [39], [40] and 
[41]. These methods might be usable in the proposed 
vulnerability tolerance methods to handle the 
vulnerabilities. The automatic patching methods analyze 
the malicious data that is used in an attack and modify 
the program to filter similar data in the future. These 
methods can be combined with preemptive active 
vulnerability detection techniques to generate a 
complete vulnerability tolerance solution. 

Table I summarizes the presented vulnerability 
tolerance methods so that the reader can review them 
easier. To sum up, there are various monitoring 
methods with enhanced error detection mechanisms 
presented by now. These methods pay more attention 
to detecting the errors. This might be due to the 
difference between software vulnerability and the other 
faults. Usually, software vulnerability is activated by 
malicious external faults. Therefore, detecting an active 
vulnerability reveals an ongoing attack. The software 
should resist the attack as soon as possible to prevent 
further damages. Thus, the quick detection of the active 
vulnerability is very important. Halting the program is the 
fastest low-risk response to the attack. However, it 
makes the program unavailable to the legitimate users 
as well. Thus, more intelligent error handling and 
vulnerability handling techniques should be added to 
the monitoring methods. To do so, a good starting point 
is inspiring by the current fault handling and error 
handling techniques and designing software 
vulnerability handling techniques. 

c) Vulnerability removal 

Vulnerability removal is performed to detect and 
remove the vulnerabilities that are created in software 
despite the vulnerability prevention efforts. Based on 
figure 1, the fault removal process consists of four 
steps: verification, diagnosis, correction and non-
regression verification. During the verification step, it is 
verified if the system adheres to the specification. If not, 
the reason (fault) is diagnosed and corrected. After 
removing the fault, the verification is repeated to check if 
the removal was effective. The verification at this step is 
called non-regression verification. 

Most of the vulnerability removal methods focus 
on the verification step and don’t suggest any diagnosis 
or correction methods for the detected vulnerabilities. 
There are, however, special vulnerability diagnosis 
methods that diagnose the vulnerabilities that are 
exploited by malicious users. For example, in [42] 
exploitation of memory corruption vulnerabilities is 

detected and then the exploited vulnerability is 
automatically diagnosed. The result of diagnosis 
consists of the instruction that are exploited by an 
attacker to corrupt critical program data, the stack trace 
at the time of memory corruption and the history that the 
corrupted data are propagated after the initial 
corruption. This information helps the developers to 
remove the diagnosed vulnerabilities. We could not find 
any vulnerability diagnosis or correction procedure that 
is used after the verification step of a vulnerability 
removal method. We need vulnerability diagnosis and 
correction procedures that can be used after the 
verification step, not after detecting an attack. In other 
words, these procedures should not be based on the 
attack information, but based on the information 
achieved during the verification step. 

Some vulnerability detection methods perform 
the verification step by checking if the software adheres 
to the security specification, while some of them verify if 
specific vulnerabilities exist in the software. Figure 1 
illustrated our classification of vulnerability verification 
methods. We divide the verification methods into three 
main classes: static, dynamic and hybrid methods. 

i. Static analysis 
Static analysis methods do not execute the 

program. Instead, they examine the program code and 
study its possible behaviors. Therefore, the result of 
static analysis is true regardless of the input data and 
static methods are usually sound and conservative [43]. 
A sound method is able to detect any specified 
vulnerability in the program. In other words, if a 
vulnerability is defined for the static analyzer and exists 
in a program, the analyzer will surely find it. In order to 
be sound, the analyzer produces conservative results 
that are weaker than the actual ones and may not be 
very useful [43]. In fact, static analysis is appropriate in 
proving the absence of a specific vulnerability. Usually 
static analyzers create many false alarms, hence they 
cannot be very useful in proving the existence of a 
specific vulnerability. Static analysis may be performed 
on the program or on the behavior model of the 
program [12]. Thus, static analysis methods are divided 
into two main classes: program-based and model-
based methods. 
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ii.

 

Program-based methods

 

As figure 1 shows, these methods are classified 
into seven

 

subclasses. Each class is explained as 
follows.

 

Pattern Matching

 

The most basic static analysis method is pattern 
matching. A

 

pattern matcher considers the program as 
a text file. It may

 

not even distinguish between the code 
and the comments. The

 

pattern matcher searches for 
vulnerable functions or patterns

 

in the text of the 
program code. Thus, this method can be

 

implemented 
using any pattern matching utility, such as grep.

 

Such a 
tool needs a database of the vulnerability patterns. As

 

an example, Flawfinder [44] scans C/C++ programs to 
detect

 

buffer overflow or format string in them. This tool 
ignores the

 

text inside the comments and strings. 
However, it does not

 

recognize the type of function 
parameters and control flow or

 

data flow of the program. 
This lack of knowledge results in

 

many false decisions. 
Thus, it makes many false positive and

 

false negative 
alarms.
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Reviewed Paper Active vulnerability detection Active vulnerability handling Vulnerability handling Vulnerability

[23]
Detect unauthorized changes
of return addresses. (preemp-
tive)

Halts or restarts the program.
(rollback)

None Buffer overflow

[24]
Detect unauthorized changes
of return addresses. (preemp-
tive)

Halts the program. None Buffer overflow

[25]
Detect unauthorized changes
of return addresses. (preemp-
tive)

Halts the program. None Buffer overflow

[26] Monitor the flow of un-trusted
data. (preemptive)

Invokes exception handlers.
(roll-forward)

None
Any vulnerability
that is exploitable
by malicious input
data.

[27] Monitor the flow of un-trusted
data. (preemptive)

Halts the program. None
Any vulnerability
that is exploitable
by malicious input
data.

[30]
Monitor the argument of
SQL-related functions.
(preemptive)

Ignores the request. (roll-
forward)

None SQL injection

[31]
Monitor the argument of
SQL-related functions.
(preemptive)

Ignores the request. (roll-
forward)

None SQL injection

[32]
Monitor the format argument
of printing functions. (pre-
emptive)

Halts the program. None Format string

[28]
Monitor the flow of un-trusted
data. (preemptive)

Invokes exception handlers.
(roll-forward)

None
SQL injection
Buffer overflow
Format string

[36]
Detect unauthorized changes
of return addresses. (preemp-
tive)

Recovers the stack. (compen-
sation)

None Buffer overflow

[29] Monitor the flow of un-trusted
data. (preemptive)

Ignores the request. (roll-
forward) None DOM-based XSS

Lexical analysis
In this method, source code of the program is 

tokenized in order to recognize the variables and 
function arguments. Thus, the results of a lexical 
analyzer can be more accurate than the results of a 
pattern matcher. As an example, the tool ITS4 applies 
lexical analysis to detect buffer overflow, format string 

and race condition vulnerabilities in C or C++ programs
[45]. ITS4 scans the source code statically and breaks it
into series of lexical tokens. These tokens are compared
with the token streams that are defined in a vulnerability
database. The vulnerability database contains several 
handlers for well-known vulnerable functions in C/C++.

Parsing
In this method, source code of the program is 

parsed and represented in Abstract Syntax Trees (AST). 
The ASTs are then used to analyze the program 
syntactically and semantically. For example, Lint uses 
this method to detect vulnerabilities in programs written 
in C [46]. As another example, in [47] the ASTs of the 
source code are extracted and compared to the ASTs of 
different vulnerable codes. The main idea in [47] is that 
different vulnerabilities in software may be related to the 
same flawed programming pattern. Thus, the suggested 
method uses the ASTs of known vulnerable codes and 
searches for similar patterns in the target program.
When a similar pattern is found in the program, it may 
reveal an unknown vulnerability.

Data flow and taint analysis
In this method, the flow of data among the 

instructions is analyzed to determine possible values 
that a variable holds during the run time. Two well-
known program representations are used in this 
method: control flow and data flow graphs. In a control 
flow graph, each node represents an instruction and a 
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Table 1: Examples of vulnerability tolerance methods.
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execution dependency. In other words, a directed edge 
from node A to node B means that node A is executed 
after the execution of node B. The data flow graph is a 
modified version of the control flow graph in which new 
directed edges are added to show the data dependency 
among the instructions. In this graph, the node A has 
data dependency to the node B, if the data that is used 
in node A is already manipulated in node B. As an 
example, the vulnerability detection method presented in 
[48] extracts the control flow and data flow graphs from
the source code. It then compares extracted graphs with 
some patterns of known vulnerabilities. In this method, 
known vulnerabilities are specified as simple patterns of 
vulnerable functions or more complex flow-based rules.

  

A subclass of data flow analysis is called taint 
analysis. A taint analyzer only tracks the flow of data that 
come from un-trusted resources. The un-trusted 
resources include the network protocols, keyboard, 
touchpad, webcam, files, etc. Since most of the 
vulnerabilities are exploited by un-trusted input data, this 
method pays attention to the flow of un-trusted input 
data in the program. If such data reach sensitive
statements in the program, a vulnerability may be 
reported by the taint analyzer. The sensitive statements, 
called sinks, are defined according to the specified 
vulnerabilities. For example, the functions that execute 
SQL queries are usually defined as the sinks for SQL 
injection vulnerability. The propagation of tainted data 
among the instructions is determined based on some 
predefined rules. For example, if the data in a tainted
variable is assigned to an un-tainted variable, the un-
tainted variable will get tainted too.

Taint analysis is used in many of the proposed 
vulnerability detection  solutions, e.g. [49], [50], [51], 
[52] and [53], to detect various  vulnerability classes. 
Since this method focuses on the flow of tainted data, it 
does not consider the execution paths in the program
that are not affected by malicious data. This feature 
reduces the time of analysis and number of produced 
false positives. However, there are vulnerability classes 
that cannot be specified in such a source-sink structure,
e.g. logic vulnerabilities. Although an attacker exploits 
logic vulnerabilities with malicious data, the sinks cannot 
be easily specified for this class of vulnerability. For 
example, the sinks for SQL injection vulnerability are the 
query execution statements. But a sink for logic 
vulnerabilities may be any statement that manipulates 
the input data.

Annotation-based methods
Annotation is a comment that the programmer 

makes in the code about the desired behavior of a 
function or an instruction. It may be defined as a set of 
pre- and post-conditions or as simple pre-execution 
conditions. An annotation-based analysis algorithm 

reads the annotations, analyzes the code statically and 
verifies if the conditions are met in the program. There
are plenty of annotation languages presented so far, 
such as SPLINT [54], MECA [55], Sparse [56], SAL [57] 
and a Comment [58].

Since there is a huge number of statements and 
functions in the programs, manual annotation is usually 
very time consuming and fault prone [58]. There are 
annotation languages that provide some facilities to 
annotate the program more easily, such as MECA [55] 
and aComment [58]. Among them, aComment is 
designed to help in detecting concurrency faults in the 
operating systems and allows the programmers to 
define the pre- and post-conditions that are related to 
the interrupts in each function. It also infers the 
annotation of some functions automatically to reduce 
the programmers’ workload. In this way, the 
programmers are not supposed to annotate all the 
functions manually.

Although some of these languages help in 
reducing the required time and effort for annotating the 
programs, they usually have a different syntax and 

directed edge between two nodes represents their 

semantics than the applied programming languages. 
Therefore, the programmers and verifiers have to make 
extra efforts to learn another language in order to use 
this method. Also, the programmers should be familiar 
with the security requirements of the programs and the 
vulnerability classes to annotate the program 
appropriately. Therefore, the success of this method
depends on the programmers’ knowledge of software 
security. Moreover, this method is not helpful in 
analyzing the COTS1 software and third party 
components since their source code is not available.

Constraint analysis
In this method, the program is analyzed 

statically and some constraints are calculated for 
specific objects in it. The constraints are defined 
according to specific vulnerabilities and are solved to 
verify if the program suffers from those vulnerabilities. 
Constraint analysis was first proposed by Wagner et al. 
in [50]. The resulted tool, called BOON, considers the 
strings in a C program as an abstract data type. There 
are also predefined functions that manipulate this data
type, such as strcpy(), strcat(), etc. BOON summarizes
the state of each string by two integer values: the 
allocated size for the string and its current length. For 
each string in the buffer, it analyzes the string 
manipulating statements in the program to verify if the 
length of the string exceeds its allocated size. If such 
condition is inferred, the program might contains buffer 
overflow vulnerabilities.

It is important to note that the constraints are 
determined by the analyzer in this method, not by the 
programmer. This makes the constraint analysis method 
different from the annotation-based analysis method. 
                                                           
1
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Moreover, constraint

 

analysis does not increase the 
programmer’s workload since

 

generation of the 
constraints is performed automatically

 

and does not 
involve the programmer. Of course, it cannot

 

profit the 
programmers’ knowledge of the code to do a more

 

efficient analysis.

 

Theorem proving

 

In this method, the software and its specification 
are

 

expressed as some formulas of logics or algebraic 
systems.

 

Also, the security requirements of software are 
expressed

 

as some theorems. Proving these theorems 
demonstrates the

 

satisfaction of the security 
requirements. Otherwise, there is

 

a fault (vulnerability) in 
the program. As an example, in [59]

 

the source code of 

target program is statically analyzed and

 

some first-
order formulas are generated that assert the absence

 

of 
certain faults and vulnerabilities, such as out-of-bounds

 

array access. If the generated asserts are proved, the 
program

 

does not contain such faults and 
vulnerabilities.

 

Although the results of analysis are accurate in 
the theorem

 

proving methods, they demand expertise 
and enough

 

experience. In fact, theorem proving is 
difficult to be achieved

 

automatically and requires high-
quality staff to apply this

 

method, which is very time-
consuming. So it is generally

 

used to verify correct 
design rather than the actual code [60].
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Analysis Method Description Advantages shortcomings Examples

Pattern Matching
Considers the program as a
text file and searches for vul-
nerability patterns in the text.

Simple, fast.
Does not have any idea about the types
of function parameters and control or
data flow of the program and so gen-
erates many false alarms.

[44].

Lexical Analysis
Tokenizes the code to recog-
nize variables and function ar-
guments.

Variables and function
arguments are recognized.
More accurate than the
pattern matching method.

Lack of knowledge about the syntax
and semantics of the code causes false
alarms. Requires the high level source
code.

[45].

Parsing

Parses the code and represents
it in Abstract Syntax Trees
(AST) to be analyzed syntac-
tically and semantically.

Understands the code syntac-
tically and semantically, less
false alarms in comparison
with the above two methods.

Requires the high level source code.
[47], [46],
[30], [31],
[66].

Annotation-based
methods

Comments that the program-
mer makes about the desired
behavior of the code. The
code is then analyzed stati-
cally to verify if the condi-
tions are met.

Profits the programmers’
knowledge to do a focused

analysis.

The programmer must learn an addi-
tional language to do the annotation.

[54], [55],
[56], [57],
[58].

Theorem proving

The security requirements of
software are expressed as
some theorems. Proving these
theorems, demonstrates the
satisfaction of the security re-
quirements or existence of
vulnerabilities.

Accuracy.
Difficult to be achieved automatically
and requires high-quality staff to apply

this method
[59].

Data flow analysis
(Taint analysis)

Tracks the flow of the data
that comes from un-trusted
resources and warns if the
data reaches sensitive pro-
gram points.

Reduces the analysis time and
number of false positives by
not considering the execution
paths in the program that
are not affected by un-trusted
data.

Cannot detect vulnerabilities that are
not defined specifically in a source-sink

structure.

[51], [52],
[53], [67],
[50], [68],
[69], [70].

Constraint analysis

Analyzes the program, asso-
ciates constraints with some
objects in the code and solves
them to verify if the program
is vulnerable.

Constraints are generated
automatically and do not
increase the programmer’s
workload.

Does not profit the programmer’s
knowledge of the code (in comparison
with the annotation method).

[50], [51],
[52], [53].

Model checking

Models the program and then
checks the model to verify if
it satisfies specified require-
ments.

Only the modeling and re-
quirement specification is per-
formed manually by the hu-
man analyzer, rest of the anal-
ysis is done automatically.

Modeling the program and specifying its
security requirements- if done manually-
is time consuming and fault prone.
State-explosion problem when the num-
ber of program states is large.

[61], [62],
[63], [71],
[64].

Table 2: Static analysis methods: a comparison

iii. Model-based methods (model checking)
In this method, the program is modeled and 

then analyzed to verify if it complies with its 
specifications, e.g. [61], [62], [63] and [64]. If a specific 
requirement is not satisfied in the software, this method 
provides some counter examples. Model checking helps 
the human analyzers by automating a noticeable part of 
the analysis. Although modeling and specifying the 
requirements may be done manually, analyzing all 

possible states of the program and verifying the 
requirements are done automatically. This is a great 
help in analyzing large programs. A well-known example 
of using this method for detecting vulnerabilities is 
MOPS [63]. Using MOPS, the program is modeled as a 
push-down automaton2. Also, the requirements are 
                                                           
2

A push down automaton is a type of computational model. It is 
similar to NFAs except that it uses an additional component called a 
stack. In this model, state transitions are chosen based on three 
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defined through safety properties. A safety property is
represented as a finite state automaton. It defines the 
ordering constraints on security related operations. After 
modeling the program and defining its constraints, 
MOPS searches exhaustively through possible program 
states to check if a reachable state violates the safety 
properties.

Abstracting the program in a model is a 
challenging task in this method. The model should be 
expressive enough to have a precise analysis. Thus, 
some model checking methods 2A push down 
automaton is a type of computational model. It is similar
to NFAs except that it uses an additional component 
called a stack. In this model, state transitions are 
chosen based on three components; input signal,
current state and what is at the top of the stack. Thus, 
the stack plays the role of an additional memory for it.
also help the analyzer to model the target program. For
example, MOPS uses the control flow of the program to
build its automata. Also, in [64] the GCC compiler is 
used to automatically model and verify the programs 
that are written in any language supported by this 
compiler, i.e. C, C++, Java, etc. This is done by 
employing an intermediate language of GCC, called 
GIMPIL, that is common to all the supported languages.
The model is extracted from the intermediate 
representation of the program and is checked against 
the defined specification by the use of Moped. Moped is 
a model checking tool for push down systems365].

There are, however, some shortcomings in the 
model checking method. Although the modeling phase 
is performed automatically in some model checking 
methods, the analyzer should manually specify the 
security requirements in this method. This is again time 
consuming and may cause errors in the results. Also, 
the method suffers from state-explosion problem for 
large programs.

Table II summarizes the reviewed static analysis 
methods. Note that all these methods inherit the general 
advantages and shortcomings of static analysis.

iv. Dynamic Analysis

By executing the program with actual data, 
dynamic analysis studies the exact run-time behavior of 
the program. Dynamic analysis can be as fast as the 
execution of the program, whereas static analysis 
generally requires more computation time to obtain 
accurate results [43]. The main challenge in dynamic 
analysis methods is executing all the possible execution
paths in the program and activating all vulnerabilities in
those paths. In fact, acquiring an appropriate test data 
set, that make the program behave more diversely, is an 
issue in these methods. The most important 
shortcoming of dynamic analysis methods is that they 
                                                                                                    
components; input signal, current state and what is at the top of the 
stack. Thus, the stack plays the role of an additional memory for it.

are unable to guarantee the analysis of all feasible 
execution paths. Therefore, the dynamic analysis is not 
sound and is mostly used to prove the existence of
specific vulnerabilities in the programs. The dynamic 
methods are classified into two main classes in [12]: 
methods that use symbolic input values and methods 
that use actual (concrete) input values to test the 
program. Based on the recent advances in dynamic 
analysis methods, we classify these methods in three 
classes based on the type of applied input values:
concrete execution, symbolic execution and concolic 
(concrete + symbolic) execution methods. The following 
subsections describe each class in more details.

a) Concrete execution
In this method, the program is executed with 

actual data and its behavior is analyzed to detect 
vulnerabilities. There are four dynamic analysis methods 
that use actual data to execute the program during the 
analysis: fault injection, mutation-based analysis, 
dynamic taint analysis and dynamic model checking.  

i. Fault injection
In this method, the external faults are injected to 

the program to examine its behavior. According to our 
definition in section II, the external faults abuse the 
internal faults and cause unauthorized behaviors in the 
program. In other words, internal faults are activated by 
the external fault and are propagated to reach the 
program boundaries. Therefore, inability to handle
external faults may reveal a vulnerability in the program.

The external faults may be injected by 
corrupting input data to verify if the program is able to 
handle them. Most of the blackbox vulnerability 
scanners corrupt input data and analyze the reaction of 
the program, such as [72] and [73]. The black-box
scanners have access to the inputs and outputs of the 
program. They might also have very little knowledge 
about the program internal structure [74]. They usually 
create the corrupted data based on known attack 
patterns to study if the program can resist these attacks 
or suffers from the relevant vulnerabilities. Another group 
of dynamic vulnerability detectors that inject corrupted 
input data to the programs are fuzzers. Takanen et al. 
introduced fuzzing for detecting vulnerabilities for the 
first time. They suggested injecting unexpected random 
input data to the program and studying its behavior [74]. 
The difference between fuzzers and black-box 
vulnerability scanners is that fuzzers don’t corrupt input 
data exactly based on a list of attack patterns. In fact, 
they generate numerous random faulty data hoping that 
some data make the program crash. The main
advantages of this method were simplicity and 
independence from the analyzed program. Thus, the 
method could be used easily to detect vulnerabilities in 
different programs. However, fuzzers were not intelligent 
enough to corrupt input data effectively and cover most 
of the execution paths. In order to have better program 



coverage, new fuzzers focus on producing well-formed 
corrupted data [75], satisfying data validation checks in 
the program like checksums [76], being aware of the 
state of the program during the fuzzing [77] and 
producing consistent input data with the path conditions 
to make the program execute all the branches [78], [79], 
[80], [81]. All these enhancements made fuzzers play an 
effective role in detecting vulnerabilities during the 
recent years [82]. Injecting faults into the program can 
be done randomly or intelligently. By the word random, 
we mean that faulty data are generated semi-randomly 
based on predefined patterns. For example, in order to 
detect buffer overflow, random input data with different 
lengths are generated. Here the predefined pattern 
determines the length of input data and the other 
properties are set randomly. Takanen et al. consider 
random fuzzers as the ones that make small random 
changes into the valid data. For example, a FTP fuzzer 
may randomly add valid/invalid commands to the test 
data or chose the arguments of the commands 
randomly [74]. Random fuzzers sometimes use 
evolutionary algorithms to guide random choices and 
extend the program coverage, e.g. [83], [84]. Random 
corruption of data is simple and independent from the 
logic and structure of the programs. Moreover, 
randomness helps to reveal a wide range of behaviors 
of the programs while the designed testcases by the 
human analyzer may not. This is because the designed 
test-cases are prepared by a human analyzer who may 
not think of all possible behaviors of the program. 

Corrupting the data intelligently is performed 
based on a previous analysis of the program. Although it 
requires more analysis efforts, it helps in extending the 
program coverage. For example, imagine a program 
that compares one of the input values with an integer 
value and exits if they are not equal. Using the random 
method, the possibility of passing this constraint is one 
out of 232. By analyzing the code before injecting faulty 
data, the analyzer is able to extract the constraint and 
generate the data in a way that complies with the 
constraint. This helps the intelligent corruption method 

 have more reliable program coverage [74].  
ii. Mutation-based analysis 

As mentioned before, acquiring appropriate test 
data is an issue in dynamic analysis. When the program 
behaves normally during the test process, it means that 
either there is no vulnerability in the program or the test 
data don’t reveal the vulnerabilities in the program. In 
the latter case, the data set is not diverse enough to 
activate the vulnerabilities. Mutation is a method that is 
concerned with enhancing the data set during the 
dynamic analysis. In this method, specific vulnerabilities 
are injected into the program code intentionally. If the 
current data set does not detect the injected 
vulnerability, it will not detect similar vulnerabilities in the 
original version of the program. Thus, the analyzer 

augments the data set so that it can detect the 
vulnerability. A version of a program in which a specific 
vulnerability is created, is called a mutant. For example, 
in a mutant the function strncpy( ) is replaced with 
strcpy( ) to make it buffer overflow vulnerable. A good 
test data set distinguishes the mutants from the original 
version of the program and kills them. If no test-case 
kills the mutants, the data set must be augmented [85]. 

This method is effective in detecting software 
vulnerabilities [85], though it requires considerable 
amount of time and effort. If the changed statements in 
a mutant are executed by the test data, the mutant 
would be effective. Otherwise, the result of analysis 
does not reveal the difference between the mutant and 
the original version of the program. Therefore, some 
computations are required to generate appropriate 
testcases that make the program execute the intended 
path which contains the vulnerability. 

Also, automatic creation of mutants for complex 
vulnerabilities is a challenge. As an example, the 
strncpy ( ) functions are automatically changed to strcpy
( ) for creating mutants to detect buffer overflow in [85]. 
There are, however, more complicated buffer overflow 
scenarios like copying an array in a loop that causes 
overflow. Moreover, creating mutants for logic 
vulnerabilities requires a deep understanding of the 
logic of the program. Thus, automatic generation of 
mutants may not be feasible. 

iii. Dynamic model checking 
This method, which is also called execution-

based model checking [86], [87], is a model checking 
method that executes the program exhaustively and 
checks if it satisfies the specifications. For example, the 
tools VeriSoft [88], JavaPathFinder [89], CMC [90], 
Bogor [91] and DART [92] apply this method in their 
analysis. Random execution in dynamic model checking 
is mostly the result of two factors: program inputs and 
scheduling choices of a scheduler [87]. For each 
random input and schedule choice, the resulted 
behavior of the program is analyzed by monitoring the 
process and its environment, e.g. registers and the 
stack. Here, each state consists of the entire machine 
state. When the execution reaches a state, in which the 
specification is compromised, the related input value 
and schedule choice are presented as a counter-
example. 

An advantage of dynamic model checking is 
that by executing the program, the machine handles the 
semantics of the instructions. In other words, there is no 
need to formally represent the semantics of the 
programming language and the machine instructions 
[87]. However, there is a time-state-soundness tradeoff 
in this method. Since the states represent the entire 
machine state, they contain many details and require 
more storage space. Thus, storing all the states might 
be infeasible for large programs. At the same time, 
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exploring the states without a history of visited ones may 
cause visiting similar states again and again. When no 
state is recorded, the model checker spends too much 
time to make sure it has traversed all possible states. 
Storing the states reduces the verification time by 
making sure that no state is revisited. Yet, it requires too 
much space [87]. 

iv. Dynamic taint analysis 
This method is similar to static taint analysis as 

it tracks the flow of information from un-trusted sources 
to the sinks. However, it tracks the flow of tainted data 
during the execution of the program, some examples 
are [93], [94], [95] and [96]. Schwartz et al. describe 
this method precisely in [93]. They introduce a 
language, named SIMPIL, that formally defines the 
algorithms of dynamic taint analysis. Before the 
execution, all the variables are considered untainted. 
While executing the program, variables may get tainted 
according to a predefined policy. This policy defines 
how the taint data propagate from a variable to other 
variables. For example, when tainted data are used in 
an argument of an arithmetic operation, the policy 
defines that the result of this operation should be 
considered tainted. If a tainted value reaches a sink, the 
analyzer reports a vulnerability. 

The basic taint analysis methods limit taint 
propagation to the direct assignments. This might make 
the results of the analysis inaccurate [97]. Sarwar et al. 
present some scenarios in [97] to show how basic taint 
analysis can be ineffective. An example scenario is that 
the tainted data are used in a conditional statement 
(without any direct assignment to other variables) and 
affect on the control flow of the program. Also, tainted 
data might be used to define the number of an iterative 
action or as the index of an un-tainted array. The taint 
analysis method should pay attention to these indirect 
effects of the tainted data in calculating the taint 
propagation. Considering such effects is not always 
easy. For example, the tainted variable might cause 
information leakage through a side channel. To detect 
such vulnerability, the analyzer should taint a large 
amount of variables that results in many false alarms 
[97]. 

Table III summarizes and compares the 
advantages and disadvantages of the concrete 
execution methods. Each method inherits the 
advantages and shortcomings of dynamic analysis. 

b) Symbolic execution 
Using the symbolic execution method, the 

program is executed with symbolic input values instead 
of concrete data values [98], [99]. Thus, the values of 
program variables are represented as symbolic 
expressions over the symbolic input. During the 
symbolic execution, the state of the program and the 
conditions of the current path are calculated 

symbolically. The

 

path conditions are updated any time 
a branch instruction is executed.

 
At the end of an 

executed path, the path conditions are
 
solved using a 

constraint solver. There are various constraint
 
solvers 

presented by now, such as STP [100] and Z3 [101] that
 

solve the constraints on binary vectors and Hampi [102] 
and

 
S3 [103] that solve the constraints on string 

variables. If the
 

constraint solver solves the path 
conditions, it generates some

 
concrete input data that 

are used to execute the intended path
 
in the program.

 

There are several challenges with the symbolic 
execution

 

method. For example path explosion, the 
overhead of constraint

 

solving for complicated paths, 
non-determinism of

 

concurrent programs and the trade-
off between precision and

 

scalability of modeling the 
memory are some of the challenges

 

in applying 
symbolic execution [104]. Cadar and Sen present

 

the 
challenges of this method and mention some solutions 
for

 

them [104].

 

To overcome these challenges, a solution is 
combining symbolic

 

execution with concrete execution. 
The result is a new

 

method that is called concolic 
execution. This method is

 

described in the next section.

 

c)

 

Concolic execution

 

A problem with pure symbolic execution is that 
the constraints

 

of complex loops and recursive functions 
may get

 

very complicated and cannot be resolved in an 
acceptable

 

time [105]. Concrete execution applies real 
data to execute the

 

program. There is a little chance to 
traverse all the feasible

 

paths in this method. Using the 
combined method, concolic

 

+ symbolic execution, the 
concrete data is used to simplify

 

the complex 
constraints that are generated by the symbolic

 

execution. This method was first presented by Godefroid 
et al.

 

in [92]. Concolic execution is performed by 
changing some

 

symbols in the complex constraints into 
the concrete values.

 

This helps to achieve better 
program coverage with much less

 

computation 
overhead.
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Concolic execution is used in many of the 
recent fuzzers to extend their knowledge about the 
program, such as KLEE [78], EXE [80], Simfuzz [75], 
CUTE [106], SAGE [79], Taintscope [105] and [107]. 
For example, CUTE combines symbolic execution with 
concrete execution to create input data traverse deeper 
paths in the program. It first executes the program with 
concrete input data. During the execution, it calculates 
symbolically the constraints of the executed path. The 
calculated constraints are then negated one by one, 
from the last to the first. After each negation, the 
resulted constraints are queried from a constraint solver. 
If the constraint solver solves the new constraints, the 
result is used to generate new test data that traverse 
other execution paths in the program.



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Table 3:

 

Concrete execution methods: a comparison

 

 
 
 

Concolic execution is also used in other 
dynamic vulnerability

 

detection methods. For example in 
[108] a dynamic model

 

checking method is applied that 
uses concolic execution for

 

state-space exploration of 
the analyzed application. In [108],

 

concolic execution 
helps to model the application as a finitestate

 

automata 
and to guide further state-space exploration.

 

d)

 

Hybrid analysis

 

The previous sections described static and 
dynamic analysis

 

methods and their advantages and 
shortcomings. The idea of

 

combining static and 
dynamic analysis was first proposed by

 

Ernst in [43]. He 
suggested that hybrid analysis can combine

 

the static 
and dynamic analysis methods to generate a new

 

analysis method that profits a great amount of 
soundness

 

and accuracy advantages of each method 
with little sacrifices.

 

 

 

 
 

 
 

 
 

 
  

 
 

 
 

  

 
 

 
  

Monitoring and static analysis methods are also 
combined in

 

[110] to detect SQL injection errors and 
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Analysis Method Description Advantages shortcomings Examples

Fault injection

Faults are generated semi-
randomly. (random corrup-
tion)
Fault injection is based on
some previous analysis of the
program. (intelligent corrup-
tion )

Simplicity and independence
in random corruption of in-
puts. (random corruption)
More reliable code coverage,
less false negatives. (intelli-
gent corruption)

Cannot detect logic vulner-
ability. Less reliable code
coverage. (random corrup-
tion)
More effort is required for
testing each single program.
(intelligent corruption)

[83],[84],
[75], [76],
[78],[79],
[80].

Mutation-based
Analysis

Injects vulnerability into the
program code. If the current
data set does not reflect the in-
jected vulnerability, it would
not detect similar vulnerabili-
ties in the original version of
the program.

Reduces false negatives by
enriching test data.

Expensive in time and com-
putation. Automatic muta-
tion of complicated vulner-
abilities is a challenge.

[85].

Dynamic taint anal-
ysis and sanitization

Tracks the flow of informa-
tion from input sources to the
sinks during the run-time.

Reduces the analysis time
and number of false posi-
tives by not considering the
paths in the program that
are not affected by malicious
data.

Cannot detect vulnerabilities
that are not defined in spe-
cific source-sink structure.

[93],[96].

Dynamic Model
checking

A model checking method in
which the program is executed
with concrete input values ex-
haustively.

No need to formally rep-
resent the semantics of the
programming languages and
machine instructions.

Time-state-soundness trade-
off.

[88],[89],
[90],[91],
[92].

From then, many researchers have combined 
these methods, in different manners, to make up for 
each other’s shortcomings. For example, Monga et al. 
combine static and dynamic analysis to detect XSS and 
SQL injection vulnerabilities in PHP applications in [109]. 
The suggested method first analyzes the code statically 
and extracts the control flow graph of the functions in it. 
These graphs are then connected together to obtain an 
inter-procedural control flow graph (iCFG). The iCFG is
analyzed to extract the possible paths from the tainted 
sources to the sinks in it. For each sink, backward 
slicing is used to detect the statements that affect the 
tainted argument. These statements are monitored at 
run time. When a tainted value is used in a sink, the 
monitoring procedure passes it to an oracle to verify if it 
can exploit a vulnerability. The oracle have a database 
of well-known attack patterns that are used to exploit
different vulnerabilities. For example, the implemented 

oracle for mysql query() performs a limited syntactically 
analysis on the SQL queries and searches for the 
tainted characters in unsafe positions. In this method, 
the sanitizing procedures are assumed to be perfect.

prevent the successful attacks. In the static analysis 
phase the hotspots, that are statements in the program 
that execute a SQL query, are identified. Also the control 
flow of the program is extracted. Then, the query strings 
in the hotspots are parsed. Considering the control flow 
of the program, a FSA for each hotspot is created to 
model the legitimate queries. During the monitoring
phase, the queries are checked against the relative FSA 
to prevent execution of malicious queries.

As the last example, hybrid analysis is used in 
[111] to detect logic vulnerabilities in web applications. 
The logic vulnerabilities are usually related to the 
intended functionality of an application. Thus, there is no 
general specification for them that can be used in 
different applications. For example, consider an online 
store that allows the users to use coupons for having 
discount on specific items. It has a policy which
determines that each coupon should be used only once. 
A logic vulnerability, however, allows the users to reuse 
a coupon and reduce the cost to zero. Since logic 
vulnerabilities are created based on the functionality of 
the application, the vulnerability detection method 
requires the specification of the program. The proposed 
method in [111] consists of two steps. First, the web 
application is executed with normal input data. The
executed traces are then analyzed to infer the 
specification of the application. This is based on the 
intuition that normal behavior of the program reflects the 
properties that are intended by the programmer. In fact, 
because the specification of the program is not always 
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available, this method uses dynamic analysis to obtain 
it. The inferred specification is presented in the form of 
likely invariants. In the second step, model checking is 
used to analyze the web application based on the
inferred specification.

e) Vulnerability forecasting
Generally, fault forecasting is used to predict 

the quality or quantity of the faults that are left in the 
system and will be activated in the future. It is mainly 
concerned with estimating the current reliability of the 
system and predicting its future reliability. This 
prediction may be qualitative or quantitative (usually 
probabilistic). The qualitative forecasting identifies and 
ranks the future failure modes. Also, the event
combinations that lead to the failures are identified.

The quantitative forecasting is performed by 
modeling or operational testing. These methods are 
complementary, since the results of operational tests 
are usually used to model the system more accurately. 
Software Reliability Growth Models (SRGM) are used 
generally for fault forecasting. In fact, SRGMs model the 
testing process [112]. In most of these models, the rate 
of fault detection gradually reduces and the cumulative 
number of faults eventually approaches a fixed value. 
These models help to predict the number of left faults in 
the software and determine when the software is ready 
to be released. They are also used to estimate the 
required efforts for future maintenance.

There are probabilistic models for predicting the 
rate of vulnerability detection, named Vulnerability 
Detection Models (VDM). Alhazmi and Malaiya 
proposed a specific model, named AM4 for vulnerability 
detection in [113]. In this model the rate of vulnerability 
detection depends on two factors: one of these factors 
reduces as the number of remaining undetected 
vulnerabilities declines. The second factor increases
with the time. In this way, the rate of vulnerability 
detection is modeled in a S-shaped form. In fact, AML is 
created based on the observation that the detectors5

pay little attention to the newly published software. 
Gradually people become familiar with the software and 
the detectors pay more attention to it. Thus, the rate of 
vulnerability detection increases by time and peaks at 
some period. By the introduction of newer versions of 
the program, the detectors’ interest becomes lower and 
the rate of vulnerability detection decreases. Alhazmi 
and Malaiya examined the applicability of this model to 
various operating systems in [113] and [114]. The 
results demonstrated that AML fits the data of several 
operating systems.

All the mentioned models are time-based. It 
means that they determine the detection rate based on 
the calendar time. An effort-based model, named AME 2,

is proposed by Alhazmi and Malaiya in [113]. They 
believe that time-based models do not consider the 
changes that occur in the environment during the 
lifetime of the system. Thus, they consider the number of 
installations as an important environmental factor that 
affects the rate of vulnerability detection. It is based on
the observation that the detectors are more interested in 
the software that is installed in many computers. 
Therefore, the rate of vulnerability detection is modeled 
in AME based on the number of installations. Sung-
whan Woo et al. explore the applicability of AML and 
AME to some HTTP servers, i.e., IIS and Apache. The 
results indicate that these models are applicable to the 
HTTP servers in addition to the operating systems [112].

                                                           
4Alhazmi-Malaiya Logistic model
5People that analyze applications in order to detect vulnerabilities in 
the mand report them to the vendors of applications or use them 
maliciously
2Alhazmi-Malaiya Effort-based model

Of course, this method does not consider many 
of the effective factors on the detection trend. For 
example, it only calculates the cyclomatic complexity to 
estimate the code complexity. There are other 
complexity metrics that can be considered in addition to 

A problem with the studied VDMs is that they 
are parametric models that should be fitted to real 
vulnerability data [115]. To model the vulnerability 
detection rate in a specific application, a large amount 
of historical vulnerability data is required. Therefore, it is 
necessary that many of the vulnerabilities be discovered 
already. Hence, these models cannot be applied to
predict the detection rate for newly released software. 
Also, it is shown in [116] that the precision of VDMs 
depend on the number of known vulnerabilities. The 
precision of the VDMs are usually very low at the early 
stages in the lifecycle of the program. It seems that the 
problem is because the models don’t consider the 
features of each application in their predictions. Thus, 
they need a history of detected vulnerabilities to 
estimate the security level of the program. There are 
many features in each application and its environment 
that affect the rate of vulnerability detection. Rahimi and 
Zargham present a VDM in [115] based on two effective 
factors: code complexity and code quality. The code 
complexity is defined based on the cyclomatic 
complexity. Also, the code quality determines its
compliance with secure coding practices. They believe 
that more vulnerabilities are detected in the applications 
with lower code quality. Also, the possibility of detecting 
vulnerabilities is less in the applications with 
complicated codes. Thus, the source code of the 
application is statically analyzed to compute the two 
factors. The computed data are then used to model the
vulnerability detection rate. Since this model does not 
need a database of detected vulnerabilities, it can be 
used for newly released applications. The authors 
analyze four applications to study the impact of these 
factors on the vulnerability detection trend. The analysis 
results show that the proposed method can predict 
vulnerabilities even in early stages of the application’s
lifecycle.



 
 

 
 

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
 

 
 

 

 
 

 
 

this one. The environmental parameters can also

 

be 
considered for a good prediction. As an example, even 
the

 

seasonal changes affect the rate of vulnerability 
discovery. It is

 

shown in [117] that more vulnerabilities 
are reported during the

 

mid-end and year-end months. 
Also, the presented method in

 

[115] is based on 
analyzing the source code of the application.

 

So it 
cannot be helpful when the source code is not available.

 

There are some qualitative methods for estimating the 
current

 

security level of the application. For example 
OWASP ASVS

 

consists of several check lists that helps 
to determine the

 

security level of a web application 
[118]. It classifies the check

 

lists in thirteen classes, 
such as authentication, access control, session 
management, etc. In each class the check lists are

 

grouped into three security levels. If an application 
passes all

 

the check lists of a group, it is achieves the 
respective security

 

level. These methods only estimate 
the current security level.

 

Based on the current level, it is 
possible to predict the future

 

failure modes. However, 
we could not find any qualitative

 

method that predicts 
and ranks the future security failures

 

based on the 
current state.

 
 

V.

 

Conclusions

 

During the past decades various methods have 
been presented

 

for mitigating software vulnerabilities. A 
comprehensive

 

classification of the proposed methods 
helps to achieve a

 

general understanding of this 
research area. In this paper, we

 

defined software 
vulnerability as an internal fault. By considering

 

software 
vulnerability as a type of fault, we classified the

 

vulnerability mitigation methods based on the general 
classification

 

of the fault mitigation methods. We 
extended the general

 

classification of fault mitigation 
methods, represented it in

 

the context of software 
vulnerability and added more detailed

 

subclasses into it. 
We divided vulnerability mitigation methods

 

into four 
main classes: vulnerability prevention, vulnerability

 

tolerance, vulnerability removal and vulnerability 
forecasting.

 

The vulnerability prevention methods 
attempt to prevent the

 

occurrence of software 
vulnerability. Software security and the

 

secure coding 
best practices are examples of these efforts. The

 

question is why, despite the vulnerability prevention 
efforts,

 

vulnerabilities are still created. Oliveira et al. 
believe that

 

educating the developers is not enough for 
preventing the

 

vulnerabilities [119], because security is 
not an issue for the

 

developers. They believe that the 
human’s memory is limited

 

and can only keep a limited 
number of mental elements

 

available at a time. The 
programmers are also supposed to

 

create applications 
with correct functionality and acceptable

 

performance. 
Under the time pressure, an ordinary situation

 

in 
software programming, the programmers usually chose 

the

 

simplest solutions for developing the software and 
pay little

 

attention to the security concerns. Oliveira et al. 
suggest developing

 

assistant tools that remind the 
educated programmers

 

the security concerns during the 
development.

 

Besides educating the programmers, intelligent 
assistant tools

 

are required to notify the security 
concerns at specific statements

 

or functions. Thus, in 
the future we should work on

 

designing and 
implementing intelligent assistant tools that help

 

the 
programmers to avoid generating vulnerabilities during 
the

 

design and implementation of the applications. 
These tools

 

should be intelligent enough not to bother 
the developers with

 

many false alarms. They may use 
the enhanced static analysis

 

methods to analyze the 
code during the coding phase and warn

 

the 
programmers at sensitive situations. This will help the

 

programmers to use their security knowledge more 
effectively

 

in preventing the vulnerabilities.

 

Vulnerability tolerance methods accept the 
existence of vulnerabilities

 

in the programs and prevent 
the active vulnerabilities

 

from making security failures. In 
this paper, the vulnerability

 

tolerance methods were 
studied based on three aspects: the

 

applied active 
vulnerability detection technique, active vulnerability
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handling technique and vulnerability handling technique.
All the reviewed vulnerability mitigation methods detect 
active vulnerabilities during the normal execution of the 
program (concurrently). However, there are active 
vulnerabilities that overuse system resources and make 
the resources unavailable to legitimate users after a 
period of time, such as the memory leakage 
vulnerability. The security failure as a result of these
vulnerabilities can be prevented by checking the system 
resources periodically. Thus, preemptive error detection 
can be applied to detect if such vulnerabilities are 
active.

Most of the vulnerability tolerance methods 
focus on detecting the active vulnerabilities. However, 
less attention is paid to handling the (active) 
vulnerability. In the proposed methods, active 
vulnerabilities are handled by halting the program,
restarting the program or invoking an exception handler. 
Although these mechanisms limit the negative effects of 
the active vulnerability, they violate the availability of the 
application to the legitimate users. Thus, more intelligent 
vulnerability handling techniques are required for the 
current vulnerability tolerance methods. A good starting 
point is inspiring by the current fault tolerance methods. 
As an example, software diversity is a fault tolerance 
method that is used to make the programs reliable. In 
this method, various versions of software with the same 
specification but different design or implementation- 
process the same request and the correct result is 
achieved by voting the results of the different versions. 
The result of such system is more reliable, since it is less 
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possible

 

that all the versions of software suffer from the 
same fault

 

and so a request does not cause errors in all 
versions. This

 

method can be used in software security 
to tolerate malicious

 

requests. For example, recently 
software diversity has been

 

used in [120] to tolerate 
active vulnerabilities in web browsers.

 

In the proposed 
method, different browsers are used to process

 

the 
user’s requests. Since the browsers are designed and

 

implemented differently, it is less probable that all the 
applied

 

browsers contain similar vulnerabilities. Thus, 
malicious data

 

cannot compromise all the browsers. The 
correct response to

 

the client’s request is achieved by 
voting the responses of the

 

browsers. Also, some 
protection mechanisms, such as ASLR

 

that protects 
system against memory corruption vulnerabilities

 

[121], 
are inspired by the idea of using diversity to make the

 

program unpredictable for the attackers. A new direction 
for

 

the future research could be adopting the current 
fault tolerance

 

methods to handle different software 
vulnerabilities. As there

 

is no vulnerability handling 
mechanism in the current proposed

 

methods, we 
should work on designing complete vulnerability

 

tolerance methods that contain appropriate active 
vulnerability

 

handling and vulnerability handling 
mechanisms.

 

Vulnerability removal is performed to detect and 
remove the

 

vulnerabilities in the software. The focus of 
most of the

 

current vulnerability removal methods is on 
verifying the

 

vulnerabilities. In fact, less attention is paid 
on designing

 

appropriate methods for diagnosis, 
correction and regression

 

verification of software 
vulnerabilities. There are some vulnerability diagnosis 
and correction methods that are used

 

after detecting the 
exploitation of a vulnerability. But specific

 

methods are 
required for diagnosis and correction of the

 

vulnerabilities that are detected during the verification of 
the

 

program. Currently, automatic patching methods 
analyze an

 

attack and generate software patches based 
on the pattern of

 

malicious data that are used in the 
attack. These methods

 

can be modified to automatically 
generate patches based on

 

the results of analyzing the 
program and according to the

 

mechanism of detected 
vulnerabilities.

 

There are numerous vulnerability detection 
methods presented

 

by now. Most of the recent 
vulnerability detection methods

 

tend to combine the 
previous methods in order to profit their

 

advantages at 
the same time. For example, the concolic execution

 

method combines the concrete and symbolic execution

 

methods to reduce the complexity of pure symbolic 
execution

 

and increase the program coverage. As 
another example, static

 

taint analysis is used with the 
constraint analysis method

 

to limit the overhead of 
program analysis and compute the

 

constraints only on 
the tainted data [51]. Also, the control and

 

data flow of 
the program are extracted in [122], [62] and [63]

 

to 
model the program automatically and detect 

vulnerabilities

 

by performing the model checking. There 
are more possible

 

combinations that are not applied yet 
and might be effective

 

in detecting the vulnerabilities 
more accurately. For example,

 

the annotation can be 
used in model checking to profit the

 

programmers’ 
knowledge for modeling the program.

 

Also, most of the vulnerability removal and 
vulnerability

 

tolerance methods consider a specific 
vulnerability class based

 

on their own definition of the

 

relevant software vulnerability.

 

Therefore, an imprecise 
definition of the intended vulnerability

 

would cause 
inaccurate results in the proposed method. In addition, 
some methods only consider a limited number of

 

vulnerability classes. To handle new vulnerability 
classes, the

 

algorithm of these methods has to be 
changed. Many of the

 

presented methods or tools are 
not able to detect all of the

 

vulnerability classes [123], 
[124]. By now, the researchers’

 

focus was mainly on 
designing more accurate methods.

 

A new research trend is making the vulnerability 
detection

 

methods extendable. In this way, an accurate 
method for

 

detecting a specific vulnerability can also be 
used to detect

 

other vulnerabilities. To make a 
vulnerability detection method

 

extendable, we suggest 
designing vulnerability detection algorithms

 

that are 

A New View on Classification of Software Vulnerability Mitigation Methods

independent from the sought vulnerability classes. Such 
algorithms are able to detect any specified
vulnerabilities in the program. Designing such methods 
requires a general model for specifying the 
vulnerabilities that encompasses any vulnerability 
classes, even the future ones. Based on this model, 
various vulnerabilities are specified for the detection 
algorithms to be detected automatically in the programs.

There are a few extendable vulnerability removal 
methods, such as [125], [126] and [124]. However, 
these methods are limited to specific programming 
languages. Also, some of them are not expressive 
enough to specify any vulnerability classes. For 
example, in [127] an extendable vulnerability method is
presented for detecting the vulnerabilities in web 
applications that are written in Java. The specification 
method of [127] does not support some data types, e.g. 
integer, float and character. Therefore, it is not possible 
to define certain operations, such as mathematical 
operations or comparing the characters, in specifying a 
vulnerability. This is not a limitation for specifying
vulnerabilities in object-oriented programs, such as 
Java. Because they encapsulate these operations in 
certain methods for each data type. It is, however, a 
limitation for specifying vulnerabilities in other 
languages, such as C. For example, it is not possible to 
specify integer overflow vulnerabilities in C programs 
with this method.

The vulnerability forecasting methods predict 
the number of left vulnerabilities in the software and 
determine when the software is ready to be released. 
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They are also used to estimate

 

the required efforts for 
the future maintenance. Some vulnerability

 

forecasting 
methods use the vulnerability detection

 

models to 
predict the rate of vulnerability detection during

 

the 
lifecycle of the software. The first vulnerability detection

 

models were in fact software reliability growth models 
that

 

were applied for predicting the vulnerability 
detection rate.

 

The next models were designed 
especially for the vulnerability

 

detection rate. These 
models consider effective parameters on

 

the detection 
of vulnerabilities, such as time and the number of

 

installations. Since these models do not consider 
characteristics

 

of the software in their predictions, they 
need a history of the

 

detected vulnerabilities to predict 
the vulnerability detection

 

rate in the future. These 
models are not accurate especially at

 

the early stages in 
the lifecycle of programs. New vulnerability

 

detection 
models consider the characteristics of the software to

 

achieve more accurate predictions. In this paper, we 
reviewed

 

a vulnerability detection model that is based 
on two characteristics

 

of the program: cyclomatic 
complexity of the source

 

code and the level of 
compliance with secure coding practices.

 

There are, 
however, other characteristics that affect on the rate

 

of 
vulnerability detection, such as software support, 
version

 

of the program, availability of the source code or 
usage of third-party components. For example, the rate 
of vulnerability

 

detection decreases in time for a 
program with effective support

 

that periodically presents 
patches and resolves problems

 

in the program. Also, it 
might be more difficult to detect

 

vulnerabilities in the 
higher versions of a program than in its

 

lower versions. 
The future models can use other characteristics

 

of 
software to model the vulnerability prediction rate more

 

accurately. Also, they can combine software 
characteristics

 

with the effective

 

environmental factors, 
such as time and

 

number of installations, to generate 
more accurate models.

 

The possibility of analyzing the program and the 
program

 

analysis method become important when the 
vulnerability

 

detection models consider the 
characteristics of software. For

 

example, a model may 
be based on some characteristics in

 

the source code of 
the program. Thus, it is not possible to

 

use such model 
when the source code of the program is not

 

available. 
Also, vulnerability forecasts based on inaccurate

 

software analysis are not reliable. In the future, static 
and dynamic analysis methods that are proposed for 
detecting

 

the vulnerabilities can be used to better 
analyze the current

 

characteristics of a program and 
predict the future rate of

 

vulnerability detection 
accurately.
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you can add 'FARSC' title with your name as you use this recognition as additional suffix to your status. 
This will definitely enhance and add more value and repute to your name. You may use it on your 
professional Counseling Materials such as CV, Resume, and Visiting Card etc.

The following benefits can be availed by you only for next three years from the date of certification:

FARSC designated members are entitled to avail a 40% discount while publishing their 
research papers (of a single author) with Global Journals Incorporation (USA), if the 
same is accepted by Editorial Board/Peer Reviewers. If you are a main author or co-
author in case of multiple authors, you will be entitled to avail discount of 10%.

Once FARSC title is accorded, the Fellow is authorized to organize a 
symposium/seminar/conference on behalf of Global Journal Incorporation (USA).The 
Fellow can also participate in conference/seminar/symposium organized by another 
institution as representative of Global Journal. In both the cases, it is mandatory for 
him to discuss with us and obtain our consent.

You may join as member of the Editorial Board of Global Journals Incorporation (USA) 
after successful completion of three years as Fellow and as Peer Reviewer. In addition, 
it is also desirable that you should organize seminar/symposium/conference at least 
once.

We shall provide you intimation regarding launching of e-version of journal of your 
stream time to time. This may be utilized in your library for the enrichment of 
knowledge of your students as well as it can also be helpful for the concerned faculty 
members.

The “FARSC” is a dignified title which is accorded to a person’s name viz. Dr. John E. Hall, 
Ph.D., FARSC or William Walldroff, M.S., FARSC.
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The FARSC can go through standards of OARS. You can also play vital role if you have 
any suggestions so that proper amendment can take place to improve the same for the 
benefit of entire research community.

As FARSC, you will be given a renowned, secure and free professional email address 
with 100 GB of space e.g. johnhall@globaljournals.org. This will include Webmail, 
Spam Assassin, Email Forwarders, Auto-Responders, Email Delivery Route tracing, etc.

The FARSC will be eligible for a free application of standardization of their researches. 
Standardization of research will be subject to acceptability within stipulated norms as 
the next step after publishing in a journal. We shall depute a team of specialized 
research professionals who will render their services for elevating your researches to 
next higher level, which is worldwide open standardization.

The FARSC member can apply for grading and certification of standards of their 
educational and Institutional Degrees to Open Association of Research, Society U.S.A.
Once you are designated as FARSC, you may send us a scanned copy of all of your 
credentials. OARS will verify, grade and certify them. This will be based on your 
academic records, quality of research papers published by you, and some more 
criteria. After certification of all your credentials by OARS, they will be published on 
your Fellow Profile link on website https://associationofresearch.org which will be helpful to upgrade 
the dignity.

The FARSC members can avail the benefits of free research podcasting in Global 
Research Radio with their research documents. After publishing the work, (including 
published elsewhere worldwide with proper authorization) you can upload your 
research paper with your recorded voice or you can utilize chargeable 
services of our professional RJs to record your paper in their voice on 
request.

The FARSC member also entitled to get the benefits of free research podcasting of 
their research documents through video clips. We can also streamline your conference 
videos and display your slides/ online slides and online research video clips at 
reasonable charges, on request.
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The FARSC is eligible to earn from sales proceeds of his/her 
researches/reference/review Books or literature, while publishing with Global 
Journals. The FARSC can decide whether he/she would like to publish his/her research 
in a closed manner. In this case, whenever readers purchase that individual research 
paper for reading, maximum 60% of its profit earned as royalty by Global Journals, will 
be credited to his/her bank account. The entire entitled amount will be credited to 

his/her bank account exceeding limit of minimum fixed balance. There is no minimum time limit for 
collection. The FARSC member can decide its price and we can help in making the right decision.

The FARSC member is eligible to join as a paid peer reviewer at Global Journals 
Incorporation (USA) and can get remuneration of 15% of author fees, taken from the 
author of a respective paper. After reviewing 5 or more papers you can request to 
transfer the amount to your bank account.

MEMBER OF ASSOCIATION OF RESEARCH SOCIETY IN COMPUTING (MARSC)

The ' MARSC ' title is accorded to a selected professional after the approval of the 
Editor-in-Chief / Editorial Board Members/Dean.
The “MARSC” is a dignified ornament which is accorded to a person’s name viz. Dr. 
John E. Hall, Ph.D., MARSC or William Walldroff, M.S., MARSC.

MARSC accrediting is an honor. It authenticates your research activities. After becoming MARSC, you 
can add 'MARSC' title with your name as you use this recognition as additional suffix to your status. 
This will definitely enhance and add more value and repute to your name. You may use it on your 
professional Counseling Materials such as CV, Resume, Visiting Card and Name Plate etc.

The following benefitscan be availed by you only for next three years from the date of certification.

MARSC designated members are entitled to avail a 25% discount while publishing their 
research papers (of a single author) in Global Journals Inc., if the same is accepted by our 
Editorial Board and Peer Reviewers. If you are a main author or co-author of a group of 
authors, you will get discount of 10%.

As MARSC, you will be given a renowned, secure and free professional email address 
with 30 GB of space e.g. johnhall@globaljournals.org. This will include Webmail, Spam 
Assassin, Email Forwarders, Auto-Responders, Email Delivery Route tracing, etc.
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We shall provide you intimation regarding launching of e-version of journal of your 
stream time to time. This may be utilized in your library for the enrichment of 
knowledge of your students as well as it can also be helpful for the concerned faculty 
members.

The MARSC member can apply for approval, grading and certification of standards of 
their educational and Institutional Degrees to Open Association of Research, Society 
U.S.A.

Once you are designated as MARSC, you may send us a scanned copy of all of your 
credentials. OARS will verify, grade and certify them. This will be based on your 
academic records, quality of research papers published by you, and some more criteria.

It is mandatory to read all terms and conditions carefully.
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Global Journals Incorporation (USA) is accredited by Open Association of Research 
Society, U.S.A (OARS) and in turn, affiliates research institutions as “Institutional 
Fellow of Open Association of Research Society” (IFOARS).
The “FARSC” is a dignified title which is accorded to a person’s name viz. Dr. John E. 
Hall, Ph.D., FARSC or William Walldroff, M.S., FARSC.
The IFOARS institution is entitled to form a Board comprised of one Chairperson and three to five 
board members preferably from different streams. The Board will be recognized as “Institutional 
Board of Open Association of Research Society”-(IBOARS).

The Institute will be entitled to following benefits:

The IBOARS can initially review research papers of their institute and recommend 
them to publish with respective journal of Global Journals. It can also review the 
papers of other institutions after obtaining our consent. The second review will be 
done by peer reviewer of Global Journals Incorporation (USA) 
The Board is at liberty to appoint a peer reviewer with the approval of chairperson 
after consulting us. 
The author fees of such paper may be waived off up to 40%.

The Global Journals Incorporation (USA) at its discretion can also refer double blind 
peer reviewed paper at their end to the board for the verification and to get 
recommendation for final stage of acceptance of publication.

The IBOARS can organize symposium/seminar/conference in their country on behalf of 
Global Journals Incorporation (USA)-OARS (USA). The terms and conditions can be 
discussed separately.

The Board can also play vital role by exploring and giving valuable suggestions 
regarding the Standards of “Open Association of Research Society, U.S.A (OARS)” so 
that proper amendment can take place for the benefit of entire research community. 
We shall provide details of particular standard only on receipt of request from the 
Board.

The board members can also join us as Individual Fellow with 40% discount on total 
fees applicable to Individual Fellow. They will be entitled to avail all the benefits as 
declared. Please visit Individual Fellow-sub menu of GlobalJournals.org to have more 
relevant details.
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We shall provide you intimation regarding launching of e-version of journal of your stream time to 
time. This may be utilized in your library for the enrichment of knowledge of your students as well as it 
can also be helpful for the concerned faculty members.

After nomination of your institution as “Institutional Fellow” and constantly 
functioning successfully for one year, we can consider giving recognition to your 
institute to function as Regional/Zonal office on our behalf.
The board can also take up the additional allied activities for betterment after our 
consultation.

The following entitlements are applicable to individual Fellows:

Open Association of Research Society, U.S.A (OARS) By-laws states that an individual 
Fellow may use the designations as applicable, or the corresponding initials. The 
Credentials of individual Fellow and Associate designations signify that the individual 
has gained knowledge of the fundamental concepts. One is magnanimous and 
proficient in an expertise course covering the professional code of conduct, and 
follows recognized standards of practice.

Open Association of Research Society (US)/ Global Journals Incorporation (USA), as 
described in Corporate Statements, are educational, research publishing and 
professional membership organizations. Achieving our individual Fellow or Associate 
status is based mainly on meeting stated educational research requirements.

Disbursement of 40% Royalty earned through Global Journals : Researcher = 50%, Peer 
Reviewer = 37.50%, Institution = 12.50% E.g. Out of 40%, the 20% benefit should be 
passed on to researcher, 15 % benefit towards remuneration should be given to a 
reviewer and remaining 5% is to be retained by the institution.

We shall provide print version of 12 issues of any three journals [as per your requirement] out of our 
38 journals worth $ 2376 USD.                                                                      

Other:

The individual Fellow and Associate designations accredited by Open Association of Research 
Society (US) credentials signify guarantees following achievements:

 The professional accredited with Fellow honor, is entitled to various benefits viz. name, fame, 
honor, regular flow of income, secured bright future, social status etc.
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Note :

″

″

 In addition to above, if one is single author, then entitled to 40% discount on publishing 
research paper and can get 10%discount if one is co-author or main author among group of 
authors.

 The Fellow can organize symposium/seminar/conference on behalf of Global Journals 
Incorporation (USA) and he/she can also attend the same organized by other institutes on 
behalf of Global Journals.

 The Fellow can become member of Editorial Board Member after completing 3yrs.
 The Fellow can earn 60% of sales proceeds from the sale of reference/review 

books/literature/publishing of research paper.
 Fellow can also join as paid peer reviewer and earn 15% remuneration of author charges and 

can also get an opportunity to join as member of the Editorial Board of Global Journals 
Incorporation (USA)

 • This individual has learned the basic methods of applying those concepts and techniques to 
common challenging situations. This individual has further demonstrated an in–depth 
understanding of the application of suitable techniques to a particular area of research 
practice.

 In future, if the board feels the necessity to change any board member, the same can be done with 
the consent of the chairperson along with anyone board member without our approval.

 In case, the chairperson needs to be replaced then consent of 2/3rd board members are required 
and they are also required to jointly pass the resolution copy of which should be sent to us. In such 
case, it will be compulsory to obtain our approval before replacement.

 In case of “Difference of Opinion [if any]” among the Board members, our decision will be final and 
binding to everyone.                                                                                                                                             
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Process of submission of Research Paper     

  

The Area or field of specialization may or may not be of any category as mentioned in 
‘Scope of Journal’ menu of the GlobalJournals.org website. There are 37 Research 
Journal categorized with Six parental Journals GJCST, GJMR, GJRE, GJMBR, GJSFR, 
GJHSS. For Authors should prefer the mentioned categories. There are three widely 
used systems UDC, DDC and LCC. The details are available as ‘Knowledge Abstract’ at 
Home page. The major advantage of this coding is that, the research work will be 
exposed to and shared with all over the world as we are being abstracted and indexed 
worldwide.  

The paper should be in proper format. The format can be downloaded from first page of 
‘Author Guideline’ Menu. The Author is expected to follow the general rules as 
mentioned in this menu. The paper should be written in MS-Word Format 
(*.DOC,*.DOCX). 

 The Author can submit the paper either online or offline. The authors should prefer 
online submission.Online Submission: There are three ways to submit your paper: 

(A) (I) First, register yourself using top right corner of Home page then Login. If you 
are already registered, then login using your username and password. 

      (II) Choose corresponding Journal. 

      (III) Click ‘Submit Manuscript’.  Fill required information and Upload the paper. 

(B) If you are using Internet Explorer, then Direct Submission through Homepage is 
also available. 

(C) If these two are not convenient, and then email the paper directly to 
dean@globaljournals.org.  

Offline Submission: Author can send the typed form of paper by Post. However, online 
submission should be preferred.                    
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Preferred Author Guidelines    

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
Paper Title should be of Font Size 24 with one Column section. 
Author Name in Font Size of 11 with one column as of Title. 
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
Main Text: Font size 10 with justified two columns section 
Two Column with Equal Column with of 3.38 and Gaping of .2 
First Character must be three lines Drop capped. 
Paragraph before Spacing of 1 pt and After of 0 pt. 
Line Spacing of 1 pt 
Large Images must be in One Column 
Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 

© Copyright by Global Journals Inc. (US) | Guidelines Handbook

IX



 

 
 

 
 

Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 

   

X
  

   

                   

© Copyright by Global Journals Inc.(US)| Guidelines Handbook



 

 
 

 
 

 
 

To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.

© Copyright by Global Journals Inc. (US) | Guidelines Handbook

XVII



 

 
 

Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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