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Multimodal Attention in Recurrent Neural Networks for Visual 
Question Answering 

 By Lorena Kodra & Elinda Kajo Meçe 
 Polytechnic University of Tirana                                                                                     

Abstract- Visual Question Answering (VQA) is a task for evaluating image scene understanding 
abilities and shortcomings and also measuring machine intelligence in the visual domain. Given 
an image and a natural question about the image, the system must ground the question into the 
image and return an accurate answer in a natural language. A lot of progress has been done to 
address the challenges of this task by combining latest advances in image representation and 
natural language processing. Several recently proposed solutions include attention mechanisms 
designed to support “reasoning”. These mechanisms allow models to focus on specific part of 
the input in order to generate the answer and improve its accuracy. In this paper we present a 
novel LSTM architecture for VQA that uses multimodal attention to focus over specific parts of the 
image and also on specific question words to generate the answer. We evaluate our model on 
the VQA dataset and demonstrate that it performs better than state of the art. We also make a 
qualitative analysis of the results and show the abilities and shortcomings of our model.      

Keywords: visual question answering (VQA), multimodal attention mechanism, convolutional neural 
networks (CNN), recurrent neural networks (RNN), long short-term memory (LSTM). 
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to model word sequences. The output of each network 
is later combined in order to generate the final answer 
as output [11]. One of the latest concepts introduced in 
VQA is the attention mechanism. It enables the model to 
focus on specific parts of the input in order to infer the 
answer. Recently, the idea of dual attention has been 
introduced in VQA [6], [14]. It allows the model to focus 
on specific question words, as well as specific image 
regions before inferring the answer.  

In this paper we propose a novel architecture 
for long short-term memory (LSTM) networks, which 
includes image attention and question attention. We 
refer to the combined attention as multimodal attention. 
The standard LSTM architecture [8] has been modified 
in order to include multimodal attention. We evaluate our 
proposed solution on the VQA [9] dataset and show that 
it performs better compared with state of the art models. 
The main contributions of our work are as follows: 

• We propose a novel LSTM model with multimodal 
attention. 

• Our model uses image attention guided by the 
correlation between the current context and image 
regions, as well textual attention guided by the 
relevance and importance of distinct question words 
in relation to the whole question. 

• We evaluate our proposed model on the VQA 
dataset [9]. 

• We analyze the results qualitatively and show the 
abilities and shortcomings of our model. 

The rest of the paper is organized as follows: In 
section 2 we describe related work in this research area. 
Section 3 describes in detail our proposed model. In 
section 4 we describe the experimental setup and show 
the evaluation results. Finally in section 5 we discuss the 
results and conclusions. 

II. RELATED WORK 

a) Visual Question Answering 
Deep learning based approaches have 

demonstrated competitive performance in the VQA task 
[21], [26], [24] [25], [23]. For processing the image, 
most approaches extract features from images using 
CNNs which have shown to work best in representing 
images [1]. On the sentence side, most approaches use 
RNNs to model word sequences [22], [18], [19], [14], 
[7], [20], [21], [15]. Other approaches include Bag-of-
Words question embedding [17] or multilayer 
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Abstract- Visual Question Answering (VQA) is a task for 
evaluating image scene understanding abilities and 
shortcomings and also measuring machine intelligence in the 
visual domain. Given an image and a natural question about 
the image, the system must ground the question into the 
image and return an accurate answer in a natural language. A 
lot of progress has been done to address the challenges of 
this task by combining latest advances in image 
representation and natural language processing. Several 
recently proposed solutions include attention mechanisms 
designed to support “reasoning”. These mechanisms allow 
models to focus on specific part of the input in order to 
generate the answer and improve its accuracy. In this paper 
we present a novel LSTM architecture for VQA that uses 
multimodal attention to focus over specific parts of the image 
and also on specific question words to generate the answer. 
We evaluate our model on the VQA dataset and demonstrate 
that it performs better than state of the art. We also make a 
qualitative analysis of the results and show the abilities and 
shortcomings of our model.

isual question answering has emerged as a 
multidisciplinary research problem at the 
intersection of artificial intelligence, natural 

language processing and computer vision. This task 
requires an intelligent system to answer a question 
about an image. Both question and answer are in a 
natural language. The system must ground the question 
into the image; hence it requires a deep understanding 
of the image scene. It is a complex research problem 
and puts a lot of focus on artificial intelligence, and 
especially the inference process needed to generate the 
answer because different question types (e.g. color, 
number, location, etc.) require different answers. There 
are also questions requiring some commonsense 
reasoning such as “Do the people look happy?”. With 
the advancement of image representation, language 
processing and deep learning, the most promising 
solutions use a combination of Convolutional Neural 
Networks (CNNs) to process the image and extract 
image features and Recurrent Neural Networks (RNNs)

V
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perceptrons (MLP) [16] to predict the answer. All 
approaches treat question answering as a classification 
problem and learn a softmax classifier to generate the 
answer.  

Several mechanisms and techniques have been 
proposed for the process of question answering. The 
authors in [15] use a dynamic parameter prediction 
RNN whose parameters are determined adaptively 
based on input questions. In this way the system 
reasons differently for each question. The motivation 
behind this approach is the fact that different questions 
require different types and levels of understanding of an 
image to find correct answers. Another proposed model 
[20] is a neural reasoner based on a MLP that is able to 
update the question representation iteratively by 
inferring image information. The model achieves this by 
selecting image regions relevant to the question and 
learns to give the correct answer by interacting it with 
supporting facts through multiple reasoning layers. With 
this technique, it is possible to make questions more 
specific than the original ones focusing on important 
image information automatically. The authors in [22] 
propose a multimodal compact bilinear pooling method 
to combine multimodal features extracted from a CNN 
for the image and a LSTM for the question. This 
mechanism reduces the dimensionality of the joint 
representation of the image and question and produces 
a model with less parameters and hence easier to train. 
Another alternative are multimodal systems composed 
of CNN and RNN that are trained end-to-end to extract 
question information, visual representation, store the 
linguistic context of the answer and combine this 
information into generating a relevant answer to a free 
language question [21]. 

b) Neural Attention Mechanisms 
Attention mechanisms allow neural network 

models to use a question to selectively focus on specific 
inputs. This idea has been recently successfully 
implemented in various areas such as image captioning 
[2], [27], [28], [29], [30], neural machine translation [3], 
[4], [5], and visual question answering [6], [7], [14], 
[19], [18], [17]. In the case of visual question answering, 
attention mechanisms allow models to focus on specific 
parts of visual or textual inputs that are relevant to the 
context of the answer, at each step of the process. 
Instead of looking at the whole image, visual attention 
models selectively pay attention to specific regions in an 
image to extract image features that are relevant to the 
question as well as reduce the amount of information to 
process. On the other hand, textual attention 
mechanisms find semantic or syntactic input-output 
alignments under an encoder-decoder framework. 

In order to tackle the VQA task, several works 
perform image attention multiple times in a stacked 
manner. In [18] the authors propose a stacked attention 
network which queries the image multiple times to infer 

the answer progressively. It uses semantic 
representation of a question as a query to identify the 
regions of the image that are related to the answer. The 
authors in [17] propose a multi-hop visual attention 
scheme. In the first hop, it aligns words to image regions 
while in the second hop it uses the entire question 
representation to obtain image attention maps.  

The idea of incorporating attention into the 
standard RNN architecture has been explored in [7] and 
[19]. Xiong et al. [19] augment dynamic memory 
networks with a new input fusion layer that uses 
bidirectional gated recurrent units (GRU). They also 
propose an attention based GRU to retrieve the answer. 
Zhu et al [7] add visual attention to the standard LSTM 
architecture for pointing and grounded QA. However, 
the models mentioned above model only visual attention 
and do not model textual attention. Hyeonseob et al [6] 
propose dual attention networks which attend to specific 
regions in images and words in text through multiple 
steps and gather essential information from both 
modalities. Lu et al [14] propose hierarchical co-
attention that jointly reasons about visual attention and 
question attention. Following this line of research and 
the idea explored in [7] and [19], we propose a novel 
LSTM architecture by incorporating visual and question 
attention in the gates of the LSTM network. Each step of 
the attention distribution depends on the previous LSTM 
state and the current focus on specific question words 
and image regions. 

III. MULTIMODAL ATTENTION MODEL 

The idea of using multimodal attention for the 
task of VQA has been recently explored in [6] and [14]. 
The main difference between these models and ours is 
that we include attention as a component of each LSTM 
gate as illustrated in Fig. 2. The intuition behind this is 
that by simultaneously focusing on specific image 
regions and specific question words, the model can 
decide how to change its current state and what answer 
word to generate next. Using the actual context 
(previous LSTM hidden state) helps to guide attention 
correctly and improve answer accuracy. We choose 
LSTM models because they have shown to achieve 
state-of-the-art results in several sequence processing 
tasks [30], [32] including VQA [24], [21], [25]. 
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The input of our model is an image of size 
224x224 pixels and a question comprised of a variable-
length set of words. Each word is first transformed into 
its one-hot representation, a column vector the size of 
the vocabulary where there is a single one at the index 
of the token in the vocabulary. Each word is then 
embedded into a real-valued word vector 𝑄𝑄 = �𝑞𝑞𝑗𝑗 �𝑞𝑞𝑗𝑗 ∈
𝑅𝑅𝐷𝐷 , 𝑗𝑗 = 1, … ,𝑁𝑁} where N is the number of question 
words, D is the dimensionality of the embedding space 
and𝑄𝑄 ∈ 𝑅𝑅𝐷𝐷𝐷𝐷𝐷𝐷 for the image representation we extract the 
activations from the last fully connected layer (fc7) of 



 

  
 

           

We treat the image as the first input token and 
the image embedding vectors are fed one by one to the 
LSTM model. Afterwards we feed the tokens of the 
question embedding. The update rules of our LSTM 
model are: 

𝑖𝑖𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑖𝑖𝑣𝑣𝑣𝑣𝑡𝑡 + 𝑊𝑊𝑖𝑖ℎℎ𝑡𝑡−1 + 𝑊𝑊𝑖𝑖𝑡𝑡
𝑡𝑡𝐷𝐷𝑡𝑡 𝑎𝑎𝑡𝑡𝑡𝑡𝐷𝐷𝑡𝑡 + 𝑊𝑊𝑖𝑖𝑡𝑡

𝑖𝑖𝑖𝑖𝑖𝑖 𝑎𝑎𝑡𝑡
𝑖𝑖𝑖𝑖𝑖𝑖 +  𝑏𝑏𝑖𝑖)        (1) 

𝑓𝑓𝑡𝑡 = 𝜎𝜎�𝑊𝑊𝑓𝑓𝑣𝑣𝑣𝑣𝑡𝑡 + 𝑊𝑊𝑓𝑓ℎℎ𝑡𝑡−1 + 𝑊𝑊𝑓𝑓𝑡𝑡
𝑡𝑡𝐷𝐷𝑡𝑡 𝑎𝑎𝑡𝑡𝑡𝑡𝐷𝐷𝑡𝑡 + 𝑊𝑊𝑓𝑓𝑡𝑡

𝑖𝑖𝑖𝑖𝑖𝑖 𝑎𝑎𝑡𝑡
𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑓𝑓�       (2) 

𝑜𝑜𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑜𝑜𝑣𝑣𝑣𝑣𝑡𝑡 + 𝑊𝑊𝑜𝑜ℎℎ𝑡𝑡−1 + 𝑊𝑊𝑜𝑜𝑡𝑡
𝑡𝑡𝐷𝐷𝑡𝑡 𝑎𝑎𝑡𝑡𝑡𝑡𝐷𝐷𝑡𝑡 + 𝑊𝑊𝑜𝑜𝑡𝑡

𝑖𝑖𝑖𝑖𝑖𝑖 𝑎𝑎𝑡𝑡
𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑜𝑜)       (3) 

𝑖𝑖𝑡𝑡 = tanh(𝑊𝑊𝑐𝑐𝑣𝑣𝑣𝑣𝑡𝑡 + 𝑊𝑊𝑐𝑐ℎℎ𝑡𝑡−1 + 𝑊𝑊𝑐𝑐𝑡𝑡
𝑡𝑡𝐷𝐷𝑡𝑡 𝑎𝑎𝑡𝑡𝑡𝑡𝐷𝐷𝑡𝑡 + 𝑊𝑊𝑐𝑐𝑡𝑡

𝑖𝑖𝑖𝑖𝑖𝑖 𝑎𝑎𝑡𝑡
𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑐𝑐)  (4) 

𝑐𝑐𝑡𝑡 = 𝑓𝑓𝑡𝑡 ∘ 𝑐𝑐𝑡𝑡−1 + 𝑖𝑖𝑡𝑡 ∘ 𝑖𝑖𝑡𝑡                                    (5) 

ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡 ∘ tanh(𝑐𝑐𝑡𝑡)                        (6) 

Where 𝜎𝜎 is the sigmoid activation function and ∘ is the 
element-wise product. 

Different from [7] which only use image 
attention, we integrate also textual (question) attention in 
the LSTM gates. The image and textual attention 
features are represented by the term 𝑎𝑎𝑡𝑡

𝑖𝑖𝑖𝑖𝑖𝑖 and 
𝑎𝑎𝑡𝑡𝑡𝑡𝐷𝐷𝑡𝑡 respectively. These features are learnt end-to-end. 
The authors in [14] use the dot product of question and 
image representation to produce an affinity matrix. This 
matrix is then added to image or question 
representation and used to guide both the textual and 
image attention respectively. Different from their 
approach, we use the previous LSTM hidden state 
(ℎ𝑡𝑡−1) and question or image representation to guide 
question and image attention respectively. We calculate 
image attention as follows: 

𝑙𝑙𝑡𝑡
𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑡𝑡𝑎𝑎𝑡𝑡ℎ(𝑊𝑊𝑙𝑙ℎ

𝑖𝑖𝑖𝑖𝑖𝑖 ℎ𝑡𝑡−1 + 𝑊𝑊𝑙𝑙𝑞𝑞
𝑖𝑖𝑖𝑖𝑖𝑖 𝐶𝐶𝑁𝑁𝑁𝑁(𝐼𝐼) + 𝑏𝑏𝑖𝑖𝑖𝑖𝑖𝑖 )       (7) 

𝑟𝑟𝑡𝑡
𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑠𝑠𝑜𝑜𝑓𝑓𝑡𝑡𝑖𝑖𝑎𝑎𝐷𝐷 (𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖

𝐷𝐷 𝑙𝑙𝑡𝑡
𝑖𝑖𝑖𝑖𝑖𝑖 )                          (8) 

𝑎𝑎𝑡𝑡
𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑟𝑟𝑡𝑡

𝑖𝑖𝑖𝑖𝑖𝑖 𝐶𝐶𝑁𝑁𝑁𝑁(𝐼𝐼)      (9) 

Following [7], for generating the image attention 
we use the fourth convolutional layer of VGG-16 [31]. 
This layer returns a 196 512-dimensional convolutional 
feature map of image I represented by the term CNN (I) 
in equations (7) and (9). The term𝑟𝑟𝑡𝑡

𝑖𝑖𝑖𝑖𝑖𝑖 represents the 
attention probabilities of each image region. Based on 
these attention probabilities the image attention vector is 
calculated as the weighted sum of the attention 
probabilities. The attention term𝑎𝑎𝑡𝑡

𝑖𝑖𝑖𝑖𝑖𝑖 is a 196-
dimensional vector that decides the contribution of each 

image feature at the t-th step. The W and b coefficients 
are learnable parameters.  
The question attention is calculated as follows: 

𝑙𝑙𝑡𝑡𝑡𝑡𝐷𝐷𝑡𝑡 = tanh(𝑊𝑊𝑙𝑙ℎ
𝑡𝑡𝐷𝐷𝑡𝑡 ℎ𝑡𝑡−1 + 𝑊𝑊𝑙𝑙𝑞𝑞

𝑡𝑡𝐷𝐷𝑡𝑡 𝑄𝑄 + 𝑏𝑏𝑡𝑡𝐷𝐷𝑡𝑡 ) (10) 

𝑟𝑟𝑡𝑡𝑡𝑡𝐷𝐷𝑡𝑡 = 𝑠𝑠𝑜𝑜𝑓𝑓𝑡𝑡𝑖𝑖𝑎𝑎𝐷𝐷 (𝑊𝑊𝑡𝑡𝐷𝐷𝑡𝑡
𝐷𝐷 𝑙𝑙𝑡𝑡𝑡𝑡𝐷𝐷𝑡𝑡 )  (11) 

𝑎𝑎𝑡𝑡𝑡𝑡𝐷𝐷𝑡𝑡 = 𝑟𝑟𝑡𝑡𝑡𝑡𝐷𝐷𝑡𝑡 𝑄𝑄  (12) 

The term 𝑟𝑟𝑡𝑡𝑡𝑡𝐷𝐷𝑡𝑡 represents the attention 
probabilities of each question word. Based on these 
attention probabilities the question attention vector is 
calculated as the weighted sum of the attention 
probabilities. The attention term 𝑎𝑎𝑡𝑡𝑡𝑡𝐷𝐷𝑡𝑡  is a N-dimensional 
vector that decides the contribution of each word at the 
t-th step. Fig.1 illustrates the dataflow for generating 
each attention modality.  

In each step, the LSTM generates new image 
and textual attention vectors based on the current 
context (previous LSTM hidden state) and the respective 
embeddings. The intuition behind this is that the model 
might need to focus on different parts of the image or 
different question words in order to generate the next 
answer word. The authors in [6] introduce accumulative 
attention to their model to keep track of the attended 
parts and guide future attention. An accumulative 
attention may suffer from the introduction of errors in 
earlier steps that might be propagated into future steps. 
In contrast, our model generates independent attention 
each step and does not suffer from this kind of problem. 
As in [7] the question words are feed one by one until 
reaching the end token of the question sequence. The 
model generates attention and leverages it together with 
the question and input image to generate the answer 
(Fig.2). We treat question answering as a classification 
task and use a softmax classifier to generate the 
answer. During training we also feed the ground truth 
answer tokens into the model and maximize their log-
likehood. 

 

Fig. 1: Attention generation. (A) At each step, question 
attention is generated by combining the current context 
(previous LSTM cell hidden state ℎ𝑡𝑡−1) and question 
representation. (B) At each step, image attention is 
generated by combining the current context (previous 
LSTM hidden stateℎ𝑡𝑡−1) and image representation. 
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VGG-16, a pretrained CNN model [31]. Given the image 
I, this model transforms it into a 4096-dimensional 
feature representation. We also learn the embedding of 
the input image where 4096-dimensional image features 
are transformed into a D dimensional embedding space 
denoted by 𝑉𝑉 = {𝑣𝑣𝑖𝑖|𝑣𝑣𝑖𝑖 ∈ 𝑅𝑅𝐷𝐷 , 𝑖𝑖 = 1, … ,𝑀𝑀} where M is the 
number of image features, D is the dimensionality of the 
embedding space and𝑉𝑉 ∈ 𝑅𝑅𝐷𝐷𝐷𝐷𝑀𝑀 . Both embedding 
modalities are 512 dimensional and are learnt 
end-to-end.



 

Fig. 2: Data flow for LSTM cells inside the LSTM 
network. Question attention (QA), image attention (IA), 
previous LSTM state (ℎ𝑡𝑡−1) and current question token 
(𝑞𝑞𝑗𝑗 ) are used in each LSTM cell gate to generate the 
context (ℎ𝑡𝑡) that will be used by the next LSTM cell. A 
softmax classifier is used at the end as the output of the 
LSTM network to generate one by one each answer 
word y 

IV. EXPERIMENTS AND RESULTS 

In this section we describe model 
implementation details, evaluation results and analyze 
them quantitatively. The results of the evaluation are 
shown in section IV.C. 

a) Datasets and Evaluation Metrics 
We evaluate the proposed model on the Visual 

Question Answering version 1 (VQA-v1) dataset [9]. The 
VQA dataset was used because it is the largest and 
most complex dataset for the visual question answering 
task.  VQA-v1 was selected for fairness of comparison 
with other models. 

The VQA-v1 dataset was constructed using the 
Microsoft COCO dataset [33] which contains 123,287 
training/validation images and 81,434 test images.  
Each image has several related questions and each 
question is answered by multiple people. This dataset 
contains 248,349 training questions, 121,512 validation 
questions, and 244,302 testing questions.  The total 

number of images, questions and answers are as 
follows: 204,721 COCO images (all of current 
train/val/test) 614,163 questions, 6,141,630 ground truth 
answers, 1,842,489 plausible answers. 

Since we formulate VQA as a classification task, 
classification accuracy is used to measure the 
performance of our model and to compare it with state-
of-the-art models. 

b) Setup and Implementation Details 
We use Torch [10] to develop our model. Before 

training, all questions are normalized to lower case and 
the question marks are removed. The model is initialized 
with Xavier initialization [13] except for the embeddings 
which used random uniform initialization. We train the 
model with Adam update rule [12] with a global learning 
rate of 10-4. We train the model with back propagation 
and use cross-entropy as the loss function. During 
testing we select the candidate answer with the largest 
log-likehood. We set batch size to 128 and train for up to 
256 epochs with early stopping if the validation accuracy 
has not improved in the last 5 epochs. The dimension of 
the LSTM network is 512 for all experiments. All 
embeddings are vectors of size 512. We apply dropout 
with probability 0.5 on each layer and also gradient 
clipping to regularize the training process. We rescale 
the images to 224 × 224. Following [7] we use the 
activations from the last fully connected layer (fc) of 
VGG-16 [31] to learn the image embeddings and the 
activations from the fourth convolutional layer of the 
same CNN for calculating image attention. 

c) Quantitative Results and Analysis 
The VQA dataset includes two test scenarios: 

open-ended and multiple-choice. We evaluate our 
model on both scenarios. The full release (V1.0) of this 
dataset contains a train set and a validation set. 
Following standard practice, we choose the top 1,000 
most frequent answers in train and validation sets as 
candidate answers. We only keep the examples whose 
answers belong to these 1,000 answers as training data, 
which constitutes 86.54% of the train and validation 
answers. The question vocabulary size is 7477 with the 
word frequency of at least three. 

Table 1: Open-ended results on VQA test set compared with state-of-the-art: accuracy in %. We denote with “-“the 
cases with lack of data 

Method Test-dev Test-standard 

Y/N Num Other All Y/N Num Other All 

HieCo[14] 79.5 38.7 48.3 60.1 - - - - 

D-NMN[16] 80.5 37.4 43.1 57.9 - - - 58 

SAN(2, LSTM)[18] 79.3 36.6 46.1 58.7 - - - 58.9 

SMem-VQA[17] 80.87 37.32 43.12 57.99 80.8 37.53 43.48 56.24 

Ours-MAVQA 81.9 37.51 49.1 61.08 81.8 37.5 49.05 61 
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We compare the performance of our model with 
current state-of-the-art models and show the 
experimental results on free-form answers in Table 1. 
We also report the accuracy in each category to show 
the strength and weakness of our model. 

We notice that all models reach top accuracy 
for the Yes/No questions. This is justified by the fact that 
there are only two possible answers and the possibility 
of giving an incorrect answer is decreased. We can see 
that our approach performs better and improves the 
state of the art from 60.1% (HieCo [14]) to 61.08% 
(Ours-MA VQA) in test-dev. In test-standard the 
accuracy is improved by 4.76% from 56.24% (SMem-
VQA [17]) to 61% (Ours-MA VQA). For Yes/No and 
Other questions we achieve an improvement of 1.03% 
and 0.8% respectively. This indicates that our model is 
able to attend better and benefits from the multimodal 
attention and the independence of each attention 
modality from the other and from previous attention 
steps. For Number questions the counting ability of our 
model is weakened. This indicates that our model 
doesn’t attend correctly and having a correlated 
attention like in HieCo [14] helps in achieving better 
performance at counting objects. We observe that all 
models perform worst on Number questions. This is 
justified by the fact that the ability to count objects is still 
a pervasive computer vision problem. 

Table 2 shows results from multiple-choice 
question. The data was available for comparison only 
with HieCo [14].  We also report the accuracy in each 
category to show the strength and weakness of our 
model. We notice that models perform better for multiple 
choice questions. This comes from the fact that they 
exploit and tune to the biases in each of the answer 
options. However it is debatable whether this is 
indicative of progress because in realistic applications, 
answer options are not known beforehand. From Table 
2 we see that our multimodal approach performs better 
and improves the state of the art by 1.48% from 64.6% 
to 66.08%. We also notice that our model performs 
1.03% better than state of the art on Yes/No questions. 
As in the case of free-form answers, the models reach 
top accuracy for Yes/No questions and perform the 
worst on numbering questions. For Number questions, 
as in free-form answers, having a correlated attention, 
like the model in HieCo [14], helps the model attend the 
image better and achieve a higher accuracy.

Table 2: Multiple choice results on VQA test set 
compared with state-of-the-art: accuracy in %

Method
Test-dev

Y/N Num Other All

HieCo[14] 79.5 39.8 57.4 64.6

Ours-MA VQA 82.1 38.68 58.61 66.08

d) Qualitative Analysis
In order to gain a better understanding on the 

behavior and limitations of our model we analyzed the 
answers generated using multimodal attention. Each 
question requires different type and level of 
understanding and attention in order to find the correct 
answer. Table 3, 4 and 5 show some examples for each 
question type on the VQA dataset.

© 2017   Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
V
II 

Is
su

e 
I 
V
er
sio

n 
I 

  
  
 

  

5

Y
e
a
r

20
17

  
 (

)
D

Multimodal Attention in Recurrent Neural Networks for Visual Question Answering

Table 3: Answer examples on the VQA dataset for 
Yes/No questions. We denote questions with “Q”,

model answers with “A”, and ground truth with “GT”

1. Q: Is the horse eating?

A: No 
GT: No

2. Q: Is there a bench? 

A: No
GT: Yes

3. Q: Is there a red sandal 
here?

A: Yes
GT: Yes

4. Q: Is the road paved?

A: Yes
GT: No

5. Q: Are there lights on in the
two buildings?

A: Yes
GT: Yes

6. Q: Are these zebra                    
confined?

A: Yes 
GT: Yes

7. Q: Is the kitchen cluttered?

A: No
GT: Yes

8. Q: Is the beach crowded?

A: Yes
GT: Yes

9. Q: Are there any scissors in 
this picture?

A: No
GT: Yes

10. Q: Is this animal in a zoo?

A: No
GT: No
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We noticed the following characteristics in our 
model for Yes/No questions:
+ The model correctly attends, identifies and infers 

about objects in the foreground and their 
characteristics. (e.g. images 1,3).

+ Difficulty inferring about background objects. The 
model cannot identify correctly the objects in the 
background. The focusing attention is weakened for 
this kind of objects and the model cannot infer 
correctly about them (e.g. images 9, 4).

+ Difficulty identifying objects that appear incomplete 
in the image. Attention is weakened for this kind of 
objects and the model cannot infer correctly about 
them (e.g. images 2, 7).

Table 4: Answer examples on the VQA dataset for 
Number questions. We denote questions with “Q”, 
model answers with “A”, and ground truth with “GT”

1. Q: How many street signs     
are shown?

A: Two
GT: Four

2. Q: How many horses    
are there?

A: Two
GT: Two

3. Q: How many bikes are there?

A: Two
GT: One

4. Q: How many people 
do you see?

A: Two
GT: None

5. Q: How many people            
are there?

A: None
GT: None

6. Q: How many yellow 
planes are there?

A: One 
GT: Three

7. Q: How many giraffes are in 
this picture?

A: Two
GT: Two

8. Q: How many jets are 
there?

A: One
GT: Two

9. Q: How many birds?

A: Two
GT: None

10. Q: How many buses 
are there?

A: One
GT: One

We noticed the following characteristics in our 
model for Number questions:
+ The model correctly attends and identifies objects in 

foreground and their characteristics (e.g. images   
1, 7, 10).

+ The model correctly attends and identifies objects in 
background that do not appear blended in the 
image but are clearly distinct from each-other. (e.g. 
image 2).

+ Difficulty identifying objects in background. Attention 
is weakened for background objects and the model 
cannot infer and count them correctly (e.g. images 
3, 4, 9).

+ Difficulty differentiating objects in background that 
appear blended with each-other. Attention is 
weakened in this case and the model cannot infer 
and count them correctly (e.g. images 1, 8).

Table 5: Answer examples on the VQA dataset for other 
questions. We denote questions with “Q”, model 
answers with “A”, and ground truth with “GT”

1. Q: Who is with the 
giraffes?

A: No one
GT: No one

2. Q: What is the woman in front
sitting on? 

A: A bicycle
GT: A bicycle

3. Q: What color are the 
walls?

A: yellow
GT: yellow

4. Q: Where are the engines?

A: in the middle of the 
plane
GT: Behind the wings 
toward the back of the 
fuselage.
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5. Q: What has a purple 
border?

A: The window

GT: The box truck.

6. Q: What kind of flooring is in            
the room?

A: White tile. 
GT: Gray marble tile.

7. Q: What angle was the 
picture taken from?

A: From the left side 
of the sign
GT: Below the sign, 
looking up at it 

8. Q: Where was this photo 
taken?

A: At a tennis court
GT: At a tennis court

9. Q: How is the food 
served?

A: In a basket
GT: In a basket

10. Q: Where was this photo 
taken?

A: At the park
GT: At the park

For the Other type of question our model has 
the following behavior:
+ Correctly attends, identifies and infers about objects 

in foreground and their characteristics. The results 
show that attention works correctly for this kind of 
objects (e.g. images 1, 9, 2).

+ Correctly attends, identifies and infers about 
background objects that are clearly distinct from 
each-other and from foreground (e.g. images 3,     
8, 10).

− Difficulty inferring about objects that appear 
blended with each-other (e.g. images 4, 5, 6).

V. CONCLUSIONS

In this paper we proposed a novel LSTM 
architecture that uses multimodal attention for the task 
of visual question answering. Our model leverages both 
textual and visual attention simultaneously in order to 
identify question entities and ground them in the image. 
It learns to answer questions by generating independent 
visual and textual attention over the input. We evaluated 
our model on the VQA dataset and results show that it 
performs better than current state of the art. This 
indicates that integrating multimodal attention inside the 
LSTM architecture helps improving answer accuracy. 
Results also show that having independent attention 

modalities helps with overall accuracy and with 
questions of type other than counting. We analyzed the 
answers qualitatively and results show that our model is 
able to use multimodal attention correctly to: 1) Attend, 
identify and infer about foreground objects and their 
characteristics 2) Attend, identify and infer about 
background objects that are distinct from each-other 
and from foreground. Our attentive model has also 
some limitations like: 1) Difficulty inferring about 
incomplete objects, 2) Difficulty inferring about objects 
that appear blended with each-other and/or 
foreground/background, 3) Difficulty inferring about 
background objects that are not distinct from each-other 
and from foreground. These difficulties also weaken the 
counting ability of our model. These problems are 
indicative of the need to improve the attention 
mechanisms and solving them is subject to future work. 
Future research directions also include introducing 
common sense knowledge into our model and 
leveraging it to improve answer accuracy.
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A Review on Machine Learning Techniques for 
Neurological Disorders Estimation by Analyzing 

EEG Waves
Vijaykumar Janga α & Eedara Sreenivasareddy  σ  

Abstract- With the fast improvement of neuroimaging data 
acquisition strategies, there has been a significant growth in 
learning neurological disorders among data mining and 
machine learning communities. Neurological disorders are the 
ones that impact the central nervous system (including the 
human brain) and also include over 600 disorders ranging 
from brain aneurysm to epilepsy. Every year, based on World 
Health Organization (WHO), neurological disorders affect 
much more than one billion people worldwide and count for up 
to seven million deaths. Hence, useful investigation of 
neurological disorders is actually of great value. The vast 
majority of datasets useful for diagnosis of neurological 
disorders like electroencephalogram (EEG) are actually 
complicated and poses challenges that are many for data 
mining and machine learning algorithms due to their increased 
dimensionality, non stationarity, and non linearity. Hence, an 
better feature representation is actually key to an effective suite 
of data mining and machine learning algorithms in the 
examination of neurological disorders. With this exploration, 
we use a well defined EEG dataset to train as well as test out 
models. A preprocessing stage is actually used to extend, 
arrange and manipulate the framework of free data sets to the 
needs of ours for better training and tests results. Several 
techniques are used by us to enhance system accuracy. This 
particular paper concentrates on dealing with above pointed 
out difficulties and appropriately analyzes different EEG 
signals that would in turn help us to boost the procedure of 
feature extraction and enhance the accuracy in classification. 
Along with acknowledging above issues, this particular paper 
proposes a framework that would be useful in determining 
man stress level and also as a result, differentiate a stressed 
or normal person/subject. 
Keywords: electroencephalogram (EEG), emotion 
recognition, stress, machine learning techniques. 

I. Introduction 

ental disorders or neurological disorders are 
increasing at high pace in the world. As per 
WHO, one among four people in the world will 

be affected by mental or neurological disorders at some 
point of time in their life. Neurological disorders are 
going to be second leading cause of global disease 
burden by year 2020, lagging behind ischemic heart 
illness but leading all the other diseases [1]. The 
increase in the number  of  professionals  who  treat  the 
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mental illness is very less as compared to the growth in 
number of people who are suffering from mental 
problems. Mental health diagnoses involve steps like 
specially designed interviews about symptoms and 
medical data and sometimes physical examination of 
the patient. Several psychological tests may also be 
conducted to make sure the symptoms are due of 
mental health problems and not because of any other 
disease. Similarity in the symptoms of several mental 
health disorders has made diagnosis complicated task. 
Diagnoses of mental health problems in children are far 
more difficult than diagnosing them in adults. Therefore 
one needs to be careful to diagnose the mental health 
disorders with accuracy. It’s known that psychiatric/ 
neurological disorders affect brain function and 
structure. However, to date the translation of 
neuroimaging research findings into diagnostic tools 
has been very limited due to lack of adequate analysis 
tools. In the last years there has been a substantial 
increase in the use of machine learning/pattern 
recognition approaches to analyze neuroimaging data. 
Artificial Intelligence can enable the computer to think. 
Computer is made much more intelligent by AI. Machine 
learning is the subfield of AI study. Various researchers 
think that without learning, intelligence cannot be 
developed. There are many types of Machine Learning 
Techniques that are shown in Figure 1. Supervised, 
Unsupervised, Semi Supervised, Reinforcement, 
Evolutionary Learning and Deep Learning are the types 
of machine learning techniques. These techniques are 
used to classify the data set. 
1) Supervised Learning: Offered a training set of 

examples with suitable targets and on the basis of 
this training set, algorithms respond correctly to all 
feasible inputs. Learning from exemplars is another 
name of Supervised Learning. Classification and 
regression are the types of Supervised Learning. 

Classification: It gives the prediction of Yes or No, for 
example, “Is this tumor cancerous?”, “Does this cookie 
meet our quality standards?” 
Regression: It gives the answer of “How much” and 
“How many”. 
2) Unsupervised Learning: Correct responses or 

targets are not provided. Unsupervised learning 
technique tries to find out the similarities between 

M 
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the input data and based on these similarities, un-
supervised learning technique classify the data. This 
is also known as density estimation. Unsupervised 
learning contains clustering [1]. Clustering: it makes 
clusters on the basis of similarity. 

3) Semi Supervised Learning: Semi supervised 
learning technique is a class of supervised learning 
techniques. This learning also used unlabeled data 
for training purpose (generally a minimum amount 
of labeled-data with a huge amount of unlabeled-
data). Semi-supervised learning lies between 
unsupervised-learning (unlabeled-data) and 
supervised learning (labeled-data). 

4) Reinforcement Learning: This learning is 
encouraged by behaviorist psychology. Algorithm is 
informed when the answer is wrong, but does not 
inform that how to correct it. It has to explore and 
test various possibilities until it finds the right 
answer. It is also known as learning with a critic. It 
does not recommend improvements. Reinforcement 
learning is different from supervised learning in the 
sense that accurate input and output sets are not 
offered, nor suboptimal actions clearly précised. 
Moreover, it focuses on on-line performance. 

5) Evolutionary Learning: This biological evolution 
learning can be considered as a learning process: 
biological organisms are adapted to make progress 
in their survival rates and chance of having off 
springs. By using the idea of fitness, to check how 
accurate the solution is, we can use this model in a 
computer [2]. 

6) Deep Learning: This branch of machine learning is 
based on set of algorithms. In data, these learning 
algorithms model high-level abstraction. It uses 
deep graph with various processing layer, made up 
of many linear and nonlinear transformation. 

 
Fig. 1: Types of machine learning techniques 

Electroencephalography (EEG) is a monitoring 
method which can help to record the electrical activity of 
the brain. This electrical activity can lead us to better 
understand the human brain and how it functioning. 

Brain Computer Interface combine hardware and 
software communication system that permits cerebral 
activity alone to control computers and other devices. 

 

Fig. 2: Design of a BCI System 

BCI enables to interact with the surroundings, 
without the involvement of peripheral nerves and 
muscles, by using control signals generated from 
electroencephalographic activity. There are several 
stages to do so as depicted in Figure.2 and its process 
shown below: 
1) Get the Signals: Capture the brain signals and make 

noise reduction and preprocessing the signals in 
order to be able to process it in more a convenient 
way. 

2) Feature Extraction: Identifies discriminative 
information in the brain signals that have been 
recorded. This can be a challenging job, because of 
the many mixed signals with large number of sets 
activity in the brain that overlap in time and space, 
and we don't want to loss information. 

3) Classification: Classify the signals to achieve pattern 
recognition in order to decipher the user’s intentions 

4) Interface Control: Translate the classified signals 
into the user desired commands for any kind of 
device such as a computer. 

II. Related Works 

Masri RY and Jani HM [5] offered the mental 
health Diagnostic Expert System for the assistance of 
psychologists to diagnose and treat their mental 
patients. Three artificial techniques viz., Fuzzy Logic, 
Rule-Based Reasoning and Fuzzy Genetic Algorithm 
were applied in diagnosing and suggesting the 
treatment plans. Luxton et al. [7] analyzed the use of 
artificial intelligence for psychological task. 

Razzouk D et al. [8] developed the decision 
supporting system for diagnosis of schizophrenia having 
accuracy up to 66-82%. Chattopadhyay S et al. [9] 
developed a neuro-fuzzy approach for categorizing of 
adult depression. The supervised Adaptive Network 
Based Fuzzy Inference System and Back Propagation 
Neural Network and unsupervised Self Organizing Map 
neural network learning techniques were utilized and 
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compared. It was observed that Adaptive Network 
Based Fuzzy Inference System, a hybrid system 
performed far better than Back Propagation Neural 
Network. 

Basavappa SR et al. [10] applied depth first 
search algorithm with the backward search approach for 
diagnosing dementia. An expert system was developed 
by them taking in consideration patient’s behavior, 
cognition, emotions and the results of 
neuropsychological tests. Rahman et al. [11] compared 
several classification techniques; Multilayer Perceptron, 
Bayesian Network, Single Conjunctive Rule Learning, 
Decision Trees, Neuro-Fuzzy Inference System and 
Fuzzy Inference Systems using various data mining 
softwares like TANAGRA, WEKA and MATLAB for 
diagnosing diabetes. They observed that accuracy 
levels are different for different techniques on different 
accuracy measures such as Kappa Statistic and      
Error rates. 

Gomuła, Jerzy et al. tried finding efficient 
techniques for the classification of MMPI profiles of 
patients having mental problem. They found that 
Attribute Extension methodology improves classification 
accuracy in case of discreatised data [12]. Anchana 
Khemphila, Veera Boonjing applied Multi-Layer 
Perceptron with Back Propagation Learning for 
diagnosing Parkinson’s disease efficiently with selected 
attributes. Information Gain from all attributes is taken as 
a measure for the reduction of attributes [13]. Pirooznia 

Mehdi et al. [14] used data mining techniques to find 
Genome wide Association in Mood Disorders. Six 
classifiers Support Vector Machine, Bayesian Network, 
Logistic Regression, Radial-Basis Function, Random 
Forest and Polygenic Scoring method were being 
compared. It was found that a simple polygenic score 
classifier performed much better than others and they 
also found that all classifiers performed worse with small 
number of Single Nucleotide Polymorphisms in brain 
expressed set compared to whole genome set. 

As it can be seen from the earlier sections, a 
wide range of research studies has been done for EEG 
artifacts removal. Methods that have been proposed 
can be divided into manual, semi-automatic and 
automatic. Manual and semi-automatic methods require 
expert observations to identify artifacts in EEG signal. 
On the other hand, automatic methods require 
predefined threshold value. In the past few years, 
machine learning techniques have been advanced 
significantly and used in pattern identification and 
classification problems. Table 1 presents a summary of 
the papers based on the different machine learning 
algorithms presented earlier in this paper.  Table 1 
shows that the SVM is the mostly used method and 
different approaches of SVM are applied to classify 
artifacts in EEG signal. Gaussian kernel and radial basis 
function (RBF) are found most appropriate approaches 
for EEG artifacts. 

Table 1: Different Machine Learning Algorithms 

 
   

 
 

 
  

  
 

 
 

  
 

   
 

 
 

 
 

  
 

 

 
 

  
   

 
 

 

III. System Exemplary 

a) System Description 

In any classification system, feature selection 
and extraction is main and important phase toward 
successful classification system. In our case it’s hard to 

think directly about which features and which classifiers 
to use in order to get the best results. The diversities are 
mainly in aspects of EEG artifacts, experiment 
environment, techniques of data preprocessing and 
feature selection. Due to all this factors, it is not easy to 
compare and chose the method which can be said as 
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Machine Learning
Technique Associated Methods References

Support Vector Machine
ICA, BSS, Autoregressive 

model

(Bartels et al., 2010; Chin-Teng et al., 2012; Gao, 
Yang, et al., 2010; Halder et al., 2007; Hsu et al., 2012; 
Lawhern et al., 2012; Lawhern et al., 2013a; O’Regan 
et al., 2013; O’Regan & Marnane, 2013; 
Phothisonothai et al., 2012; Shi Yun et al., 2009; Shi-
Yun et al., 2008; Singla et al., 2011; Tangermann et al., 
2009; Winkler et al., 2011; Wu et al.,2009)

Artificial Neural Network ICA, Spectral analysis

(Chin-Teng et al., 2012; Jafarifarmand & 
Badamchizadeh, 2013; Junfeng et al., 2009; Marquez 
L & Munoz G, 2013;Nguyen et al., 2012; Singla et al., 
2011; Sovierzoski et al.,2009)

Fuzzy Inference system
Differential Evolution

Adaptive Noise Cancellation
(Kezi Selva Vijilal et al., 2007; Sheniha et al., 2013)

Clustering Kurtosis
(Nicolaou & Nasuto, 2007; Patidar & Zouridakis, 2008;
Yuan et al., 2012)

K-NN
Polynomial fitting, Hjort

descriptor
(Aydemir et al., 2012; Gao, Lin, et al., 2010; Pourzare 
et al.,2012)

Bayesian Model Spectral power (Schetinin & Maple, 2007)

Genetic programming
Power spectral analysis, 

kurtosis
(Fairley et al., 2010; Poli et al., 2011)



the best classifier. Hence, there is always room for the 
development of better classifier suitable for specific 
application. 

Our Approach 
Firstly the problem, the diagnosis of basic 

psychological health was identified followed by knowing 
the psychological health disorders that are often found 
in patients. A list of machine learning techniques for 
diagnosis of five most common psychological health 
disorders effectively if the symptoms of the patient are 
provided as input. The data sets of 25 attributes 
containing the class type labels that are found. The set 
includes these attributes: Age, Family, History, 
Pregnancy Complication, Delayed Speech, Under 
Medication, Academic Performance, Relationship 
Formation, Behavioural Problem, Concentration, 
Restless, Seizures, Learning Difficulty, Attention 
Aroused, Attention Sustained, CBCL Score, IQ Test 
Score, ADHD Positive, ODD Positive, Manic Episode 
Test Score, Major Depressive Episode, General Anxiety 
Disorder, CDI Score, PDD Score, Autism Score and 
Problem Since only few attributes are relevant to classify 
and predict the problem, Best First Search technique is 
used to eliminate redundant and irrelevant attributes. 
This will also help in achieving more accuracy. 

The performance analysis of the three 
classification algorithms has been carried out with 
common dataset applying WEKA tool or Matlab tool. 
The classifiers were executed by including selected 
attributes (13) only using feature selection method. 

WEKA tool bestows with the various measures for 
understanding the classification. Among the number of 
measures, the three measures which are very important 
for the comparison of the accuracy level of different 
classifiers are Kappa Statistics, ROC Area and 
Accuracy. 

Tools Used: In order to process the recorded signals, 
we need to use some softwares as a platform. 
1) EDF browser: EDF Browser is a free open-source, 

multiplatform viewer and toolbox for time series 
storage files like EEG data. European Data Format 
(EDF) is a standard file format designed for 
exchange and storage of medical time series. It 
offers a graphic visualization of the signal, as well as 
an integrated list of trigger marks present in the file. 
It also provides filtering functionalities, power on the 
frequency bands computation, as well as the 
possibility of down-sampling the signal. This 
program converts all the signals in an EDF to a plain 
ASCII text-file. Internally it includes a header and 
one or more data records. The data records contain 
consecutive fixed duration epochs of the poly-
graphic recording. The header contains some 
general information (patient identification, start 
time…) and technical specs of each signal 
(calibration, sampling rate), coded as ASCII 
characters. A screenshot from EDF browser is 
shown in figure 3. 

Fig. 3: EDF Browser {25}

MATLAB: MATLAB is a powerful tool, especially with the 
signal processing toolbox. It integrates computation, 
visualization, and programming environment. 
Furthermore, MATLAB is a modern programming 
language environment: it has sophisticated data 
structures, contains built-in editing and debugging tools, 

and supports object-oriented programming. MATLAB 
has functionality to analyze data, develop algorithms, 
and create models and applications.  

The language tools and built-in math functions 
enable you to explore multiple approaches and reach a 
solution faster than with spreadsheets or traditional 
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programming languages. These factors make MATLAB 
an excellent tool for teaching and research. It provides 
vast range of different functionalities for analyzing and 

processing EEG data filtering, time/frequency 
transforms, feature extraction etc. The Figure 4 is the 
screenshot from MATLAB.  

Fig. 4: Manipulating EEG Signals and their Annotations [24] 

WEKA Analysis: Waikato Environment for Knowledge 
Analysis (WEKA) is an open-source collection of 
machine learning algorithms for data mining tasks. The 
software is a widely accepted standard in the field and is 
commonly used in a variety of applications, ranging 
from biomedical to financial data analysis. WEKA is 

written in the Java programming language and is 
normally run under a Java Virtual Machine. Each 
machine learning algorithm implementation requires the 
data to be present in its own format, and has its own 
way of specifying parameters and output. We use 
Explorer window for our project as shown in Figure 5. 

 Fig.
 
5:

 
Waikato GUI Chooser [25]
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b) Performance and Robustness Measures
The study of different types of oscillations and 

rhythmicities of the brain and their relation with different 
pathologies and functions keep the attention of 
researchers since the beginnings of EEG measuring. 
Brain oscillations were divided in frequency bands that 
have been related with different brain states, functions or 
pathologies. The characteristic oscillations are (Table II):

• Delta rhythms (0.5–3.5 Hz) are characteristic of 
deep sleep stages; delta oscillations with certain 
specific morphologies, localizations and
rhythmicities are correlated with different 
pathologies,

• Theta rhythms (3.5–7.5 Hz) are enhanced during 
sleep and they play an important role in infancy and 
childhood; in the awake adult, high theta activity is 
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considered abnormal and it is related with different 
brain disorders,

• Alpha rhythms (7.5–12.5 Hz) appear spontaneously 
in normal adults during wakefulness, under 
relaxation and mental inactivity conditions; they are 
best seen with eyes closed and most pronounced in 
occipital locations, 

• Beta rhythms (12.5–30 Hz) are best defined in 
central and frontal locations, they have less 
amplitude than alpha waves and they are enhanced 
upon expectancy states or tension, gamma rhythms 
(30–60 Hz) are generally not of major interest with 
regard to the surface EEG.

Table 2: The Characteristic Brain Oscillations

Wave Frequency Voltage Condition
delta 0.5–3.5 Hz 10 mV deep sleep

theta 3.5–7.5 Hz
adults: 10 μV kids: 

50 μV 
light sleep, 

drowsy

alpha 7.5–12.5 
Hz

adults: 50 μV kids: 
75 μV relaxed

beta 12.5–30 Hz 10–20 μV excited

IV. Conclusion

In medical domain, numbers of expert systems 
are available to predict diseases at very early stage to 
make the treatment effective and efficient. In the similar 
manner, expert systems have been developed in 
psychological health sector for predicting the mental 
health problems at early stage. Since number of 
machine techniques are present for building expert 
systems, analysis of the techniques and their 
comparison for identifying the best technique which 
suits domain. This paper presents a literature review of 
machine learning algorithms that are frequently used 
psychological health sector handling. This article 
provides an overview of how certain machine leaning 
techniques have been applied in handling different EEG 
artifacts. From the study, it is revealed that a large 
number of automatic and semi-automatic methods are 
available for EEG artifacts removal. However, the usage 
of machine learning algorithms is limited. It is also found 
that machine learning algorithms provide better 
classification accuracy than other approaches. 
Moreover, comparison of different techniques is also 
studied and in several studies it is suggested that SVM 
is better classifier than other classification methods. 
Finally, the survey leaves us with focus on hybrid 
approaches i.e., using several machine learning 
algorithms.
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In this project, we intend to make an intelligent agent that asks the user about their 

medical symptoms and tries to predict the most probable diseases/medical conditions that they 
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biomedical systems in the next few years. An application called the "Instant Physician" trained an 
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training, the net can be presented with input consisting of a set of symptoms; it will then find the 
full stored pattern that represents the "best" diagnosis and treatment. 
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Use of Data Mining to Predict Human Diseases 
Saumya Shandilya 

Abstract- In this project, we intend to make an intelligent agent 
that asks the user about their medical symptoms and tries to 
predict the most probable diseases/medical conditions that 
they might be suffering from. Based on the results, it can also 
direct the user/patient to go to pharmacy or consult a doctor 
or to go for medical emergency services. It is truly said that 
"Prevention Is Better Than Cure". Sometimes diseases like 
cancers have very minor symptoms in the early stages but if 
detected this could save a patient's life. There is no harm in 
taking preventive medical advice than regretting later. Artificial 
Neural Networks (ANN) is currently a 'hot' research area in 
medicine and it is believed that they will receive extensive 
application to biomedical systems in the next few years. An 
application called the "Instant Physician" trained an auto 
associative memory neural network to store a large number of 
medical records. After training, the net can be presented with 
input consisting of a set of symptoms; it will then find the full 
stored pattern that represents the "best" diagnosis and 
treatment. This product can be useful for various users such 
as:  

1. General Population/Patients  
a. This can act as a preliminary advice mechanism for 

patients before they consult a doctor.  
b. They can get suggestions as to whether they need to 

consult a doctor, or a visit to the local pharmacy would be 
fine for them.  

2. Medical Professionals  
a. To speed up the process of diagnosis and to reduce 

human errors involved in finding the possible ailments.  

3. Medical Undergraduate/Students  
a. To understand the common diseases and the symptoms 

related to them.  
b. To understand all possible medical conditions which 

could be present in the patient who is exhibiting a said 
symptom.  

4. Hospitals  
a. Based on the diagnosis, hospital websites can display 

their specialist doctors that the patients can visit. 
Keywords: artificial neural networks, associative memory 
neural network, data mining. 

I. INTRODUCTION 

ometimes people ignore some medical symptoms 
or conditions that they might be suffering from 
and do not feel like going to the doctor for every 

small medical problem that they are facing. Hence, we 
felt that there is a need for a medical health advisor that 
would guide people about the diseases or medical 
conditions   that   they   might   be   suffering   from. This 
 
Author: Computer Science Department, Symbiosis Institute of 
Technology Bachelors of Engineering in Computer Science.               
e-mail: saumyanda@gmail.com 

medical health advisor is an intelligent learning and 
heuristics based system that predicts the diseases 
based on the symptoms that they enter. Based on this 
prediction the application would also suggest if they 
need to take medical advice from a doctor for their 
condition and if yes what kind of medical specialist do 
they need to visit. This application would also be useful 
for medical professionals and new medical students if 
they need to know about all the possible diseases that 
might be related to one particular symptom. Thus, 
particularly in the Indian context where medical advice is 
not readily available especially in rural areas, tie-ups 
could be done with local health centers and the state 
government in extending this application's reach. 
Medical ignorance could be life-threatening thus it is 
important to stay informed to stay safe. 

II. LITERATURE SURVEY 

Research phase is very crucial for the success 
of any project. The capabilities and strengths of a 
project depend on how strong the research is. We 
devoted 40% of our time towards research on various 
Natural Language Processing Algorithms, Sentiment 
Analysis Tools and various APIs.  

a) Method of Diagnosing Cerebral Infarction            
(US Patent No. 5590665 A) Developed by Kazuyuki 
Kanai. Publication Date: Jan 7, 1997  

Abstract- A  novel  method  of  diagnosing  
cerebral  infarction using a neural network, wherein 
plural sets of data previously obtained from healthy and 
sick persons, each including an age, measured values 
of coagulo-fibrinolytic molecular markers (e.g., D-dimer, 
TAT and PAP) , an index indicative of the state of 
cerebral infarction (e.g., 0 for healthy persons and 1 for 
sick persons) and the like, are repeatedly input into a 
neural network to let it learn the correlation of these 
characteristics and, thereafter, a set of data of a person 
to be diagnosed, including his age, measured values of 
the coagulo-fibrinolytic molecular markers and the like, 
are input in the neural network to obtain an index 
indicative of his state of cerebral infarction as a degree 
of dangerousness of cerebral infarction. This method is 
significantly higher inaccuracy as compared with the 
prior art methods using the same data.  

b) Artificial Neural Networks in Medical Diagnosis  
Abstract- An extensive amount of information is 

currently available to clinical specialists, ranging from 
details of clinical symptoms to various types of 
biochemical data and outputs of imaging devices. Each 

S 
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type of data provides information that must be evaluated 
and assigned to a particular pathology during the 
diagnostic process. To streamline the diagnostic 
process in daily routine and avoid misdiagnosis, artificial 
intelligence methods (especially computer aided 
diagnosis and artificial neural networks) can be 
employed. These adaptive learning algorithms can 
handle diverse types of medical data and integrate them 
into categorized outputs. In this paper, we briefly review 
and discuss the philosophy, capabilities, and limitations 
of artificial neural networks in medical diagnosis. 

c) A Data Mining Approach for Prediction of Heart 
Disease using Neural Networks  

Abstract- Heart disease diagnosis is a complex 
task which requires much experience and knowledge. 
Traditional way of predicting heart disease is doctor’s 
examination or number of medical tests such as ECG, 
Stress Test, and Heart MRI etc. Nowadays, health care 
industry contains huge amount of heath care data, 
which contains hidden information.  This hidden 
information is useful for making effective decisions. 
Computer based information along with advanced Data 
mining techniques are used for appropriate results. 
Neural network is widely used tool for predicting heart 
disease and other diseases in human beings. In this 
research paper, a Heart Disease Prediction system 
(HDPS) is developed using Neural network. The HDPS 
system predicts the likelihood of patient getting a Heart 
disease. For prediction, the system uses sex, blood 
pressure, cholesterol like 13 medical parameters. Here 
two more parameters are added i.e. obesity and 
smoking for better accuracy. From the results, it has 
been seen that neural network predict heart disease 
accurately. 

III. RESEARCH ELABORATION 

We have a unique approach to the classification 
algorithm for this project, i.e. we have developed our 
own classification algorithm for the dataset. This is 
because no standard algorithm such as Random 
Forests or Bayesian networks could be employed in this 
use case. Also, we intended to question the user 
dynamically, hence to find the order of questions was 
difficult using the standard algorithms. 

To classify the diseases based on the 
symptoms, we thought of implementing a rule-based 
algorithm, which is the basis of AI. The algorithm which 
we initially thought of implementing was Apriori 
Algorithm, which talks about generating the most 
frequent item set from a set of transactions and gives 
the support count of the items occurring in a said order. 
In essence, Apriori algorithm talks about rule based 
mining.  Upon implementing the same on the dataset, 
we couldn’t get accuracy more than 70%. Hence, we 
discarded the approach.  
 

Next, we thought of Longest Common 
Subsequence (LCS) approach to understand the 
patterns of the dataset and generate the dynamic 
questions according the most frequent longest 
subsequence. This approach was significantly better 
than Apriori Algorithm as it was giving an accuracy of 
85%. Upon testing with unknown data we found that this 
approach couldn’t yield the required results.  

We then thought of performing a frequency 
analysis of the entire data to understand the sparsity of 
the data and subsequently to generate the dynamic 
nature of questions based on the clusters and outliers of 
the data. The frequency analysis was done using a 
MultiValueMap, a class in the org.apache.commons. 
collections library. The MultiValueMap map stores the 
data set in the format such that one key can have 
multiple values mapped to it.  In this map the key is the 
frequency of the symptom and value array stores all the 
symptoms which have the frequency same as the key. 
Hence, we can say that the MultiValueMap does the 
clustering of the dataset upon feeding the entire dataset 
into it. The keyset of the MultiValueMap was sorted and 
used as the input of the Binary Search Tree (BST) which 
was made to understand the nature of the frequency 
distribution.  
Every node of the BST has the structure as follows:  
1. Frequency of the node: integer value    
2. Symptom list associated with said frequency  

                   ArrayList <String> data type 

A mirroring operation is performed on the BST 
data structure to exchange the left and right subtrees of 
each node. This is done to ensure that that the most 
frequent symptoms fall in the left subtree of the root 
node, hence making the traversal of the BST simple. We 
are implementing an in order traversal for the entire BST 
to get the symptoms in decreasing order of frequency 
with every traversal. At every traversal, we get the 
symptoms associated with the node which is then used 
by the dynamic questioning interface to intelligently ask 
questions to the user. Hence, our classification 
algorithm builds a decision tree from the dataset and 
intelligently asks relevant questions based the user 
interactions with the system. The output of the algorithm 
is all the possible set of diseases associated with the set 
of symptoms selected by the user on runtime. 
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Fig.1: Example of a decision tree 

 

Fig. 2: Entropy calculation for decision tree 

 
 

IV. RESULTS AND FINDINGS 

a) Sample Code 

 

This sample code uses the gem “Nokogiri” for 
the purpose of fetching the structure of a said webpage, 
which is passed as a parameter to the function 
body_systems_descriptions (url). The url is then parsed 
using the gem and the required element of the HTML 
page is selected using the xpath. Tree structure of the 
HTML node required is passed to the xpath and the 
processing of data is done to populate the dataset.  

© 2017   Global Journals Inc.  (US)
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b) Screenshots and Outputs 

 
Fig. 3: Symptoms and their frequencies 

 Fig.4: Raw data from data crawler
 

 Fig.
 
5:

 
Diseases and their associated symptoms

 

 
Fig.

 
6:

 
CLI

 
Application

 

 

 

Fig. 7: Gui application 

 

Fig. 8: Log in Page 

 

Fig. 9: Patient details page 
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Fig.10: Sample questions page 

 
Fig. 11:                                                                               Sample output page showing diseases detected 

V. CONCLUSION 

After extensive study about diseases and their 
symptoms, we have developed a preliminary health 
assessing tool for a common man to use. We aimed to 
tell the user about the possible diseases that the user 
may be suffering from depending on the symptoms.  

This application could be very useful for people 
who are uncertain about the diseases that they might 
have but do not have prompt access to medical 
services. At the same time, we do not intend to take the 
place of a general physician or OPD clinics; we just aim 
to guide the patient to the right type of medical 
assistance. While working on this project, we realized 
that the true Indian doesn’t really have the knowledge of 
what he/she may be having and are ignorant about the 
diseases that they may be suffering from. Hence, we 
feel that this project will be a big contribution in this area 
where people hesitate are ignorant about their health or 
those who don’t have access to medical services. 
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regarding the Standards of “Open Association of Research Society, U.S.A (OARS)” so 
that proper amendment can take place for the benefit of entire research community. 
We shall provide details of particular standard only on receipt of request from the 
Board.

The board members can also join us as Individual Fellow with 40% discount on total 
fees applicable to Individual Fellow. They will be entitled to avail all the benefits as 
declared. Please visit Individual Fellow-sub menu of GlobalJournals.org to have more 
relevant details.
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time. This may be utilized in your library for the enrichment of knowledge of your students as well as it 
can also be helpful for the concerned faculty members.

After nomination of your institution as “Institutional Fellow” and constantly 
functioning successfully for one year, we can consider giving recognition to your 
institute to function as Regional/Zonal office on our behalf.
The board can also take up the additional allied activities for betterment after our 
consultation.

The following entitlements are applicable to individual Fellows:

Open Association of Research Society, U.S.A (OARS) By-laws states that an individual 
Fellow may use the designations as applicable, or the corresponding initials. The 
Credentials of individual Fellow and Associate designations signify that the individual 
has gained knowledge of the fundamental concepts. One is magnanimous and 
proficient in an expertise course covering the professional code of conduct, and 
follows recognized standards of practice.

Open Association of Research Society (US)/ Global Journals Incorporation (USA), as 
described in Corporate Statements, are educational, research publishing and 
professional membership organizations. Achieving our individual Fellow or Associate 
status is based mainly on meeting stated educational research requirements.

Disbursement of 40% Royalty earned through Global Journals : Researcher = 50%, Peer 
Reviewer = 37.50%, Institution = 12.50% E.g. Out of 40%, the 20% benefit should be 
passed on to researcher, 15 % benefit towards remuneration should be given to a 
reviewer and remaining 5% is to be retained by the institution.

We shall provide print version of 12 issues of any three journals [as per your requirement] out of our 
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Other:

The individual Fellow and Associate designations accredited by Open Association of Research 
Society (US) credentials signify guarantees following achievements:

 The professional accredited with Fellow honor, is entitled to various benefits viz. name, fame, 
honor, regular flow of income, secured bright future, social status etc.
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 In addition to above, if one is single author, then entitled to 40% discount on publishing 
research paper and can get 10%discount if one is co-author or main author among group of 
authors.

 The Fellow can organize symposium/seminar/conference on behalf of Global Journals 
Incorporation (USA) and he/she can also attend the same organized by other institutes on 
behalf of Global Journals.

 The Fellow can become member of Editorial Board Member after completing 3yrs.
 The Fellow can earn 60% of sales proceeds from the sale of reference/review 

books/literature/publishing of research paper.
 Fellow can also join as paid peer reviewer and earn 15% remuneration of author charges and 

can also get an opportunity to join as member of the Editorial Board of Global Journals 
Incorporation (USA)

 • This individual has learned the basic methods of applying those concepts and techniques to 
common challenging situations. This individual has further demonstrated an in–depth 
understanding of the application of suitable techniques to a particular area of research 
practice.

 In future, if the board feels the necessity to change any board member, the same can be done with 
the consent of the chairperson along with anyone board member without our approval.

 In case, the chairperson needs to be replaced then consent of 2/3rd board members are required 
and they are also required to jointly pass the resolution copy of which should be sent to us. In such 
case, it will be compulsory to obtain our approval before replacement.

 In case of “Difference of Opinion [if any]” among the Board members, our decision will be final and 
binding to everyone.                                                                                                                                             
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Process of submission of Research Paper     

  

The Area or field of specialization may or may not be of any category as mentioned in 
‘Scope of Journal’ menu of the GlobalJournals.org website. There are 37 Research 
Journal categorized with Six parental Journals GJCST, GJMR, GJRE, GJMBR, GJSFR, 
GJHSS. For Authors should prefer the mentioned categories. There are three widely 
used systems UDC, DDC and LCC. The details are available as ‘Knowledge Abstract’ at 
Home page. The major advantage of this coding is that, the research work will be 
exposed to and shared with all over the world as we are being abstracted and indexed 
worldwide.  

The paper should be in proper format. The format can be downloaded from first page of 
‘Author Guideline’ Menu. The Author is expected to follow the general rules as 
mentioned in this menu. The paper should be written in MS-Word Format 
(*.DOC,*.DOCX). 

 The Author can submit the paper either online or offline. The authors should prefer 
online submission.Online Submission: There are three ways to submit your paper: 

(A) (I) First, register yourself using top right corner of Home page then Login. If you 
are already registered, then login using your username and password. 

      (II) Choose corresponding Journal. 

      (III) Click ‘Submit Manuscript’.  Fill required information and Upload the paper. 

(B) If you are using Internet Explorer, then Direct Submission through Homepage is 
also available. 

(C) If these two are not convenient, and then email the paper directly to 
dean@globaljournals.org.  

Offline Submission: Author can send the typed form of paper by Post. However, online 
submission should be preferred.                    
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Preferred Author Guidelines    

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
Paper Title should be of Font Size 24 with one Column section. 
Author Name in Font Size of 11 with one column as of Title. 
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
Main Text: Font size 10 with justified two columns section 
Two Column with Equal Column with of 3.38 and Gaping of .2 
First Character must be three lines Drop capped. 
Paragraph before Spacing of 1 pt and After of 0 pt. 
Line Spacing of 1 pt 
Large Images must be in One Column 
Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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