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A Comparative Study of Image Retrieval 
Algorithms for Enhancing a Content-           

based Image Retrieval System 
Elsaeed E. AbdElrazek 

Abstract- Content Based image retrieval (CBIR) is in retrieve 
digital images by the actual content in the image .The content 
are the features of the image such as color, shape, texture and 
other information about the image including some statistic 
measures of the image. In this paper Content Based Image 
Retrieval algorithms are discussed. The comparative study of 
these algorithms is done. This article covers various 
techniques for implementing Content Based Image Retrieval 
algorithms and Some Open Source examples of Content-
based Image Retrieval Search Engines. 
Keywords: image retrieval algorithms, content-based 
image retrieval system, feature detection algorithms. 

I. Introduction 

ith the explosive growth of the Internet, Web 
Search technology marked by keywords has 
acquired a great success in the tremendous 

information retrieval. As the network develops into the 
Web2.0 era, people no longer satisfy with merely the 
text-search, also want to be able to find more images 
from the sample image. In the future, image search 
engine will become the main tool of the user to retrieve 
images in the network [1]. 

The image content is more complexity than the 
text content to search kinds of information; images can 
only be expressed through their own content features. 
Therefore, image retrieval to be implemented is much 
more difficult than text retrieval. 

On the other hand, people have developed 
many convenient development toolkits, which are 
capable of establishing image feature database. That 
makes it possible that the image search technology 
becomes more and more mature. As the same time, the 
efficiency of retrieving image becomes better than that 
of the past [2]. 

With the growth of the Internet, and the 
availability of image capturing devices such as digital 
cameras and image scanners, image databases are 
becoming larger and more widespread, and there is a 
growing need for effective and efficient image retrieval 
systems.   There are two approaches for image retrieval: 
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text-based and content-based. The text-based 
approach can be tracked back to 1970s [3]. In such 
systems, the images are manually annotated by text 
descriptors, which are then used by a database 
management system to perform image retrieval. There 
are two disadvantages with this approach, the first is 
that a considerable level of human effort is required for 
manual annotation. The second is the annotation 
inaccuracy due to the subjectivity of human perception. 
To overcome the above disadvantages in text-based 
retrieval system, content-based image retrieval (CBIR) 
was introduced in the early 1980s. 

In CBIR, the image visual content is a matrix of 
pixel values which are summarized by low-level features 
such as color, texture, shapes. We describe a CBIR 
methodology for the retrieval of images, whereas for 
humans the content of an image refers to what is seen 
on the image, e.g." a forest, a house, a lake ". One of the 
research issues in content-based image retrieval is to 
reduce this semantic gap between the image 
understanding of humans and the image understanding 
of the computer, Humans tend to use high-level features 
(concepts), such as keywords, text descriptors, to 
interpret images and measure their similarity. While the 
features are automatically extracted using computer 
vision techniques are mostly low-level features (color, 
texture, shape, spatial layout, etc.). In general, there is 
no direct link between the high-level concepts and the 
low-level features. 

Digital image databases and image processing 
techniques have developed significantly over the last 
few years. Today, a growing number of digital image 
databases are available, and are providing usable and 
effective access to image collections. In order to access 
these resources, users need reliable tools to access 
images. The tool that enables users to find and locate 
images is an image search engine 

Search engines that use Text-Based Image 
Retrieval (TBIR) are Google, Yahoo. TBIR is based on 
the assumption that the surrounding text describes the 
image. The technique relies on text surrounding the 
image such as filenames, captions and the "alt"-tag in 
HTML and paragraphs close to the image with possible 
relevant text. The other approach uses image annotation 
of the images and is often a manual task. Annotation of 
images lets the provider annotate the image with the text 
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(metadata) that is considered relevant. Most text based 
image retrieval systems provide a text input interface 
that users can type keywords as a query. The query is 
then processed and matched against the image 
annotation, and a list of candidate images are returned 
to the users. The Drawbacks of TBIR as follows: 
1. In TBIR, humans are required to personally describe 

every image in the database, so for a large image 
database the technique require too much effort and 
time for manual image annotation. 

2. TBIR techniques based on the comparison of the 
exact string matching. If the query string is 
misspelled there are no results returned. 

3. The manual text annotation is valid only for the 
language used for the Purpose of annotation. Other 
people that do not have a background in the used 
language(s) are not able to use the text-based 
retrieval systems  

4. Description of the image content is subjective to 
human perception; different people may end up with 
different descriptions for the content of the image in 
hand. TBIR is non-standardized because different 
users use different keywords for annotation [4]. 

5. The queries are mainly conducted on the text 
information and consequently the performance 
heavily depends on the degree of matching 
between the images and their text description. 

6. The use of synonyms would result in missed results 
that would otherwise be returned. 

In order to overcome the drawbacks of text 
based image retrieval system outlined above, and to 
assist users in finding desired images from the expected 
tens of millions of images, the Content-based image 
retrieval (CBIR) techniques can be designed to meet   
this aim.  

The current research will focus on   Comparison 
of Image Retrieval Algorithms within Image search 
engines, to identify searchable image features, to 
compare them based on their features, and to analyze 
the possible impact of these features on retrieval for 
enhancing a content-based image retrieval system 

Most search engines rely on weak algorithms 
such as Color Histogram and Texture, which affects 
search results and images that do not match the query 
image. So the current research is trying  to review these 
algorithms as an attempt to integrate them to achieve 
the quality of the search results. 

II. The Research Problem Can be 
Couched in the Following 

Questions 

         
        

    
       

        
 

III. Objectine 

This search introduces a Comparison of Image 
Retrieval Algorithms within image search engines on the 
World Wide Web based on image recognition 
techniques. The main objectives are summarized in the 
following aspects: 
 Highlight image retrieval algorithms which collect 

images from the World Web according to its low 
level features (color, texture and shape). 

 Forming a scalable and adaptive CBIR framework 
for World Wide Web (www) users and search 
engines platforms 2).  

 Enable the user to search for the images which are 
similar to his/her query in the contents and returns a 
set of images that similar to the user's query. 

 Improving the overall performance of feature 
extracting processing. 

 To acquire reliable and accurate results to validate 
the approach. 

 Improving the overall timing of user's query. 

IV. Image Retrival 

Search for an image from a collection of images 
was commonly done through the description of the 
image. As the number of image collections and the size 
of each collection grow dramatically in recent years, 
there is also a growing needs for searching for images 
based on the information that can be extracted from the 
image themselves rather than their text description. 
Content Based image retrieval (CBIR) IS an approach 
for meeting this need .CBIR is in retrieve digital images 
by the actual content in the image The content are the 
features of the image such as color, shape, texture and  
other information about the image including some 
statistic measures of the image.  

Image retrieval techniques integrate both low 
level Visual features addressing the more detailed 
perceptual aspects and high level semantic features 
underlying the more general conceptual aspects of 
visual data. 

Image retrieval can be categorized into the 
following types: 

 Exact Matching Retrieves: the items that are 
perfectly matched with the user request which seeks 
to discover essential commonality of features of two 
entities being matched 

 Low Level Similarity-Based Searching: Low Level 
visual features such as color shape. Texture e.g. to 
represent image content directory 

 Search –by-example is a common practice where 
by an image is supplied and the system returns 
images that have features  similar to those of the 
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• What are the current technologies for image

recognition and retrieval on the web?
• What Image's low level feature algorithms?
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Algorithms?



supplied image. The similarity of images is 
determined by the values or similarity measures that 
are specifically defined for each feature according 
to their physical meaning 

 High Level Semantic-Based Searching: The notion of 
similarity is not based simple feature matching and 
usually from extended user interaction with the 
system. At a higher semantic level that is better 
attuned to matching information needs. Such 
indexing techniques produce descriptions using a 
fixed vocabulary or so-called high-level features also 
referred to as semantic concepts. 

The image retrieval systems based on the most 
commonly used image features following: 

 The Color: it does not find the images whose colors 
are exactly matched. But images with similar pixel 
color information. This approach has been proven 
to be very successful in retrieving images since 
concepts of the color-based similarity measure is 
simple. And the convention algorithms are very easy 
to implement. Besides, this feature can resist noise 
and rotation variants in images. However, this 
feature can only used to take the global 
characteristics into account rather than the local one 
in an image. Such as the color difference between 
neighboring objects in an image. it is often fails to 
retrieve the images that are taken from the same 
scene in which the query example is also taken from 
under different time or conditions [5] 

 The Shape: Natural objects are primarily recognized 
by their shape. A number of features characteristic 
of object shape are computed for every object 
identified within each stored image. Generally, 
Shape representations can be divided into two 
categories, boundary – based and region-based. 
The former uses only the outer boundary of the 
shape while the latter uses the entire shape      
region [4] 

 A shape-based image retrieval stein accepts as 
input an image provided by the user and outputs a 
set of (possibly ranked) images of the system's 
database, each of which should contain shapes 
similar to the query, There are two main types of 
possible queries: queries by example and quay by 
sketch. In shape-based retrieval no isolated objects 
are difficult to deal with because they need to be 
localized in the image before in order to be 
compared with the query. shape localization is a 
non-trivial problem, since it involves high level scene 
segmentation capabilities how to separate 
interesting objects from the background is still an 
open and difficult research problem in computer 
vision .the second problem is the necessity to deal 
with inexact matching between a stylized sketch and 
a real. Possibly detailed, shape contained in the 

image, will be need to take into account possible 
differences between the two shapes when 
compared between of them [6] 

 The Texture: texture is an important characteristic in 
many types of images. Despite its importance a 
formal definition of texture does not exist. When an 
image has wide variation of tonal primitives, the 
dominant property of that image is Texture. Texture 
is the spatial relationship exhibited by grey levels in 
a digital image.  Textural measures are measures 
capture that spatial relationship among pixels, 
spatial measures, which refer to measures mostly 
derived from spatial statistics, have been used 
largely in geospatial applications for characterizing 
and quantifying spatial patterns and processes [7] 

The method of texture analysis is divided into 
two approaches: statistical and structural. For biological 
section images, the statistical approach is appropriate 
because the image is normally not periodical like a 
crystal. In the statistical approach, there are various 
ways to measure the features of the texture. Tested the 
discriminating power of various tools: spatial gray –level 
dependence method (SGLDM), gray –level difference 
method (GLDM), gray-level nun length method(GLNLM), 
power spectrum method(PSM),Gray level co-occurrence 
matrix(GLCM),Intensity histogram features and GLCM 
features are extracted in our proposed method.   

A useful approach to texture analysis is based 
on the intensity histogram of all or part of an image. 
Common histogram features include: moments, entropy 
dispersion, mean (an estimate of the average intensity 
level), variance (the second moment is a measure of the 
dispersion of the region intensity), mean square value or 
average energy, skewness (the third moment which 
gives an indication of the histograms symmetry) and 
kurtosis (cluster prominence).  

One of the simplest ways to extract statistical 
features in an image is to use the first-order probability 
distribution of the amplitude of the quantized image may 
be defined as: 

P (b) =PR {F (j,k)=r
b

}
 

Where rb denotes the quantized amplitude level 
for 0, b, L-1. The first order histogram estimate of p (b) is 
simply. 

P (b) = N (b) 
             M 

Where M represents the total number of pixels 
in a neighborhood window of specified size centered 
about (j, k), b is a gray level in an image, and N (b) is the 
number of pixel of amplitude rb in the same window. 

V. Content-based Image Retrival (cbir) 

CBIR is mainly based on the visual content of 
images such as color, Texture and shape information. 

© 2017   Global Journals Inc.  (US)
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Several techniques have been proposed to extract 
content characteristics from visual data automatically for 
retrieval proposed. CBIR applications became a part of 
a practical life and used in several commercial, 
governmental archives, and academic institutes such as 
libraries. CBIR is alternative to the text-based image 
retrieval and becomes the current research area of 
image retrieval [8,9]. In CBIR systems, the image 
content is represented by a vector of image features 
instead of a set of keyword. The image is retrieved 
according to the degree of similarity between features of 
images. 

 

Figure 1: Content-based Image Retrieval System 

The main components of CBIR system are as 
follows [10]: 
1. Graphical User Interface which enable the user to 

select the query which can be in one of the following 
forms: 

2. An image example: content based image retrieval 
systems allow the user to specify an image as an 
example and search for the images that are most 
similar to it, presented in decreasing order of 
similarity score. 

3. Query/search engine: it is a collection of algorithms 
responsible for searching the database for images 
that is similar to the user's query. 

4. Image Database: it is repository of images. 
5. Feature extraction: it is the process of extracting the 

visual features (color, shape and texture) from the 
images. 

6. Feature Database: it is repository for image 
features. 

VI. Feature Detection Algorithsm 

Feature detection algorithms consist of two 
basic categories [11]:  

a) Feature-based algorithms such as color histogram 

and shape or edge detector.  
b) Texture-based algorithms such as Scale Invariant 

Feature Transform (SIFT), Speed-Up Robust 

Feature (SURF) and Principal Component Analysis-
SIFT (PCA-SIFT). 

a) Color Histogram as Feature-based Algorithm 
These algorithms rely on extract a signature for 

every image based on its pixel values, and to define a 
rule for comparing images. However, only the color 
signature is used as a signature to retrieve images. 
Existing color based general-purpose image retrieval 
systems roughly fall into three categories depending on 
the signature extraction approach used: histogram, 
color layout, and region-based search. And histogram-
based search methods are investigated in two different 
color spaces. A color space is defined as a model for 
representing color in terms of intensity values. Typically, 
a color space defines a one-to four-dimensional space. 
Three-dimensional color spaces such, RGB (Red, 
Green, and Blue) and HSV (Hue, Saturation and Value), 
are investigated [12]. 

 
Figure 2: Show the flow chart of image retrieval using 

color histogram [3] 

The drawback of a global histogram 
representation is that information about object location, 
shape, and texture is discarded. Color Histogram 
variants with rotation, scale, illumination variation and 
image noise with no sense of human perception. So, 
new algorithms are presented to overcome this    
limitation [4].  

b) Features from Accelerated Segment Test (FAST) 
Algorithm 

The beginnings of feature detection can be 
tracked with the work of Harris and Stephen and the 
later called Harris Corner Detector which aims to 
introduce a novel method for the detection and 
extraction of feature-points or corners. 

The Harris corner detector is a popular interest 
point detector due to its strong invariance to: rotation, 
scale and image noise by the auto-correlation function. 
Harris was successful in detecting robust features in any 
given image meeting basic requirements that satisfied 
the first two criterions above [13]. But since it was only 
detecting corners, his work suffered from a lack of 
connectivity of feature-points which represented a major 
limitation for obtaining major level descriptors  (such as 
surfaces and objects) and limitation in speed. 
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The main contribution of FAST was summarized 
as: "A new algorithm which overcame some limitations 
of currently used corner detectors"[14]. 

With FAST, the detection of corners was 
prioritized over edges as they claimed that corners are 
one of the most intuitive types of features that show a 
strong two dimensional intensity change, and are 
therefore well distinguished from the neighboring points 
Also, FAST modified the Harris detector so as to 
decrease the computational time[8]. 

c) Scale Invariant Feature Transform (SIFT) Algorithm 
SIFT was developed by David Lowe in 2004 Aim 

to presents a method for detecting distinctive invariant 
features from images that can be later used to perform 
reliable matching between different views of an object or 
scene. Two key concepts are used in this definition: 
distinctive invariant features and reliable matching [9]. 
SIFT is broken down into four major computational 
stages [11]: 

        
     

      
    

      

       
         

        
    

    
      

     
        

    
     

     
        

         
     

       
     

The main contribution of SIFT was summarized 
as: "A new texture algorithm which invariant feature 
transforms and overcome some limitations of currently 
used corner detectors". In SIFT algorithm, "there is no 
need to analysis the whole image" but you can use only 
interested key points to describe image. Unfortunately, 
the drawback of algorithm is that SIFT consider as the 
slowest texture-based algorithm, complex in 
computations and consume resources [15].

 

PCA is a standard technique for dimensionality 
reduction and has been applied to a broad class of 
computer vision problems, including feature selection, 
object recognition. While PCA suffers from a number of 
shortcomings, such as its implicit assumption of 

Gaussian distributions and its restriction to orthogonal 
linear combinations, it remains popular due to its 
simplicity. The idea of applying PCA to image patches is 
not novel. Our contribution lies in rigorously 
demonstrating that PCA is well-suited to representing 
keypoint patches (once they have been transformed into 
a canonical scale, position and orientation), and that this 
representation significantly improves SIFT’s matching 
performance. Research showed that PCA-SIFT was both 
significantly more accurate and much faster than the 
standard SIFT local descriptor. However, these results 
are somewhat surprising since the latter was carefully 
designed while PCA-SIFT is a somewhat obvious idea. 
We now take a closer look at the algorithm. 

d) Principal Component Analysis - Scale Invariant 
Feature Transform (PCA-SIFT Algorithm)  

Our algorithm for local descriptors (termed 
PCA-SIFT) accepts the same input as the standard SIFT 
descriptor: the sub-pixel location, scale, and dominant 
orientations of the key-point. We extract a 41×41 patch 
at the given scale, centered over the key-point, and 
rotated to align its dominant orientation. PCA-SIFT can 
be summarized in the following steps: pre-compute an 
eigenspace to express the gradient images of local 
patches; given a patch, compute its local image 
gradient; project the gradient image vector using the 
eigenspace to derive a compact feature vector. The 
feature vector is significantly smaller than the standard 
SIFT feature vector, and it can be used with the same 
matching algorithms. The Euclidean distance between 
two feature vectors is used to determine whether the two 
vectors correspond to the same key-point in different 
images [16]. 

 
 

  
   

 
   

 
Figure 2: A comparison between SIFT and PCA-SIFT 
(n=20) on some challenging real-world images taken 
from different viewpoints. (A) is a photo of a cluttered 
coffee table; (B) is a wall covered in Graffiti from the 
INRIA Graffiti dataset. The top ten matches are shown 
for each algorithm: solid white lines denote correct 
matches while dotted black lines show incorrect ones. 
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a. Scale-space extreme detection: The first stage of
computation searches over all scales and image
locations. It is implemented efficiently by using a
difference-of-Gaussian function to identify potential
interest points that are invariant to scale and
orientation.

b. Key-point localization: This stage attempts to
eliminate more points from the list of key-points by
finding those that have low contrast or are poorly
localized on an edge.

c. Orientation assignment: One or more orientations
are assigned to each key-point location based on
local image gradient directions. All future operations
are performed on image data that has been
transformed relative to the assigned orientation,
scale, and location for each feature, thereby
providing invariance to these transformations.

d. Key-point descriptor: The local image gradients are
measured at the selected scale in the region around
each key-point. These are transformed into a
representation that allows for significant levels of
local shape distortion and change in illumination.

(A1) PCA-SIFT (A2) SIFT (B1) SIFT (B2) PCA-
SIFT

9/10 correct 4/10 correct 6/10 correct 10/10 correct



Query 
keypoint 

  

Rank 1 2 3 

SIFT 

   
SIFT 

Distance 
158 245 256 

PCA-SIFT 
Distance 

8087 8551 4438 

PCA-SIFT 

   
SIFT 

Distance 
256 399 158 

PCA-SIFT 
Distance 

4438 7011 8087 

Figure 3: A closer look at matching results for a 
particular key point (zoomed in view of a region from 
Figure 2.3). The top three matches for this key point for 
SIFT and PCA-SIFT (n=20) are shown. The correct 
match is third on the list for the standard representation, 
while it is the top match for PCA-SIFT. The two 
algorithms use different feature spaces so a direct 
comparison of the distance values is not meaningful. 

According to PCA-SIFT testing, fewer 
components requires less storage and will be resulting 
to a faster matching than SIFT, they choose the 
dimensionality of the feature space , n=20, which 
results to significant space benefits. But, PCA suffers 
from a number of shortcomings, 

Such as its implicit assumption of Gaussian 
distributions, less accuracy, less reliable and its 
restriction to orthogonal linear combinations, it was 
proved to be less distinctive than SIFT. 

The parameters which are used for the 
experimental evaluation of the results by the above 
stated algorithms are accuracy, precision and recall [17] 

where: 

Accuracy =                              T 
Relevant images retrieved in top T returns  

Precision =   total number of retrieved images  
number of retrieved relevant images  

 

Recall  = total number of relevant images in the database  
number of retrieved relevant images  

 
T: total number of  all relevant images in the 

database  
 

VII. A Comparison of Image Retrieval 
Algorithms 

The following table provides the comparison of 
various Image Retrieval algorithms: 

Table 1: The comparison of various Image Retrieval 
algorithms 

 

VIII. Some Open Source of Content-
based Image Retrival Search 

Engines 

a) AltaVista Photo Finder Search Engine  
Features Similarity is based on visual 

characteristics such as dominant colors only. No details 
are given about the exact features. First, the user type 
keywords to search for images tagged with these words. 
If a retrieved image is shown with a link "similar", the link 
gives images that are visually similar to the selected 
image. Similarity is based on visual characteristics such 
as dominant colors. The user cannot set the relative 
weights of these features, but judging from the results, 
color is the predominant feature. 

b) Anaktisi Photo Finder Search Engine  
In this website a new set of feature descriptors 

is presented in a retrieval system. These descriptors 
have not been designed with particular attention to their 
size and storage requirements. These descriptors 
incorporate color information into one histogram while 
keeping their sizes between 23000 and 740000 bytes 
per image. 
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High retrieval scores in content-based image 
retrieval systems can be attained by adopting relevance 
feedback mechanisms. These mechanisms require the 
user to grade the quality of the query results by marking 
the retrieved images as being either relevant or not. 
Then, the search engine uses this grading information in 
subsequent queries to better satisfy users' needs. It is 
noted that while relevance feedback mechanisms were 
first introduced in the information retrieval field, they 
currently receive considerable attention in the CBIR field. 

The vast majority of relevance feedback 
techniques proposed in the literature is based on 
modifying the values of the search parameters so that 
they better represent the concept the user has in mind. 
But, the semantic gap between the user query and the 
result isn't maintained yet. 

There is no ranking algorithm for more usability 
and reliability Figure 2.7 shows the result of bus query 
image of Anaktisi Photo Finder search engine. 

 

Figure 4:
 
Screenshot about Results of Bus Query Image 

of Anaktisi Photo Finder Search Engine
 

c)
 

Akiwi Photo Finder Search Engine 
 

In this web-site a new set of feature descriptors 
is presented in a retrieval System. These descriptors 
have been designed with particular attention to their size 
and storage requirements, keeping them as small as 
possible without compromising their discriminating 
ability. These descriptors incorporate color and texture 
information into one histogram while keeping their sizes 
between 22 and 70 kilobytes per image. There are no 
High retrieval techniques and the semantic gap between 
human perception and the machine perception is very 
high. Figure 2.8 shows the result for logo of University 
Damietta query image of Akiwi Photo Finder search 
engine.

 

 

Figure 5: Screenshot about Results for logo of University 
Damietta Query Image of Akiwi Photo Finder         

search engine 

d) Google Search Engine  
In this web-site, there is no description about 

what exactly feature extraction algorithm used. But 
during analysis and testing of Google search (as shown 
in figure 2.9), we observe that the result of rose query 
image returns the exactly image and other images not 
related to the query. 

We considered that returned images by color 
feature. For semantic technique, Google used ontology 
tagging for retrieval process. Consequently, ranking 
method is page rank method as alternative of relevance 
feedback to optimize usability. 

 

 

Figure 6: Screenshot about Results of Rose Query 
Image of Google Search Engine 

IX. Conclusion and Future Scope 

In this paper, compared to content-based 
image retrieval algorithms used in the most famous 
image search engines, the set of algorithms used and 
their results are discussed in detail. From the results of 

© 2017   Global Journals Inc.  (US)
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the different methods discussed, it can be concluded 
that to improve algorithm retrieval performance must 
integrate these algorithms to increase the values of 
standard evaluation criteria such as accuracy, 
proportion of convergence or accuracy to obtain the 
higher values of the standard evaluation parameters 
used to evaluate a large algorithm to demand better 
results for retrieval performance. 

The horizon is still wide for future studies to 
work on increasing the accuracy and speed of 
searching the web. Following points show open issues 
that need to be addressed: 
 Increase the accuracy of search results by 

combining of Image Retrieval Algorithms 
 Increase the accuracy of the search results in the 

retrieval of images 
 Increase the speed (Response time) in image 

retrieval 
 The development of search engines with high 

accuracy in retrieving information based on the 
integration of several algorithms of image retrieval.  
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Alpha Trimmed Mean based JPEG 
Compression for an Objective Image Quality 

Enhancement of Noisy and Noise Less Images 
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Vanitha Kakollu α G. Narasimha σ & P. Chandrasekhar Reddy ρ

Abstract- We can see that over the past few years, the number 
of people using the internet and the amount of information 
transmitted over the internet has grown to such a wide range. 
One of the best ways to reduce the image size is via image 
compression. In the compression of the still image, JPEG is 
better when it comes to bandwidth conservation. In this paper, 
we discussed an innovative JPEG compression algorithm with 
alpha-trimmed means based clustering. The proposed 
algorithm is expected to produce better results regarding 
MSE, PSNR and the number of bits transmitted when 
compared to the standard algorithms. The proposed JPEG 
algorithm enhances the speed and reduces the number of 
encoded bits, thereby reducing the amount of memory 
required. The reassembled image after decompression is as 
similar as the input image.
Keywords: image compression, clustering, PSNR, MSE, 
AD, SC.

I. Introduction

he encoder generates a set of symbols when a 
two- dimensional image f(x, y) is given as an input. 
Then transmit this through a channel and the 

encoded image is now sent to the decoder. The 
decoder generates a reconstructed image f’(x, y). The 
output f’(x, y) is an accurate imitation of f(x, y) in lossless 
compression. Else it means that there is some 
misconception present in the re-enacted image [1].

The JPEG (Joint Photographic Experts Group), 
the committee that shaped the JPEG standard, is an 
identifiable lossy compression proposal. Not just using 
less memory, but also the data in the regenerated image 
in a JPEG compression appears very much identical. 
Though the quality is reduced with JPEG compression, 
the image will look nearly as similar as the original
image.

The JPEG Algorithm wipes out high-frequency 
components that the human eye can’t identify.

a) JPEG Algorithm
When compared to straight better, it involves 

the following steps. 
1. The acquired image can be divided it into 8- pixel by 

8-pixel blocks. If the image size is not precisely 
multiplied by 8, then add zeros in empty pixels 
around the edges.

2. For each 8-by-8 block, get image data such that 
you have values to represent the color at each pixel.

3. 8-by-8 blocks can be obtained from the Discrete 
Cosine Transform (DCT).

4. To make some values as zero from the DCT matrix, 
the DCT of each 8X8 block should be multiplied by 
a normalized mask.

5. Normalization abandons most of the high- 
frequency components. Next, the assortment of 
significant 2-D normalized DCT Coefficients by 
traversing in a ZIGZAG fashion and categorizing 
them in a 1-D array. In the 1-D array, the two types 
of DCT coefficients the first one is termed as direct 
current (DC) element, while other coefficients are 
called alternating current (AC) elements. Variable 
length Huffman coding is used to code AC 
components.

6. The reverse operation of compression is 
decompression. First calculate the normalized DCT 
values by decoding the compressed bit stream by 
Huffman code. Then organize all the DCT values in 
the 2-D array in a ZIGZAG fashion. We can obtain 
the decoded DCT values by multiplying them with 
normalized coefficients. Now an IDCT  is executed 
on the denormalized DCT array. The decoding 
process engenders ensuing image block will not be 
identical to respective original image block used 
during encoding[1].

If in 8x8 blocks include a lot of dissimilarity in 
pixel values then the number of constructive DCT
coefficients will grow to be more. Otherwise only first few 
DCT coefficients will be more noteworthy while others 
are zeros. On the application of filters, as a result the 
image gets smoothened the distinction of the pixel 
values of a block abridged [1].

II. Intended Innovative JPEG 
Compression Algorithms

If in 8x8 blocks include lot of distinction in pixel 
values then the number of constructive DCT coefficients 
will grow to be more. Otherwise only first few DCT 
coefficients will be more noteworthy while others are 
zeros. On the application of filters the image gets 
smoothened as a result the distinction of the pixel values 
of a block abridged.

T 
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There are two different ways to implement the 
JPEG Algorithm. 
1) Earlier than segregating the image into 8X8 blocks 

the images tainted with Poisson, Speckle, Salt & 
Pepper noise and Gaussian noise is convoluted 
with Alpha trimmed Mean filter. 

2) Before the application of normalized matrix, the 
image is convoluted with the Alpha trimmed Mean 
filter. 

This paper examines the comparison between 
the proposed approaches with the standard JPEG 
compression. The planned methods illustrate enhanced 

results compared to the JPEG in terms encoded bits. 
This paper implements the proposed algorithms by 
using MATLAB tools and the images are extracted from 
SIPI image database. 
Algorithm1: Alpha trimmed Mean Based JPEG algorithm 
on noisy images. 

  

 
 

  

 

 
 

Fig.1: Structure of Planned JPEG algorithms on images corrupted with various types of noise. 

  
Algorithm 2: Alpha trimmed Mean based JPEG 
Algorithm on regular images. 

Step1: Read the image. 
 
 

Step 2: Apply the smoothening operator Alpha trimmed 
Mean. 
Step 3: Standard Jpeg Compression [7, 8, 9]. 

 

 
 

Fig. 2: Structure of Planned JPEG algorithms on images corrupted with various types of noise. 

III. Implementation of Planned JPEG 
Algorithms 

In this paper Alpha trimmed mean based JPEG 
compression is executed on images of different sizes. 
Contemplation of results entrusts that the lately 
expected compression techniques are enormously a 
prominent alternate since they are proved to be better 

regarding image quality metrics like PSNR, MSE, AD, 
SC, Compression ratio.

 

N1 is the extent of information hauling units 
required to imply uncompressed dataset and N2 is the 
number of entities in the encoded dataset. The units for 
N1 and N2 are same.

 

CR = N1/N2
 

 

Input Image Alpha Trimmed 

 

JPEG Compression
 

Output Image 

Gaussian Noise
 

Speckle Noise  

Input Image 
Alpha Trimmed  

Mean  

JPEG  Compression
 

Output Image  

Poisson Noise  

Salt & pepper  
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Step1: Read the image.
Step 2: Apply speckle/Poisson/ Gaussian/ Salt & Pepper 
Noise.
Step 3: Apply Alpha trimmed Mean. 
Step 4: Standard Jpeg Compression [8, 9].



The reconstructed image is identical to the 
original image with lossless compression algorithms as 
they not only swab out redundancy but also eradicates 
the redundancy present in the data they even guard all 
the information that is present in the input image. 

Higher compression is achieved in lossy 
compression algorithms as the output image and the 
input image will not be similar. We can either use 
subjective fidelity criteria or objective fidelity criteria for 
comparing the original and reprocessed image. An 
example for objective fidelity criteria is Root mean 
square (RMS) error. 

Measurement of the image quality is an 
imperative implication in image processing. In many of 
the image processing applications, estimation is a 
compulsion for the excellence of the image. The 
judgment of the quality of an image by the human is not 
sufficient. Therefore some more metrics like PSNR (Peak 
Signal to Noise Ratio) and MSE (Mean Square Error) are 
needed. PSNR is one of the specialized image quality 
metric. The differences between the restructured image 
and the input image will be small when the PSNR value 
is high. 

This paper spot the comparison between the 
proposed Alpha trimmed Mean based approaches with 
the standard JPEG compression. The premeditated 
approaches exemplify improved results contrasted to 
the JPEG. Out of these proposed JPEG compressions 
the Alpha Trimmed Mean filter on images corrupted with 
on Poisson noise in algorithm1, Alpha trimmed Mean on 
images encodes the images with a fewer number of bits, 
as a result the images will be transmitted with high 
speed. The decisive insinuation in image processing is 
the amount of image quality. Evaluation and assessing 
are obligatory for image quality in many image 
processing implementations. The refinement of human 
to boost the image quality is not adequate. So we 
necessitate some additional image quality metrics like 
Mean Square Error (MSE), Peak Signal to Noise Ratio 
(PSNR).  

The number of encoded bits required to 
characterize the compressed image is minimized with 
the Alpha trimmed Mean. The corrupted images with 
Poisson noise in the proposed algorithm resulted a high 
compression ratio compared to the standard JPEG 
compression technique. 

IV. Results 

This paper presents the evaluation between the 
proposed Alpha trimmed mean based JPEG 
approaches with the standard JPEG compression. The 
wished-for approaches typify improved results 
compared to the JPEG. This paper makes use of 
MATLAB tools to access the proposed algorithm and 
the images are from SIPI image database. 
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Alpha Trimmed Mean based JPEG Compression for an Objective Image Quality Enhancement of Noisy and 
Noise Less Images

Table 1: Alpha Trimmed mean JPEG Compression on 
Images corrupted with Gaussian noise of size 256X 256.

Table 2: Alpha Trimmed mean JPEG Compression on 
Images corrupted with Gaussian noise of size 512×512.

Table 3: Alpha Trimmed mean JPEG Compression on 
Images corrupted with Salt & Pepper noise of size 

256×256.

Images 5.1.09 5.1.11 5.1.12 5.1.13
No of 
Bits

Required
33233 32096 37968 52879

Saved 
bits

491055 492192 486320 471409

RMS
Error 1.62 2.21 1.96 2.66

15.77 16.33 13.80 9.91

PSNR 43.95 41.28 42.30 39.67
MSE 2.64 4.88 3.86 7.07

Table 4: Alpha Trimmed mean JPEG Compression on 
Images corrupted with Salt & Pepper noise of size 

512×512.
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Alpha Trimmed Mean based JPEG Compression for an Objective Image Quality Enhancement of Noisy and 

Noise Less Images

Images 5.2.08 5.2.10 7.1.03 7.1.05
No of

 

Bits
Required 134461 170584 124837 151040

Saved 
bits

196261 1926568 1972315 1946112

RMS
Error

1.55 1.78 1.46 1.54

15.59 12.29 16.79 13.88

PSNR 50.37 49.17 50.87 50.45

MSE 2.41 3.17 2.14 2.37

Images 5.1.09 5.1.11 5.1.12 5.1.13
No of

 

Bits
Required

32309 27980 34650 46407

Saved 
bits

492249 496308 489638 477881

RMS
Error

1.56 1.82 1.92 2.46

16.36 18.73 15.13 11.29

PSNR 44.33 42.96 42.50 40.35
MSE 2.42 3.31 3.69 6.04

Images 5.2.08 5.2.10 7.1.03 7.1.05

No of  Bits 
Required

134490 170840 124478 150890

Saved bits 1962662 1926312 1972674 1946262

RMS
Error 1.53 1.82 1.46 1.54

15.59 12.27 16.84 13.89

PSNR 50.52 49.00 50.90 50.44
MSE 2.33 3.30 2.13 2.37

Images 5.1.09 5.1.11 5.1.12 5.1.13
No of 
Bits 

Required
131762 128052 130105 112493

Saved 
bits

392526 396236 394183 411795

RMS
Error 8.30 8.21 8.14 7.18

3.97 4.09 4.02 4.66

PSNR 29.79 29.88 29.95 31.04
MSE 68.84 67.39 66.25 51.56

Images 5.2.08 5.2.10 7.1.03 7.1.05
No of
Bits 

Required
534501 571916 523400 543731

Saved 
bits

1562651 1525236 1573752 1553421

RMS
Error

8.24 8.22 8.28 8.29

3.92 3.66 4.00 3.85

PSNR 35.86 35.89 35.82 35.82

MSE 67.97 67.49 68.57 68.64

Table 5: Alpha Trimmed mean JPEG Compression on 
Images corrupted with Poisson noise of size 256 X 256.

Images 5.1.09 5.1.11 5.1.12 5.1.13
No of Bits 
Required 31807 28385 34746 46210

Saved bits 492481 495903 489542 478078

RMS Error 1.56 1.86 1.86 2.49

Compression 
ratio

16.48 18.47 15.08 11.34

PSNR 44.28 42.76 42.78 40.22
MSE 2.44 3.47 3.46 6.22

Images 5.1.09 5.1.11 5.1.12 5.1.13
No  of
Bits 

Required
85872 107713 110033 107065

Saved 
bits

438416 416575 414255 417223

RMS
Error

7.07 7.81 7.65 6.96

6.10 4.86 4.76 4.89

PSNR 31.18 30.32 30.49 31.31

MSE 49.99 60.93 58.54 48.46

Table 6: Alpha Trimmed mean JPEG Compression on 
Images corrupted with Poisson noise of size 512 X512.

Table 7: Alpha Trimmed mean JPEG Compression on 
Images corrupted with Speckle noise of size 256X256.

Table 8: Alpha Trimmed mean JPEG Compression on 
Images corrupted with Speckle noise of size 512X512.

Table 9: JPEG Compression on Images corrupted with 
Gaussian noise of size 256X256.

Table 10: JPEG Compression on Images corrupted with 
Speckle noise of size 256X256.

Table 11: JPEG Compression on Images corrupted with 
Speckle noise of size 512X512.
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Alpha Trimmed Mean based JPEG Compression for an Objective Image Quality Enhancement of Noisy and 
Noise Less Images

Images 5.2.08 5.2.10 7.1.03 7.1.05
No of 
Bits

Required
352151 422756 344034 354298

Saved 
bits

1745001 1674396 1753118 1742854

RMS
Error 6.79 6.99 7.06 6.65

5.95 4.96 6.09 5.91

PSNR 37.55 37.30 37.21 37.72
MSE 46.07 48.81 49.86 44.27

Images 5.1.09 5.1.11 5.1.12 5.1.13

No of 

Bits 
Required

81211 86149 91099 93492

Saved 
bits

443077 438139 433189 430796

RMS
Error 6.71 6.92 6.94 5.68

 6.45 6.08 5.75 5.60

PSNR 31.63 31.36 31.34 33.08
MSE 45.08 47.92 48.19 32.26

Images 5.2.08 5.2.10 7.1.03 7.1.05
No  of  
Bits 

Required
333965 408287 320709 347564

Saved 
bits

1763187 1688865 1776443 1749588

RMS
Error

6.41 6.81 6.61 6.52

6.27 5.13 6.53 6.03

PSNR 38.05 37.52 37.78 37.89
MSE 41.11 46.39 43.73 42.57

Images 5.1.09 5.1.11 5.1.12 5.1.13
No of  
Bits 

Required
100843 97834 102094 118128

Saved 
bits

423445 426454 422194 406160

RMS
Error

6.65 5.95 5.98 5.85

5.19 5.35 5.13 4.43

PSNR 31.7 32.68 32.64 32.82
MSE 44.27 35.35 35.71 34.22

Images 5.2.08 5.2.10 7.1.03 7.1.05

No of  
Bits 

Required
412269 485030 396350 433858

Saved 
bits

1682883 1612122 1700802 1663294

RMS
Error

6.34 6.96 6.38 6.73

5.06 4.32 5.29 4.83

PSNR 38.14 37.34 38.09 37.63
MSE 40.19 48.42 40.69 45.28

 

Table 17: Alpha trimmed Mean JPEG Compression on 
Images of size 256X256. 

Images 5.1.09 5.1.11 5.1.12 5.1.13
No  of
Bits

Required
29370 22971 30094 45560

Saved 
bits

494918 501317 494194 478728

RMS
Error 1.35 1.68 1.48 2.17

17.85 22.8 17.42 11.5

PSNR 45.58 43.68 44.78 41.44
MSE 1.81 2.81 2.18 4.71

Table 12: JPEG Compression on Images corrupted with 
Speckle noise of size 512X512.

Table 13: JPEG Compression on Images corrupted with 
Poisson noise of size 256X256.

Table 14: JPEG Compression on Images corrupted with 
Poisson noise of size 512X512.

Table 15: JPEG Compression on Images corrupted with 
Salt & Pepper size 256X256.

Table 16: JPEG Compression on Images corrupted with 
Salt & Pepper size 512X512.
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Alpha Trimmed Mean based JPEG Compression for an Objective Image Quality Enhancement of Noisy and 

Noise Less Images

Table 18: Alpha trimmed Mean JPEG Compression on 
Images of size 512X512. 

Images 5.2.08 5.2.10 7.1.03 7.1.05
No of 
Bits 

Required
126602 168049 115194 147353

Saved 
bits

1970550 1929103 1981958 1949799

RMS
Error 1.35 1.74 1.29 1.43

16.56 12.47 18.2 14.23

PSNR 51.57 49.37 51.97 51.05
MSE 1.83 3.03 1.67 2.06

Table 19:  JPEG Compression on Images of size 
256X256. 

Images 5.1.09 5.1.11 5.1.12 5.1.13
No of 
Bits 

Required
60840 40534 50289 65622

Saved 
bits

463448 483754 473999 458666

RMS
Error

4.25 2.26 3.04 3.6

8.61 12.93 10.42 7.98

PSNR 35.59 41.10 38.50 37.5
MSE 18.10 5.09 9.26 12.94

Table 20: JPEG Compression on Images of size 
512X512.

Images 5.2.08 5.2.10 7.1.03 7.1.05
No of 
Bits 

Required
246431 363397 243255 298239

Saved 
bits

1850721 1733755 1853897 1798913

RMS
Error 3.48 5.39 3.8 4.7

8.51 5.771 8.62 7.03

PSNR 43.35 39.55 42.58 40.74
MSE 12.11 29.09 14.46 22.11

V. Conclusion

In this paper, Alpha trimmed mean based JPEG 
compression algorithm is proposed. This algorithm is 
evaluated with standard JPEG algorithm. The proposed 
algorithm uses less encoded bits for compression of 
images and hence the loading and storing of the image 
took less time. Also, the mean square error (MSE) of the 
proposed approach is low compared to the regular 

classification correctness is augmented with the 
estimated approach. The projected compression ratio 
can be realized with good quality image with necessary 
planned algorithm compared to JPEG compression 
technique. The requirement of encoded bits to represent 
the compressed image is less compared to JPEG 
compression. Also the image corrupted with various 
types of noises like Gaussian, Poisson, Speckle, Salt & 
Pepper noise are compressed efficiently with alpha 
trimmed JPEG compression. This proposed alpha 
trimmed JPEG compression algorithm eliminates the 
noise and encodes the image with fewer number of bits 
compared JPEG compression technique.

JPEG. Due to the peak signal noise ratio (PSNR) perfect 

Fig.1: Comparison between JPEG and Alpha trimmed 
mean in terms of No of bits transmitted for images of 

size 256×256
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Fig. 2: Comparison between JPEG and Alpha trimmed 
mean in terms of Saved bits transmitted for images of 

size 256×256
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Fig.4: Comparison between JPEG and Alpha trimmed 
mean in terms of MSE transmitted for images of size 

256×256

Fig. 5: Comparison between JPEG and Alpha trimmed 
mean in terms of No of bits transmitted for images of 

size 256×256

Fig. 6: Comparison between JPEG and Alpha trimmed 
mean in terms of Saved bits transmitted for images of 

size 256×256
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Face Recognition using Morphological Analysis 
of Images 

Saiba Nazahα & Md. Monjurul Islamσ

  
 

 

Abstract-

 

Face recognition from still and motion image has 
been an active and

 

emerging research area in the field of 
image processing, pattern recognition and so on in the recent 
years . The challenges associated with discriminant face 
recognition can be attributed to the following factors such as 
pose, facial expression, occlusion, image orientation, image 
condition, presence or absence of structural component and 
many more. In this paper, we have tried to emphasize on the 
morphological analysis of images based on the behavior of 
the intensity value. Firstly images with various situations of a 
person are selected as training images. Based on the min, 
max and average characteristics of images, the training model 
has been built.  Morphological analysis like binary image 
processing, erosion and dilation play the important role to 
identify the facial portion of an image from the whole one. 
Finally face recognition has been made for input images 
based on their intensity value measurement. The training 
images collected from various database such as YALE, ORL, 
and UMIST and others. The algorithm performed well and 
showed 80 percent accuracy on face prediction

 

Keywords:

 

face recognition, intensity value, 
morphological analysis, binary image.

 
I.

 

Introduction and Background Study

 
ace recognition research started in the late 1970s 
and has become one of the most active and 
exciting research areas in computer vision and 

pattern recognition since 1990s. Many algorithms have 
been developed for face recognition in the last years. 
Among the crucial issues of face recognition 
technology, the low-dimensional feature represent 
action with enhanced discriminatory power is of 
paramount importance in face recognition systems [1].

 
Many dimension reduction methods are 

proposed in the past research, such as linear 
discriminant analysis (LDA) [2], principal component 
analysis (PCA) [3], and independent component 
analysis [4], and so on. But for face recognition 
problem, owing to the nonlinear and complex 
distribution of face images under a perceivable variation 
in viewpoint, illumination or facial expression, the linear 
techniques, such as PCA or LDA, cannot provide 
reliable and robust solutions to those face recognition 
problems with complex face variations [1]. In this paper, 
we have applied a method to propose morphological 
analysis for face recognition. 

 
  

II. PROPOSED METHODOLOGY 

The main objective of our work is to develop a 
technique that recognizes face using morphological 
analysis. The step by step procedure has been 
discussed below: 

• Step 1: Choose a set of training image from any 
directory under various situations to get required 
image whose information is required for training 
purposes. 

• Step 2: Find the binary images from the original 
images.  

• Step 3: Morphological operations on the training set 
of images are done to calculate the average 
intensity value. We also calculate the minimum and 
maximum value from the set values of the training 
images.  The information is stored for further 
processing of the face recognition. 

• Step 4: Select an input image which completely or 
slightly differs from the training images.  

• Step 5: Face recognition of the input image is done. 
Newly calculated average intensity value is 
compared with database images. The mostly 
matched image is used to identify the name of the 
person. 

The overall procedure of proposed image 
recognition technique is illustrated in Fig. 1. The 
component of the algorithms like binary image 
processing, erosion and dilation are described in the 
sub section A.1 and A.2.

 
 
 
 
 
 
 
 
 
 
 
 

F
 

© 2017   Global Journals Inc.  (US)

G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
V
II 

Is
su

e 
III

 V
er
sio

n 
I 

  
  
 

  

17

Y
e
a
r

20
17

  
 (

)
F

Author α σ : Department of Computer Science and Engineering, 
Chittagong University of Engineering and Technology. 
e-mails: saiba.nazah11@gmail.com, monju.cse0504@gmail.com 



Start

Trained Image

Measure Intensity
value

Calculate
Max,Min,Avg

Input Image

Calculate Intensity
Value

Calculate
Max,Min,Avg

Is
Similar?

The Face Is Not
Recognized Face is Recognized

Difference From All
Images Based on

Intensity Value

Take the Minimum

Recognize the Image

Exit

Exit

YesNo

 

Fig.1: Flow chart of the face recognition procedure 

a) Morphological Analysis 

i. Binary Image Processing 

A binary image is a digital image that has only 
two possible values for each pixel.  Typically the two 
colors used for a binary image are black and white 
though any two colors can be used. The color used for 
the object(s) in the image is the foreground color while 
the rest of the image is the background color. In case of 
binary operation we approach by this procedure: 

• Step 1: Take an input as a binary image and convert 
it into two dimensional images such as 640*480, 
480 *320 and so on. Then intensity value like 0 and 
1 will be found. 

• Step 2: Add all these pixels value by this way 
0+1+1+1+1+0+1+1+…………….and finally 
found the total pixel value for the face region. 

• Step 3: Since we get all input from database thus 
the size of the all pixel are comparatively same. Now 
we divide the binary image pixel value with the total 
pixel value to get a value which ranged from 0 to 1. 

b) Structuring Element 
The basic idea in binary morphology is to probe 

an image with a simple, pre-defined shape, drawing 
conclusions on how this shape fits or misses the shapes 
in the image. This simple "probe" is called structuring 
element, and is itself a binary image (i.e., a subset of the 
space or grid). 

Dilation is an operation that “grows” or 
“thickens” objects in a binary image. The specific 
manner and extent if this thickening is controlled by a 
shape referred to as structuring element. Fig 2.6 shows 
how dilation works. Fig.2.6a shows a simple binary 
image containing a rectangular object. Fig 2.6(b) is a 
structuring element, a three pixel long vertical line in this 
case. Computationally, structuring elements typically are 
represented by a matrix of 0s and 1s; sometimes it is 
convenient to show only the 1s, as illustrated in the 
figure. In addition, the origin of the structuring element 
must be clearly identified. Figure 2.6(b) shows the origin 
of the structuring element using a box outline. Dilation 
process translates the origin of the structuring element 
throughout the domain of the image and checks to see 
where it overlaps with 1-valued pixels. The output image 
in fig 2.6(c) is 1 at each location of the origin such that 
the structuring element overlaps at least one 1-valued 
pixel in the input image.    

0000
 

0011
 

0011
 

0000
 

(a)Original
 Image

 

      
 

       1 
        1 
        1 
(b)Structuring 
Element

 

0011
 

0011
 

0011
 

0011
 

(c)Output 
Image

 
Fig. 2:

 
Sample Dilation Process

 
This image was produced by two dilation 

passes using a disk shaped structuring element. 
Dilation is one of the two basic operators in the area of 
mathematical morphology, the other being erosion. It is 
typically applied to binary images, but there are versions 
that work on grayscale images. The basic effect of the 
operator on a binary image is to gradually enlarge the 
boundaries of regions of foreground pixels (i.e. white 
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pixels, typically). Thus areas of foreground pixels grow in 
size while holes within those regions become smaller. 

III. EXPERIMENTAL ANALYSIS 

The experiment has been done on 400 images 
for training purposes. For the clarity of the algorithm, we 
included 20 images of US Ex-president Obama and 
Clinton. The algorithm is tested with 40 images and 
performed significantly well than the existing state of the 
art. 
 

 
Fig. 3: Sample training dataset with normalized intensity 

value 
The algorithm performed well in terms of space 

and time. Particularly most complex processing is 
absence there which makes this algorithm 
computationally less expensive. The snapshot of the 
training model with their normalized average intensity is 
shown in the Figure 3. 

 

 
Fig. 4:  Sample input and output of the proposed 

methodology
 

The detection procedure of an image is shown 
in  Figure 4. It has been shown the image of Barak 
Obama. The average intensity value which is obtained 
here found very close to the training images intensity 
value. This makes the assumption that the image is the 
Ex-president Obama. The comparative analysis of our 
new improved face recognition method with other face 
recognition method is given in Table 1. 

Table 1: Comparison with some features to the existing 
algorithms 

Characteristics
 Existing 

models 
New Improved 

model 
Required space for 
processing the 
trained image  

More
 

Comparatively less
 

Time Required  for 
processing the  
trained image  

More
 

Comparatively less
 

Accuracy Low High 

IV. EXPERIMENTAL ANALYSIS 

In this paper, For our experiment we built the 
model by using approximately 400 training images 
which reflected on the accuracy of the algorithms. It 
should be tested for various methods and then can be 
select the best one. Here all sets of pictures contains in 
one database. For further improvement we can 
experiment with multiple databases. Kernel Optimization 
criteria can be used for future improvement.  
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Abstract- Image segmentation using transition region has been 
quiet effective in recent years due to its simplicity. Previous 
approaches using transition region only concentrate in 
segmentation of gray scale images. Colour image 
segmentation using transition region approach is a 
challenging task due to the increase in complexity involving 
various colour components. Here we have proposed a hybrid 
transition region approach for colour image segmentation. 
Two existing transition region based approaches: (i) Gabor 
based transition region approach and (ii) local variance based 
transition region approach are used to develop the proposed 
method. Initially, the R, G, B colour components are separated 
from the original image. Gabor based transition region 
approach is applied to segment the texture features from the 
image. The result of previous method is used as input to local 
variance based transition region approach for final object 
extraction from image. The proposed method works effectively 
on variety of images containing both single and multiple 
objects. The method is applied for fish image segmentation. 
Experimental results revel that the proposed method 
outperforms many existing approaches.

I. Introduction

mage segmentation is a basic pre-processing step 
for all computer vision and image understanding 
application. A number of image segmentation 

algorithms exist in literature where both gray scale 
image and colour images are segmented. Segmentation 
can be of two types: (i) Separating the objects from 
background, (ii) Dividing the image into number of 
constituent regions. Colour is an important visual 
perception. Gray scale image segmentation is a bit 
simple process as the image is processed in a simple 
plane where the intensity range 0 to 255. But colour 
image segmentation is a complex process due to the 
involvement of different colour planes. The RGB colour 
image constitutes of three different colour planes. The 
complexity increases as the processing has to be 
performed into these three different planes.  Various 
approaches has been developed for colour image 
segmentation that divide the images into constituent 
regions. Few approaches has been developed for 
separating objects from background. Transition region 
approaches[1–8] are recent hybrid techniques which are 

I

applied to gray scale images due to their simplicity. 
Existing transition region approaches (for gray scale 
images) work well for segmenting images containing 
single object. Parida et al.[6] developed a gray scale 
approach for multi object segmentation. The method 
uses local variance features with global thresholding for 
segmentation. It is suitable for images with non-
overlapping gray levels. To eradicate the former 
drawback they have proposed a new approach using 2-
D Gabor filters[7]. This approach is suitable for gray 
images with overlapping gray intensities between object 
and background. But the former approach provide 
better results in case of simple foreground. So, we have 
proposed a new hybrid approach that takes care of both 
overlapping and non-overlapping gray levels.

The rest of the paper is organized as follows: 
Section 2 describes the proposed approach. Section 3 
gives a brief idea about the various performance 
measures used to quantify the proposed along with 
other methods. The reason behind using dual transition 
region is discussed in Section 4. The results and their 
corresponding discussion is given in Section 5. 
Application of the proposed method in segmentation of 
underwater fish image is given in Section 6. The paper is 
concluded in Section 7.

II. Proposed Method

The proposed method uses two different 
transition region extraction for the segmentation 
process. The proposed method starts with separating 
the R, G and B colour components from the original 
RGB colour image. Each colour component is subjected 
to 2-D Gabor filtered based transition region extraction 
process followed by morphological operations to 
generate the object masks. Further the colour 
components are combined to generate the colour object 
region. In the process of first step of segmentation 
process, it may happen some background regions are 
left out at the edge regions of the segmented object 
portion. To get rid of these, further the segmented object 
portion is subjected to local variance based transition 
region extraction using l a b colour model. In this 
process, the segmented object colour object is 
converted to L a b. The individual L, a and b 
components are further processed using local variance 

e-mails:  priyadarsan.vssut@gmail.com, nilamanib@gmail.com
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a) Extraction of Gabor based transition region 
Initially the colour components R, G and B are 

separated from the RGB colour image. Each colour 
component is separately processed using 2-D Gabor 
filter based transition region extraction method [7]. Here 

the Gabor features of individual colour components are 
extracted. Further, the common features are selected via 
an intersection operation. The intersected features are 
then thresholded to extract the transition region. The 
standard deviation of the feature is considered as 
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Fig.1: Architecture of the proposed method

RGB image

G componentR component B component

Gabor based transition region extraction

Morphological 
operation

Intermediate
object 

extraction

RGB to Lab 
conversion

L component 
separation

Local variance 
based transition 

region 
extraction

Morphological 
thinning

Morphological 
operation

Object
extraction

R,
G
an
d 
B
co
m

and morphological operation to generate the object 
mask. The object region of object mask of 
corresponding colour components are separated and 

combined to regenerate the colour object region. The 
architecture of proposed method is shown in Fig.1.



threshold. The transition region extracted is having a 
value of 1 at transition portions whereas the remaining 
portions has a value 0 (binary image). 

b) Morphological operation for object region extraction 
The transition region extracted from the former 

region undergo a series of morphological operation for 
object region extraction from transition region. At first, 
morphological region filling operation is applied to the 
transition regions obtained from the former step. In this 
operation, the transition regions are filled with holes 
having a value of 1 using 4-connectivity rule. This results 
in the inner portions of the transition regions to take a 
value 1 (white) leaving all other portions to be 0 (black). 
At the end of this step, we obtain a binary image where 
the object regions are labelled as 1 where as the 
remaining regions are labelled as 0. In this process, it 
may happen that some unwanted background portions 
(background texture appearing as false transition 
region) are also labelled as 1. To get rid of these, it 
further undergoes morphological shrinking operation to 
shrink the false object portion without holes as points. 
Further, these points are separated. 

c) Intermediate object extraction 
The object regions extracted from former step 

are binary regions where objects are represented as 1 
and background as 0. The objects regions are replaced 
with their corresponding R, G and B values to get an 
intermediate colour object. This process results in a 
colour object extraction with background as white.  

d) Conversion of intermediate objects to Lab and 
separation of intensity component 

The intermediate RGB objects extracted 
sometimes retain partial background near the object 
edges which is not desired. The RGB colour system 
simply separates the R, G and B components separately 
without considering the intensity (or luminance). But, the 
L-a-b system separates the intensity/luminance 
components from the colour. This effectively identifies 
the partial background regions associated with the 
object edges. So, the intermediate RGB objects are 
converted to L-a-b space and the L-component which 
represents the intensity is separated out for further 
processing. 

e) Second transition region extraction using local 
variance 

From the former step, we achieve an intensity 
image which retain some background portion near the 
object edges. This can be well identified using local 
variance. The process of local variance based transition 
region is discussed in [6]. The window size and 
parameters are chosen as per [6]. The local variance 
feature image is thresholded using a threshold which is 
basically the intensity mean of the local variance 
features. After thresholding, the resultant image is a 

binary image representing transition regions as 1 leaving 
the rest as 0.  

f) Morphological thinning and region filling for 
extraction of object regions 

The transition region extracted from the former 
step are of several pixels width. To extract the edge 
image of single pixel width, morphological thinning 
operation is performed. The thinning operation results in 
object contours. The object contours are further filled 
with holes using morphological region filling operation. 
This results in binary image with object regions having a 
value 1 and background to 0.  

g) Extraction of objects from the object regions 

The object regions extracted from the former 
step has a value 1. The original R, G and B components 
are replaced in place of 1 value to extract the object 
colour pixel values. The background is replaced with a 
value 255 to make the background as white. Finally, in 
this operation the objects are separated from the 
background. 

III.
 

Performance Measures
 

The performance of the proposed method 
along with the existing methods are measured via three 
mathematical measures: misclassification error (ME) 
[9,10], false positive rate (FPR) [11]

 
and false negative 

rate (FNR) [12,13]. The pixels of foreground (object) 
falsely classified as background or vice versa is 
quantified by misclassification error. The ME is defined 
as

 

OO

TOTO

FB
FFBB

ME
+

∩+∩
−= 1

  

 
     

(1)
 

where, OB and OF corresponds to background 

and foreground pixels in ground truth image. The term 

TB
 

and TF
 

corresponds the background and 
foreground pixels respectively in the segmented image 
and the operator .

 
represent the cardinality of set 

operation. The value of ME varies between 0 and 1. The 
value 0 represents errorless segmentation whereas 1 
corresponds to full erroneous segmentation. The lower 
the value (i.e., close to value 0) represents better 
segmentation. The FPR and FNR defines the ME 
measure more precisely.

 

The FPR is the number of background pixels 
classified as foreground pixels to the total number of 
background pixels. The FNR corresponds to the number 
of foreground pixels classified into background pixels to 
the total foreground pixels. The FPR and FNR can be 
defined as
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O

TO

B
FB

FPR
∩

=    

     

(2)

 

O

TO

F
BF

FNR
∩

=     

                   

(3)

 
Like ME, the values of FPR and FNR also varies 

from 0 to 1. High values of FPR and FNR leads to 
serious over segmentation and under segmentation 
respectively. In over segmentation a portion of 
background region appears with the actual foreground 
in the segmented image whereas, in case of under 
segmentation some portion of object portion is missed 
in the resultant segmented image [14]. 

To evaluate the similarity of the segmentation 
result with the ground truth Jaccard index is used. The 
Jaccard index [15] is defined as 

SRGT
SRGT

JI
∪

∩
=

    

     

  (4)

 
 

 

 Segmentation accuracy (SA) [16]
 

is a global 
measure which denote the ratio of total well classified 
pixels in the segmentation result which is given as 

 

pixels ofnumber  Total
pixels  segmented  correctly ofNumber 

SA =

    

(5)

 
The value of SA remain in the range from 0 to 1. 

High SA value indicate better segmentation accuracy. 
Based on the above five performance measures the 
proposed method is quantitatively compared with 
various segmentation methods. 

IV. Reason for Dual Transition Region 

An obvious question would be why dual 
transition region when we are achieving the result even 
in using single transition region. This can be better 
clarified using this example. For Clock image, the output 
of first stage is shown in Fig.2 (b) which has still some 
background portions near the object edges. But in 
second stage those regions are discarded to a great 
extent which can be depicted from Fig. 2(c). The effect 
can be well marked from the segmentation masks of 
first and second stages in Fig. 2(e) and Fig. 2(f) 
respectively. Based on visual representations the 
quantitative measures improve to a great extent which is 
reflected from Table 1. The experimentation is 
performed on two other images such as the Aeroplane 
and Wall decoration image which is shown in Fig.3 and 
Fig.4. Their corresponding performance measures are 
given in Table 1.  
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(a) (b) (c)

(d) (e) (f)

Fig. 2: Segmentation results and mask of Clock image: (a) Original image, (b) Segmentation result of first stage, (c) 
Segmentation result of second stage, (d) Ground truth, (e) Mask of first stage, (d) Mask of second stage.

where, GT and SR correspond to ground truth and 
segmentation result respectively. The JI value varies 
between 0 and 1. Higher value (i.e., close to 1) denote 
better segmentation result or maximum resemblance 
with the ground truth (required segmentation result).  



 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Table 1:

 

Performance measures (ME, FPR, FNR) of Clock, Aeroplane and Wall decoration images

 

Sl. No.

 

Image

 

Stage

 

ME

 

FPR

 

FNR

 

1 Clock

 

First

 

0.3307

 

0.0000

 

0.9997

 

Second

 

0.1034

 

0.0033

 

0.3064

 

2 Aeroplane

 

First

 

0.0572

 

0 0.9997

 

Second

 

0.0179

 

0.0110

 

0.1331

 

3 Wall decoration

 

First

 

0.3558

 

0.0013

 

0.9996

 

Second

 

0.0517

 

0.0380

 

0.0765

 

V.

 

Result and Discussion

 

The entire experimentation process is carried 
out on a PC having Core-i3, 1.9GHz processor and 8G 
RAM. The simulation is done in MATLAB 7.0 
environment. The images as well as their corresponding 
ground truths are considered from Wisemann dataset 

[17]

 

and MSRM dataset [18]. All images considered for 
experimentation are RGB color images. The proposed 
method is tested with several color image segmentation 
approaches such as CV model [19], Active contour 
model (ACWE) [20], Color image segmentation using 
genetic

 

algorithm (CISGA) [21]

 

and segmenting salient 
object from images and videos (SSOIV) [22]. 
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(a) (b) (c)

(d) (e) (f)

(a) (b) (c)

(d) (e) (f)

Fig. 3: Segmentation results and mask of Aeroplane image: (a) Original image, (b) Segmentation result of first stage, 
(c) Segmentation result of second stage, (d) Ground truth, (e) Mask of first stage, (d) Mask of second stage.

Fig. 4: Segmentation results and mask of Wall decoration image: (a) Original image, (b) Segmentation result of first 
stage, (c) Segmentation result of second stage, (d) Ground truth, (e) Mask of first stage, (d) Mask of second stage.



ACWE

 

0.1520

 

0.1559

 

0.0860

 

0.2503

 

0.8480

 

SSOIV

 

0.0233

 

0.0146

 

0.1710

 

0.6638

 

0.9767

 

CISGA

 

0.0338

 

0.0191

 

0.2842

 

0.5402

 

0.9272

 

Proposed method

 

0.0315

 

0.0324

 

0.0150

 

0.6344

 

0.9685

 

3 Aeroplane

 

CV

 

0.1232

 

0.1255

 

0.0862

 

0.2980

 

0.8768

 

ACWE

 

0.0104

 

0.0003

 

0.1776

 

0.8184

 

0.9896

 

SSOIV

 

0.0112

 

0.0001

 

0.1941

 

0.8050

 

0.9888

 

CISGA

 

0.0393

 

0.0227

 

0.3125

 

0.5003

 

0.9222

 

Proposed method

 

0.0145

 

0.0145

 

0.0142

 

0.7957

 

0.9855

 

4 Wall decoration

 

CV

 

0.0997

 

0.1098

 

0.0813

 

0.7664

 

0.9003

 

ACWE

 

0.0860

 

0.0261

 

0.1947

 

0.7688

 

0.9140

 

SSOIV

 

0.0968

 

0.0233

 

0.2299

 

0.7389

 

0.9032

 

CISGA

 

0.2214

 

0.0000

 

0.6231

 

0.3769

 

0.7786

 

Proposed method

 

0.0495

 

0.0377

 

0.0709

 

0.8697

 

0.9505

 

5 Clock

 

CV

 

0.4022

 

0.4865

 

0.2317

 

0.3872

 

0.5978

 

ACWE

 

0.2666

 

0.2443

 

0.3117

 

0.4605

 

0.7334

 

SSOIV

 

0.2784

 

0.0001

 

0.8416

 

0.8416

 

0.7216

 

CISGA

 

0.3144

 

0.0000

 

0.9512

 

0.0487

 

0.6856

 

Proposed method

 

0.0825

 

0.0095

 

0.2302

 

0.7552

 

0.9175
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CISGA 0.2040 0.1089 0.4261 0.4575 0.7960
Proposed method 0.1002 0.0245 0.2765 0.6844 0.8998

Bird 

CV 0.3885 0.4111 0.0051 0.1243 0.6115

Table 2: Performance measures (ME, FPR, FNR) of different methods for various types of images

Sl. No. Image Method ME FPR FNR JI SA

1 Boat

CV 0.3304 0.2513 0.5146 0.3062 0.6696
ACWE 0.2621 0.1536 0.5153 0.3568 0.7379
SSOIV 0.1586 0.0261 0.4674 0.5021 0.8414

Fig. 5: Segmentation results of different methods applied on the Boat, Bird, Aeroplane, Wall decoration, Clock 
image: (a) Original image, (b) CV, (c) ACWE, (d) SSOIV, (e) CISGA, (d) Proposed method

2 



The performance of the proposed method using 
5 quantitative measures such as ME, FPR, FNR, JI and 
SA. The quantitative results of the proposed method 
along with others are given in Table 2. The best values 
of ME, FPR, FNR, JI and SA of every image is marked 
as bold in Table 2. The qualitative segmentation results 
of original images and other methods along with the 
proposed method is shown in Fig.5. For better 
comparison of the segmentation quality the ground 
truths of different images are compared with the 
segmentation mask of other methods along with the 
proposed method are given in Fig.6. 

To begin our analysis, for the Boat image which 
comprises of both textured foreground and background 
the proposed method outperforms well quantitatively for 
all measures. The proposed method removes the 
background completely though it misses some 
foreground portion. This can be well visualized from 
comparing the segmentation mask with the ground truth 
in Fig.6. For Bird image, the method SSOIV achieves 
best ME and FPR where as the method CV attains 
lowest FNR. But it can be verified from Table2 that the 
proposed method achieves the ME value nearly equal to 
that of SSOIV. Segmentation result from Fig.5 indicate 
that although SSOIV attains best ME, FPR and SA 
values but it misses some inner object portions. The 
proposed method achieves better visual segmentation 
output in terms that it doesn’t lose any object portion. 

The proposed method attains the best JI indicating that 
the result of the proposed method is more similar to that 
of the ground truth. The Aeroplane image is a simple 
foreground and background image. For Aeroplane 
image, the method ACWE provides best ME, JI and SA 
where as the method SSOIV provide best FPR. The 
proposed method provide best FNR indicating that the 
result of the proposed method is not at all under-
segmented. This can be well visualized from the 
segmentation mask in Fig.6. The wall décor image is 
having simple foreground with textured background. The 
proposed method best ME, FPR, JI and SA indicating 
low under-segmentation. The best FPR is provided by 
CISGA indicating that the proposed method result has a 
little background portion. Similarly, for Clock image the 
proposed method attains best ME, FNR, JI and SA 
where as the method CISGA attains lowest FPR. But 
visual results from Fig.5 indicate that majority portion of 
foreground regions are missed in case of CISGA. 

To show the effectiveness of the proposed 
method, the average performance measures of all 
methods were calculated and given in Table 3. The best 
values are for each measure are marked in bold. From 
Table 3 it can be observed that the proposed method 
attains best values of all performance measures except 
for the average FPR. The method SSOIV attains best 
FPR value for all images. 
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(a) (b) (c) (d) (e) (f)

Fig. 6: Segmentation masks of different methods applied on the Boat, Bird, Aeroplane, Wall decoration, Clock 
image: (a) Original image, (b) CV, (c) ACWE, (d) SSOIV, (e) CISGA, (d) Proposed method



Table 3: Average performance of different methods for various performance measures 
Method Average ME Average FPR Average FNR  Average JI  Average SA  
CV 0.2688 0.2768  0.1838  0.3764  0.7312  

ACWE 0.1554 0.1160  0.2571  0.5310  0.8446  

SSOIV 0.1137 0.0128  0.3808  0.7103  0.8863  

CISGA 0.1626 0.0301  0.5194  0.3847  0.8219  

Proposed method 0.0556 0.0237  0.1214  0.7479  0.9444  

VI. Application to Fish Image 

Segmentation 

The method is applied for under water fish 
image segmentation. Due to the unavailability of ground 
truth images we are not calculating their performance 
measures. The images are taken from fish recognition 
dataset [23] and [24]. Some synthetic images are also 
chosen along with the dataset image to show the 
effectiveness for multiple fish object segmentation which 
are shown in Fig.7. 

Here we have considered the fish images from 
a standard fish image dataset [23], which were taken by 
underwater bots given in Fig.7(a)-(b). Their 
corresponding segmentation result using our proposed 
method is given in Fig. (g)- (h). For testing the proposed 
method in multi object segmentation, we have chosen 
some synthetic images containing multiple fishes in 
Fig.7 (e)-(f). The proposed method provides good 
segmentation output even in the varying intensity of 
foreground to background. 

 

 

 

 

 

 

 

 

 

 

 

VII.
 

Conclusion
 

In this article, we present a new hybrid transition 
region based approach for colour

 
image segmentation. 

This is a new approach for colour image segmentation 
using transition region. The proposed approach uses 
dual transition region extraction methodology for image 
segmentation for colour images. The proposed method 
achieves better performance in comparison to the 
existing methods both qualitatively and quantitatively 
without loss of foreground and less emergence of 
background. The proposed method when applied to 
real time underwater fish images also performs fish 
segmentation effectively.   
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Process of submission of Research Paper     

  

The Area or field of specialization may or may not be of any category as mentioned in 
‘Scope of Journal’ menu of the GlobalJournals.org website. There are 37 Research 
Journal categorized with Six parental Journals GJCST, GJMR, GJRE, GJMBR, GJSFR, 
GJHSS. For Authors should prefer the mentioned categories. There are three widely 
used systems UDC, DDC and LCC. The details are available as ‘Knowledge Abstract’ at 
Home page. The major advantage of this coding is that, the research work will be 
exposed to and shared with all over the world as we are being abstracted and indexed 
worldwide.  

The paper should be in proper format. The format can be downloaded from first page of 
‘Author Guideline’ Menu. The Author is expected to follow the general rules as 
mentioned in this menu. The paper should be written in MS-Word Format 
(*.DOC,*.DOCX). 

 The Author can submit the paper either online or offline. The authors should prefer 
online submission.Online Submission: There are three ways to submit your paper: 

(A) (I) First, register yourself using top right corner of Home page then Login. If you 
are already registered, then login using your username and password. 

      (II) Choose corresponding Journal. 

      (III) Click ‘Submit Manuscript’.  Fill required information and Upload the paper. 

(B) If you are using Internet Explorer, then Direct Submission through Homepage is 
also available. 

(C) If these two are not convenient, and then email the paper directly to 
dean@globaljournals.org.  

Offline Submission: Author can send the typed form of paper by Post. However, online 
submission should be preferred.                    
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Preferred Author Guidelines    

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

Left Margin: 0.65 
Right Margin: 0.65 
Top Margin: 0.75 
Bottom Margin: 0.75 
Font type of all text should be Swis 721 Lt BT.  
Paper Title should be of Font Size 24 with one Column section. 
Author Name in Font Size of 11 with one column as of Title. 
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
Main Text: Font size 10 with justified two columns section 
Two Column with Equal Column with of 3.38 and Gaping of .2 
First Character must be three lines Drop capped. 
Paragraph before Spacing of 1 pt and After of 0 pt. 
Line Spacing of 1 pt 
Large Images must be in One Column 
Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications. 

Research letters: The letters are small and concise comments on previously published matters. 

5. STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 
It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 
One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE

 
Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 

6.1 Proof Corrections

 
The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 

6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

 
The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 

6.3 Author Services

 
Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 

6.4 Author Material Archive Policy

 
Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 

6.5 Offprint and Extra Copies

 
A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 

                   

You must strictly follow above Author Guidelines before submitting your paper or else we will not at all be responsible for any
corrections in future in any of the way.
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot:  To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es) 

Approach: 

Single section, and succinct 
As a outline of job done, it is always written in past tense 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely 
To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 

   

XX
  

   

                   

© Copyright by Global Journals Inc.(US)| Guidelines Handbook



 

 

Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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