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Cloud-based Architecture of Raspberry Pi: 
Personal Cloud Storage 
Faisal Khalil-Ur-Rehman α & Muhammad Farooq σ 

Abstract- The research explained the reason why we need 
personal cloud storage. This research will show steps on how 
to build a personal cloud storage by using credit card size 
Raspberry Pi (minicomputer), which will help the user to 
enable cloud storage mode to their external hard drive. 
However, other cloud storage services like Dropbox, Google 
Drive, and iCloud gives limited amount of storage. This 
research will help the users to use (1TB) or above size external 
hard drive to be use and have access anywhere from any 
device over internet. Also the second part of this research 
focus on replace the laptops to raspberry pi that lecturers use 
in the classroom to play PowerPoint slides, and videos at 
university.  

Universities use laptops to plug and play their 
educational slides and videos. All these laptops price and 
maintenance cost lot to the university, if we look deeply just for 
play slides we do not have to buy a laptop which cost $300 
and also the lecturer have to carry the laptops all the times 
from the faculty to classes, moreover most of the times the 
laptops are not available. Overcome above statement, all the 
laptops can be replaced to “Raspberry Pi” which cost $35 and 
it does not need any maintenance.   
Keywords: raspberry Pi, cloud storage, cost benefit-
analysis, low cost-computing, university classrooms. 

I. Introduction 

he aim of this research is to develop a cloud 
computing project, where the users can use their 
external hard drive’s connected to Raspberry Pi 

through internet they can have access to anywhere from 
any device. According to (Jon Brodkin, 2008) Even 
though Security, Privacy and Trust issues exists since 
the evolution of Internet, the reason why they are widely 
spoken these days is because of the Cloud Computing 
scenario. Any client/small organization/enterprise that 
processes data in the cloud is subjected to an inherent 
level of risk because outsourced services bypass the 
"physical, logical and personnel controls" of the user. 

To develop a cloud computing project where 
users can have large amount of storage with the help of 
Raspberry Pi. Most of the user have external hard drive 1 
TB (Terabyte) or more but the users cannot carry the 
external hard drives all the time, whereby this project will 
benefit the users connect to personal cloud storage over 
internet. The new technology which will be affordable to 
everyone and also it will enable the user to use their 
external hard drives over internet possible. 
 
Author α: Postgraduate Centre, Limkokwing University of Creative 
Technology, Malaysia. e-mail: faisal.albalushi22@gmail.com  

Laptops that the lecturers are using for slides 
provided by Limkokwing University are limited in quantity 
and most of them are not working (requires 
maintenance). Replace all the laptops with the 
Raspberry Pi, which only cost $35 and does not require 
maintenance (low maintenance). The laptop cost is 
above $300 and need maintenance but the Raspberry Pi 
cost is $35 and does not need any maintenance. 
Raspberry Pi will reduce the cost and effort for lecturers, 
also it is easy to carry. 

Most of the cloud computing services are 
providing limited storage to the users, at the same time 
the risk of your data to store at third party is a big issue. 
Example is the recent incident of exposed nude pictures 
of the celebrities from iCloud. Which is a clear example 
that our data is not safe, to overcome these problems 
this research will come up with the perfect solution with 
unlimited cloud data storage by the help of      
“Raspberry Pi”.  

Rather than store all our media and files on a 
cloud server in an unknown location, we can keep a 
cloud at our home and make it personal.  

The objectives for this research are 
• The primary object of this research is to develop a 

cloud storage, whereby all the users can connect 
their external hard drives to raspberry pi and have 
access everywhere over internet. 

• To develop a raspberry pi which can connect to 
projector and run the slides, videos and also web 
browsing as well. 

• To save the cost for the university by replacing the 
laptops to raspberry pi, whereby the university can 
save money and maintenance time as well. Also it 
will be easy for the lecturers to carry the raspberry pi 
to classes rather than laptops. The university can 
save roughly up to RM 200, 000. 

• To compare the current cloud computing to the Pi 
cloud computing. In term of storage because all the 
cloud computing services provide only limited 
number of storage to the users or the users have to 
buy extra storage if they require more space.  

• To help the lecturers retrieve files (chapter’s slides) 
from Pi cloud in the classroom. By using raspberry 
pi in the classrooms will represent the student’s 
creativity and the education level at Limkokwing 
University. 
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II. Literature Review 

According to William (2014), in order to do 
effective way of computation, Cloud Computing offers 
IaaS, PaaS and SaaS levels of service models. The 

lowest service model is called Infrastructure as a Service 
(IaaS), which follows by Platform as a Service (PaaS) 
and last, but not least Software as a Service (SaaS). 
Each service model helps to add more functionality and 
abstraction to the technical details.  

 

Figure 1: Cloud Computing Stack (Schuller, 2010) 

The National Institutes of Standards and 
Technology (NIST) definition runs to several hundred 
words but essentially says that:

 

“Cloud Computing is a model for enabling 
convenient, on-demand network access to a shared pool 
of configurable computing resources (e.g., networks, 
servers, storage, applications, and services) that can be 
rapidly provisioned” and released with minimal 
management effort or service provider interaction.”

 

Armbrust (2009) defined clouds as computers 
are being able to network anywhere in the world by per-
per-use way to pay for used clouds, the actual meaning 
of this idea is that the resources that are being used will 
be paid only. Below will be introduces types of clouds.

 

The first one is the Public Clouds. Armbrust (2009) 
mentioned that public cloud is the traditional cloud 
computing that will have the opportunity to access to the 
computing resources from anywhere of the world. The 
pay-per-use manner will be used in clouds, as defined 
the only resources that are being used will be paid by 
transaction fees.  On a superficial level, my findings may 
seem self-evident: a technology company tells its users 
what it expects of them and users for the most part 
agree, so long as the technology holds up. However, if 
we dig deeper, we can extract some important 
implications from this research. Following the work of 
other scholars who look at trust in information and 
communications technologies, I believe that trust is a 
more useful concept for studying the implications of new 
technologies than simply looking at privacy. 

 

a)  Cloud Computing Deployment Models 

There are four deployment models for cloud 
computing, depending on the owners requirement, the 
security issues starts from here.  
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Figure 2: Image representing the clear idea of Cloud Computing Deployment Models 

i. The Public Cloud 
Public cloud computing is based on large-scale 

offering to general public, the infrastructure is located at 
premises of provider. The provider owns and manages 
the cloud infrastructure. 

ii. The Private Cloud 
In this case the infrastructure is provisioned for 

exclusive use by a single organization. It can be owned, 
managed, and operated by the organization 
themselves, a supplier as a third party, or some 
combination of them. Additionally it can exist on or off 
premises of the organization (Mell/Grance, 2011). 
Therefore special forms, can be also considered as a 
private Clouds. These are listed by some researchers as 
e.g. virtual private Clouds (e.g. Ried et al. 2011), where 
the cloud is hosted on dedicated, virtual machines in the 
data center of the Cloud provider, as well as managed 
private clouds, where the cloud is hosted by a third 
party in the data center of the customer. 

However, what makes this analysis different 
than other literature on trust – and what this project is 
ultimately about on a theoretical level is the nexus of 
technology, objectivity and trust. A word about each and 
how they relate is necessary. My analysis and 
understanding of technology rests on many of the 
assumptions of actor-network theory, and particularly 
Bruno Latour’s (1991) quip: “Technology is society 
made durable.” I have extensively used the metaphor of 
the black box to exemplify this principle and stay faithful 
to the central tenets of Raspberry Pi Cloud Storage. The 
black box represents a network of associated humans 
and non-humans that has stabilized such that its 
heterogeneity is reduced and it appears as a 
homogenous whole. Its associations (i.e., its social 

relations) are hidden and become a durable 
technological entity. Users of this black boxed 
technology must not understand, follow or even be 
aware of the internal workings and associations but only 
need to understand how to use the black box as a 
whole; they only need to follow the user scripts and 
interact with the technology’s user interface. 

III. Methodology 

Maxwell (2012) has stated that ‘the strengths of 
qualitative research derive primarily from its inductive 
approach’. The reason why the inductive approach was 
used in this research due to the newness of the idea to 
create your own cloud with Raspberry Pi. A deductive 
‘approach to this subject would risk restricting the 
potential avenues of investigation. The inductive 
approach necessitated attempting to understand the 
meaning and the context of people‘s responses to the 
adoption of Cloud Computing. It attempted to uncover 
unforeseen trends and detect linkages between Cloud 
Computing and Raspberry Pi.  

a)  Data Collection 
The focus is on using qualitative data collection 

techniques. Qualitative data is data that is focusing on 
delivering information that can be described with terms 
and theories. It is not like quantitative research that 
focuses on the numbers behind a survey or something 
similar. It focuses on delivering numbers and information 
in terms of quantity. Qualitative research can be 
interviews or observations where the research is done 
on the behaviour or theories (Saunders et.al.2010). 

Our research will consist of both primary and 
secondary data. Primary data is data collected by the 
researcher using different methods. The primary data 
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that is collected are often more reliable due to that you 
know where the data comes from and been following 
the progression all the way. Primary data sources could 
be (Kelly 2010): 
 Observation when observing a system or a research 

object to see the details that is important to a 
research. Requires a lot of resources and time. 

Secondary data are data that is collected from 
external sources that already exist. The only thing that 
has to be done is to look for the data you need. 
Secondary data has the upside compared to primary 
that it is cheaper to collect but the reliability, validity and 
accuracy is not as great. You do not know where the 
data actually comes from and cannot fully trust is 
against primary data where you have more control. 

Secondary data is easier to obtain and cheaper to get 
also. Some examples of secondary data (Kelly 2010): 
 Magazines, Newspapers and Reviews 
 Research articles 

There is a third data source called tertiary data 
that is the search tools for obtaining secondary and 
primary data such as encyclopaedias and indexes. 
Often it is used in literature search when not knowing 
where to start searching for a specific topic (Saunders 
et.al. 2012). Our primary data collection will consist 
observation in different forms and the secondary data 
collection will be recent articles in the area of cloud 
computing and raspberry Pi, internet sources and 
literature that is within our field of research. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3:
 
The different literature sources (Saunders et.al. 2009)

 

IV.
 

Results
 

Cloud computing is defined by the United 
States National Institute of Standards and Technology 
(NIST) as: “A model for enabling convenient, on-
demand network access to a shared pool of 
configurable computing resources (e.g., networks, 
servers, storage, applications, and services) that can be 
rapidly provisioned and released with minimal 
management effort or service provider interaction.” 
(National Institute of Standards and Technology 2011).

 

In a similar vein, Mather, Kumaraswamy and 
Latif (2009) add that there are five common attributes of 
all cloud computing services: shared resources, 
massive scalability, elasticity, pay as you go and the 
self-provisioning of resources. While these definitions 
are technical and bureaucratic, they do provide some 
starting points to discuss what cloud computing is and 
how it can be analyzed sociologically. In simpler terms, 
cloud computing broadly refers to computing services, 
software and platforms that are not owned individually 
by users and installed locally on their personal 
computer, but rather accessed via an Internet 
connection. 

 

From these characteristics of cloud computing, 
two ideas are of sociological significance. First, the idea 
of “convenient, on-demand” (National Institute of 
Standards and Technology 2011) services fits into the 
idea of what some authors have called a ‘convenience 
culture.’ For example, Tierney (1993) argues that one of 
the defining features of modernity is the consumption of 
‘conveniences.’ He defines convenience as an “ability to 
mitigate the effects of bodily limits”; for something to be 
convenient it must make easy and simple an action that 
was previously difficult, impossible or troublesome.
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Figure 4:

 

Checkout operator computer with Raspberry Pi installation

 

  

 

 

 

 

 
 

 

 
 

 
 

 
 

 
 

 
 

   
 

 

 
 

 
 

 

 

 

 

a) Raspberry Pi Setup with Owncloud
This is the second installment of the guide to 

install Owncloud on Raspberry Pi.
There has been certain changes with the latest 

version of Owncloud 7, and this guide should be able to 
help you to sail through smooth. Without much ado 
about what is Owncloud (which you already know) let's 
dive deep into tech details.
Setup admin account

While setting up the admin account you should 
provide the path to your data folder. You can ideally set 
this to your NAS drive or external drive, which you may 
have mounted. Owncloud will complain and not proceed 
with admin account if the data directory path is not 
readable & writable by the user www-data. Also it should 
not be readable by "others".

b) Setup Mount / Auto Mount USB Hard Drive on 
Raspberry Pi

Follow the simple steps in the order mentioned 
below to have your USB drive mounted on your 
Raspberry Pi every time you boot it.

These steps are required especially if you are 
setting up a Samba share, or a 24x7 torrent downloader, 
or alike where your Raspberry Pi must have your 
external storage already mounted and ready for access 
by the services / daemons.

Step 0.
Plug in your USB HDD / Drive to Raspberry Pi

If you are using a NTFS formatted drive, install 
the following
sudo apt-get install ntfs-3g

Step 1.
Log on pi using ssh terminal and execute:
ls -l /dev/disk/by-uuid/
You will see something like the following:
lrwxrwxrwx 1 root root 10 Jan 1 1970 
0AC4D607C4D5F543 -> ../../sda1

Note down the value of the UUID --> 
0AC4D607C4D5F543

Step 2.
Create a location for mount point:
sudomkdir /media/NASDRIVE
Give proper permission:
sudochmod 770 /media/NASDRIVE
Step 3.

Get the uid, gid for pi user and group with id 
command (usually 1000)

Step 4.
Mount the USB Drive and then check if it is 

accessible at /media/NASDRIVE
sudo mount -t ntfs-3g -o uid=1000, gid=1000,
umask=007/dev/sda1 /media/NASDRIVE
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Note: 
ntfs-3g for NTFS Drives 
vfat for FAT32 Drives 
ext4 for ext4 Drives 

Step 5. 
Now, we will configure RasPi to do this after 

every reboot: 
Take a backup of current fstab and then edit 
sudocp /etc/fstab /etc/fstab.backup 
sudonano /etc/fstab 

Add the mount information in the fstab file 
(replace UUID with your own): 
UUID=0AC4D607C4D5F543 /media/NASDRIVE ntfs-3g 
uid=1000, gid=1000, umask=007 0 0 

Step 6. 
Reboot 
sudo reboot 

Step 8. (Optional, required if using as data storage for 
Owncloud) 

If you are configuring ownCloud’s data directory 
on your NAS drive, it should be having a 770 permission 
for www-data user. You can simply add user www-data 
to pi group, since it’s already having 770 as permission 
as set above in fstab. 
sudousermod -a -G pi www-data. 

In studies of black boxed technologies, 
objectivity is always implicit but rarely explicitly 
discussed. Part of this is likely due to the self-evidence 
of the objectivity of black boxed technologies. 
Technological entities are objective in multiple senses of 
the word: one, they are objects; and two, they behave 
consistently. Users of a black boxed technology who 
behave in accordance with the user scripts should 
expect the technology to behave the same way every 
time. Its internal workings and associations are reduced 
such that users provide an input and expect consistent 
outputs from the black box. The objectivity of 
technologies is, in this sense, very self-explanatory. 
Nevertheless, using the metaphor of the black box 
highlights a key point about the nexus between 
objectivity and technology: objectivity is an effect of a 
network or association’s durability and stabilization. It is 
precisely when a network becomes black boxed that it 
becomes seen as objective. It is when those contingent 
associations and subjective actors are reduced (in other 
words, when the social has been reduced) that a 
technology that behaves consistently and objectively 
appears. 

V. Conclusion 

What are some repercussions of this analysis of 
Raspberry Pi ownCloud storage, users, cloud 
computing, and data privacy? OpenSSH is an 
application that allows you to securely access Linux 
systems remotely over the network. You can use 
OpenSSH simply for secure file sharing. But it also 

allows you to log on to a system and control it over the 
network, even using the GUI, just as if you were sat in 
front of it. The default installation of Linux on your 
Raspberry Pi should have “SSH daemon” running. This 
means that your Raspberry Pi is listening on port 22 for 
a remote computer asking to make a connection to it. In 
your case, this will probably mean your normal desktop 
or laptop computer. 

In Chapter Two, I found that there is a dearth of 
existing literature on Raspberry Pi personal cloud 
storage and data privacy that examines the role of user 
agency and that trust is one conceptual tool to avoid 
this problem. In Chapter Three, I outlined how using 
principles from Raspberry Pi and bring it in a shape to 
personal cloud storage, theory one could study trust 
and reimagine the role of user agency in discussing 
cloud computing. In particular, I outlined the 
methodological principles of Akrich’s (1992; Akrich and 
Latour 1992) user scripts and description and the 
principle of co-production to look at how users and 
technologies are mutually working on each other. In 
applying these principles to my case study in Chapters 
Four and Five, I found that Raspberry Pi personal cloud 
storage, prescribed trust and privacy protection on its 
users, while maintaining security as its domain. Users, 
for the most part, accepted this script; however, some 
varying levels of trust were observed in users. What was 
noteworthy about the analysis in Chapter Five, however, 
was how in instances of breakdown, these user scripts 
and trust fall to pieces. This has led me to the 
conclusion that only when trust is shattered does privacy 
and the trade-off of personal privacy for use become 
contested and negotiable. 

My example of cloud computing, and more 
specifically Raspberry Pi cloud storage, can highlight 
this principle. As discussed in the introduction, cloud 
computing is a great example of a heterogeneous 
assemblage. It is not a simple technological artefact but 
is rather an idea that encompasses a wide range of 
computing programs, hardware and human actors in 
order to be realized. Through my analysis of users of 
Raspberry Pi cloud storage, I have found that many of 
these users simply accept the user scripts of this 
program; they interact with Raspberry Pi cloud storage 
as a black boxed technology. They do not need to 
question or understand how Raspberry Pi cloud storage. 
Or how cloud computing more generally functions, they 
just need to know how to interact with Raspberry Pi 
cloud storage’s user interface. To them, Raspberry Pi 
cloud storage is a program to store and synchronize 
files to be accessed at a later date, not a heterogeneous 
network of associated human and non-human actants. 

When exploring technology and objectivity in 
this way, it is possible to conceptualize the 
understanding of trust I have put forth in this analysis. 
Trust simply becomes a necessary by-product of the 
stabilization and reduction of heterogeneous 
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associations, and the perceived objectivity of a 
technological entity. Technologies, here understood as 
stabilized networks, objectivity and trust all necessitate 
one another. Black boxed technologies are trusted to 
behave as expected, to behave objectively. If there is 
distrust in the technology, it is not perceived as 
completely objective; there is room for error. If the 
heterogeneity of a network is not completely reduced, 
there is more room for distrust as users must now trust 
each of the heterogeneous associations and not simply 
the homogenous black boxed technology.  

Thus, technology, objectivity and trust go hand 
in hand; they all appear simultaneously as a 
heterogeneous network is reduced, stabilized and made 
durable. My findings, in Chapter Four and particularly 
Chapter Five thus suggest that Raspberry Pi cloud 
storage as a case study of cloud computing is not a 
completely stabilized technology, though it is well on its 
way. It is stable enough that users for the most part trust 
the technology and behave in accordance with its user 
scripts. However, there is still a concerted effort on the 
part of Raspberry Pi cloud storage to communicate its 
objectivity and trustworthiness and to further reduce its 
heterogeneity and the marginality of some users. 
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Homomorphic Encryption Security for Cloud 
Computing

J. Phani Prasad α  & B Seetha Ramulu σ

Abstract- As the Data and Technology is increasing day by day 
the security and privacy issues are becoming a major concern 
now a days, with the advent of different security mechanisms 
there are some bottlenecks.  In this work we are giving the 
essence and importance of an encryption scheme called 
homomorphic encryption and its related issues. 
Keywords: encryption, homomorphic encryption, RSA, 
security. 

I. Introduction 

ecurity of the Data or information is a primary 
concern of the day to day transactional process. 
There are various domains in which security can 

be provided as a part of protecting the things and 
systems, some of the security areas or domains are: 
home automation and security, providing the security to 
data pertaining to different organizations. The nominal 
and quite common security providing methods is usage 
of passwords in the form of text to our data and having 
some sort of security to it. 

Another form of password protection other than 
text is providing captcha, or one time passwords now a 
days. In search engines like Google we can keep 
multiple authentication schemes like each time one 
enters in to his Gmail account one can put two factor 
authentication. 

Apart from the above methods we can encrypt 
our data while storing it/sometimes whenever we send 
our information to someone, lot of encryption algorithms 
and methods are available like DES, AES, RSA, Blow 
fish and many more, and at the other side the receiver 
will use a method called decryption to receive the actual 
data from sender. Cryptography is the method of 
converting plain text to cipher text. By this method one 
can just read our data and use it for his purpose without 
altering that data.  

II. LITERATURE REVIEW 

Rivest et.al.(1978) introduced for the first time 
the concept of Homomorphic encryption. Taher (1985) 
introduced an algorithm based on multiplicative 
property. 

Shahzadi et al (2012) done the study on the 
three  homomorphic  encryption  algorithms. Naser and 
 
 
Author α: Assistant Professor, Vardhaman College of Engineering, 
Hyderabad. e-mail: phanimtechcse@gmail.com 
Author σ: Professor, Vardhaman College of Engineering, Hyderabad. 

Bin (2013) surveyed on specific security issues and use 
of cryptography in cloud computing.  

Carlos et al. (2013) discussed about the recent 
advances in homomorphic encryption techniques. They 
have done survey on recent advances in Somewhat 
Homomorphic Encryption (SWHE) and Fully 
Homomorphic Encryption (FHE) algorithms. 

Liu (2012) has introduced some cloud 
computing system and also analyzes cloud computing 
security problem. He suggested that single security 
technique cannot be used to solve the cloud security 
problem therefore, many traditional and some new 
strategies are required to use together to provide the 
total security in cloud. 

Ustimenko and Wroblewska (2013) proposed 
an idea for homomorphic encryption and multivariate 
key for cloud security. They have given detailed 
discussion on Key Dependent Message (KDM) 
encryption scheme can be used for cloud security. 

Ramgovind et al. (2010) highlighted key security 
considerations currently faced by industry. 

 Aderemi and Oluwaseyi (2011) discussed 
about the security issues in cloud computing and the 
potentials of homomorphic encryption, and proposed an 
encryption layer on top of the encrypted data on the 
cloud. 

III. HOMOMORPHIC ENCRYPTION 

Homomorphic encryption is a Technique that 
permits the calculation on encrypted data without prior 
decryption and after operation, if the data is decrypted 
by user which is in encrypted form it gives actual result 
without knowing the actual plain text (yang et al. 2014). 

Suppose if plain text is M. 

Operation(M) decrypt(Operation(encrypt(M))). 

In figure1 (below) homomrphic encryption is 
applied on some set of integer values  using some 
algorithm. For encryption algorithm is implemented as 
7*2=14 where 2 is the encrypted element in the above 
operation, and for 5 ie 5*2=10.  The reverse process is 
followed for decryption of data here after multiplication 
(14*10)/2 =70 it is divided by 2 because of 
homomorphic encryption property, after decryption of 
result we will get 7*5=35 which is actual result. 
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 Figure 1:

 

Homomorphic Encryption on Integers

 

 Figure 2:
 
Homomorphic Encryption on Strings

 

IV. Homomorphic Encryption and Types 

There are three types of Homomorphic 
encryption available: 

1. Partial Homomorphic Encryption(PHE) 
In this encryption technique it performs single 

operation on encrypted data i.e either multiplication or 
addition but not both. 

2. Some What Homomorphic Encryption(SWHE) 
In this technique it support limited number of 

addition and multiplication operations on encrypted 
data. 
3. Fully Homomorphic Encryption(FHE) 

In this technique it support both multiplication 
and addition operations and also any other 
computations also possible on encrypted data. 

a) RSA and Homomorphic Encryption 
RSA is a asymmetric algorithm used for 

encryption of the data , which was introduced by Ron 
Rivest, Shamir and ad leman , it is mainly used for 
encryption using public and private key concepts till 
now, but it can be combined with homomorphic 
encryption. 

The properties of Homomorphic encryption are: 

Encrypt (p1 p2) = Encrypt(p1) + Encrypt(p2) (additive 
homomorphic property). 

 Encrypt (p1* p2) = Encrypt(p1) X Encrypt(p2) 
(multiplicative homomorphic property. 

b) Multiplication Homomorphism using RSA 

start 

1. Select two  large prime numbers r, s  
2. Compute n=r*s 
3. Pii(n)=(r-1)*(s-1) 
4. Select e, where 1<e<pii(n) and e, n are co primes 
5. Compute d as (d*e)mod(pii(n))=1 
6. Public key{e,n},private key{d, n} 
7. Encryption of plaintext C=Me mod n 
8. Decryption of cipher text M=cd mod n  
9. RSA follows homomorphic property as: 

Encrypt(p1* p2) = Encrypt(p1) X Encrypt(p2) 
(multiplicative homomorphic property). 

End. 

V. Partial Homomorphic Encryption 

Partial homomorphic encryption can be 
implemented in various domains like network security, 
cloud computing, Big data and many other fields where 
security of data and storage is the major concern. 

For example if we take cloud to secure the data, 
so many encryption and decryption algorithms are in to 
practice, but among them the Partial Homomorphism is 
the technique which reduces the amount of computation 
when compared with other algorithms. 

VI. Implementation of RSA as PHE using    
a Case Study on Cloud 

 We are implementing a small case study by 
taking the length and breadth of 50 grounds and the 
number of persons visiting the ground for playing and 
other activities. Ground shape is assumed to be 
different i.e (rectangle or square). The data is encrypted 
and it is stored in a cloud by the user, and whenever it is 
required user can compute the area of the ground. 

 

Figure 3: Computation of area in cloud 

Here in the above computation the length value 
5 is encrypted as 25 and breadth value 4 is encrypted 
as 5 and the area is computed as 25*5 which is 125, 
and David is encrypted as  GDYLG now, the user at the 
other end will compute the decryption on the encrypted 
data , and the actual result is obtained. 

By using RSA algorithm with the help of public 
key the data is encoded as {3,55} that is stored in 
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cloud, and the area is computed with the help of 
encrypted data by the formula (encrypt 
(length)*encrypt(breadth)) and the computed result is 
sent to user. The user takes the encrypted form of data 
and decrypts it by using private key as {27,33} to get 
the actual area of the ground. 

VII. CONCLUSION 

 In this work we have discussed about the 
homomorphic encryption technique as a method of 
providing security to the data in various fields, and 
mainly on cloud. We have also implemented RSA as a 
partial homomorphic technique on cloud by taking a 
case study. In future it may be extended and the 
research directions has to be driven towards fully 
homomorphic encryption technique. 
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An Analytic Real-Time Framework for IoT Based Home 
Automation System 

  By Nazmul Hossain, Rafia Sultana, Farzana Akter Lima & Md. Arif Rahman 
Jessore University of Science & Technology                                 
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An Analytic Real-Time Framework for IoT Based 
Home Automation System 

 Nazmul Hossain α, Rafia Sultana σ, Farzana Akter Lima ρ & Md. Arif Rahman Ѡ

Abstract- The Internet of Things or IoT means the ability to 
connect billions of physical devices around the world that are 
now linking to the internet for collecting and sharing data. 
Internet of Things (IoT) technologies is used to sense the real-
time primordial manufacture data and included the energy 
alliance data and the provision circumstance data. The 
Internet of Things (IoT) will approve any contents to be sensed 
or monitored remotely wherever there any remaining network 
infrastructure, making amenities for the integration of the 
actual world into computer-based systems. Real-time narrates 
the path of flowing media is processing. In the real-time 
procedure, anyone can entrance information barring to narrate 
for it and save our time. 

In our proposed system, we build a system where we 
calculate real-time. To compute real-time, we need an IoT 
based automated system. And here we use an IoT based 
home automation system. We are passing data through the 
system for collecting data with the help of Cisco Packet Tracer 
simulator. For calculating real-time performance, we use six 
performance metrics to evaluate the event detection system 
performance. They are sensitivity, specificity, precision, 
accuracy, F1-score, and G-mean.  
Keywords: internet of things (IoT), IOT, home automation, 
smart home, response time, control system, real-time, 
performance matric. 

I. Introduction 
he Internet of Thing (IoT) refers to gathering and 
sensing data from various apparatus about our 
daily life corporal phenomena [1, 2]. IoT has 

acquired capacious popularity owing to its extensive 
market in several sectors such as home automation, 
healthcare, security, etc. [3]. IoT entangles pervading 
internet connectivity beyond valuable devices to any 
province of traditionally daft or non-internet-enabled 
naturalistic devices and quotidian things [4]. IoT was 
begotten from machine-to-machine (M2M) interaction. 
Machines are joining to the objects via a network except 
for human communication [5].  
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Real-time is a level of computer compassionate 
that a customer senses as sufficiently early or that 
qualify the computer to repose up with several 
processes (for example, to attendant visualizations of 
the weather as it incessantly mutations) [6]. Real-time is 
an epithet regarding computers or processes that 
handle in real-time. Real-time describes a man rather 
than an engine sense of time [7]. 

Real-time computing (RTC) is a period of 
computing decision that has inelastic instant 
constraints. Real-time computing must be committed in 
a time structure that is relatively invisible to the user [8]. 
A real-time system is any message processing system 
which must answer to externally propagated input 
incentive between a limited and specified epoch [9]. If it 
overcomes this time bondages, it’s output in 
accomplishment erosion and malfunction of the process 
[10]. Denoting to the data-scheming system in which a 
computer takes every moment transforming data, such 
as knowledge relating to air-traffic monitoring, travel 
booking procedure and processes it practically to be 
capable of controlling the origin of data [11]. 

a)  Characteristics of Real-Time System 
• Time Encirclement. 
• Modern Rectification Inference.  
• Interwoven.  
• Security-Criticality.  
• Concurrency.  
• Allotted and Recompose Formation. 
• Ought Troublesome. 
• Usage Hardware. 
• Durability. 

II. Background and  Related Work 

In 1970s Minicomputers specially built for 
dedicating embedded systems such as DOG scanners, 
onward the necessity for low-latency priority-driven with 
accessing data and operating systems suchlike Data 
General's RDOS (Real-Time Disk Operating System) and 
RTOS’s background and foreground scheduling as 
Digital Equipment Corporation's RT-11 date from this 
age. On time when the MOS Technology 6502 and the 
Motorola 68000 were exoteric relatives could conduct 
their abode computer as a real-time system. The chance 
to deactivate several intermissions allowed for hard-
coded loops with fixed timing and the less interrupt 
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latency allowed the impersonation of a real-time     
system [12]. 

We implemented and modified our system with 
this two-existing system. In the procedure 1, Smart 
home regulating devices are using for guiding the 
systems by sending data to govern the actuators. Here 
they also used the home gateway for relating all home 
appliances and interconnected with the Internet on the 
open network part, and the home networks also control 
the home machinery. The home gateway gives the 
ability to control the connected equipment on the home 
networks that controlled with smart instruments and 
passed data through the system and collect data for 
calculating real-time [13]. In the procedure 2, there 
submitted a low cost secure mobile phone-based home 
automation system [14, 15]. Appliances at home are 
linking with the Arduino BT board, and the 
communication within the mobile phone and the Arduino 
BT board is wireless [16]. Superfluous apparatus can be 
connected into the system, and it should be faster 
enough to actualize the power of wireless technology 
and be cost effective. In this system, they also are 
measuring data for calculating real-time [17, 18]. 

In our system, we connected all devices with 
the server and motion sensor for controlling our 
automation system. We passed data through our 
implemented process for measuring the time that is 
needed to turn on/off the equipment. 

III. Proposed System 

a)  System Description 

 
Fig. 1: System Implementation of the Proposed System 

For calculating real-time performance, we 
implement a virtual system in Cisco Packet Tracer. We 
use server and motion sensor for connecting the 
devices. The equipments are light, fan, door, window, 
sprinkler, webcam and motion detector. The sensor is 
joining to the SBC-PT Board, which is one kind of 
networking access board. All equipment attached with 
the server through a unique IP address. Entering to the 
server and viewing the activity of the system by home 
authority there use a laptop. To collect real-time data, 

we passed packets through the system and putting it to 
the performance matrices equation for calculating the 
real-time action of our system. We also build the other 
two existing methods in Cisco Packet Tracer for 
comparing our systems performances [19]. 

b)  User Case Diagram 
User case provides a path, how the user gets 

the entrance license of the system. A user cannot 
straightly access the arsenal so that they needed to 
exact authentication. Here also we see equipment 
internally linked with the system action. Use cases are 
typically induced by a user to meet the goals detail 
activities and variants inlaid in gaining the aim [20]. 

Flow: 
• Admin   Managing & Controlling Home 

Appliances            Logout. 
Admin is the prime controller for managing, 
measuring and controlling the access of the 
services. 

 
Fig. 2: User Case Diagram 

• User        Login           Using Equipment         
Logout. 
To start using the system, the user must use the 
login interface to log in into the system. When 
the user wants to control the equipment, they 
first log in to the service with their password. If 
their passwords match, then they get the 
access. After using the device, they are log Out 
from the process. 

• Ingredient          Motion Sensor. 
Light, Fan, Door, Window, Sprinkle connected 
to the motion sensor. When the sensor detected 
any person, then it is automatically on/off. 

• Ingredient           Motion Detector. 
Webcam connected to the motion detector. If 
any person passes through a motion detector, 
then it is automatically on/off. Therefore, we see 
the passing passenger. 

c)  Layer Development 
Layering is the association of programming into 

individual functional elements that interact in various 
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sequential and hierarchical way, including each layer 
generally having an interface alone to the layer above 
and below it [21]. 

 
Fig. 3: Layer Development 

• Physical Layer: It gives the hardware using sending 
and receiving data on a carrier, together with 
demarking cables, cards, and physical aspects. 

• Data Link Layer: This layer shows the functional and 
procedural means to trek data between network 
essences and detects errors that occur in 
the physical layer. 

• Network & Transport Layer: The network layer is 
consisting of a variant form of wired and wireless 
contact networks such as Wireless Local Area 
Network (WLAN), Internet. This layer is liable for the 
sending and receiving information from the 
perceptive layer. Transport layer is a conceptual 
partition of a scheme in the layered masonry of 
protocols in the network pile in the Internet Protocol 
Suite. The transport layer is the foundation of 
the Internet. 

• Presentation Layer: It offers protocol conversion, 
data translation, compression, and encryption. It 
provides the real-time succession requisite for 
communication between objects that are layers, 
systems or networks. 

• Application Layer: This layer creates an interface 
between the user and system performance. 

IV. Analysis Of Proposed System 

a)  Data Collection 
For calculating real-time, we pass packet 

through equipment from starting point to end. We pass 
the packet into two different ways. And the ways are 1) 
Equipment to server & 2) Server to Equipment. In this 

process we listed time, some packets are passed that 
called passing time or true position time. Here true 
position time denoted as x & y. And some packets are 
not passed that called obstacle time or false position. 
We denote false position as x' & y' [22, 23].  

Table 1: Confusion Matrix for an Event Detection 
Problem 

 Equipment to 
Server 

Server to 
Equipment 

Equipment to 
Server Passing Time(x)

 Obstacle 
Time(x')  

Server to 
Equipment 

Obstacle Time(y') Passing Time(y)  

To calculate real-time, we use six different types 
of performance metrics. The metrics are Sensitivity, 
Specificity, Precision, Accuracy, F1-score, G-mean. We 
can apply all the performance metrics into seven 
different equipment such as light, fan, door, window, 
sprinkler, webcam and motion detector. 

 
• Sensitivity: Sensitivity contents the proportion of 

true positives that are identified. 

Sensitivity = 𝑥𝑥
𝑥𝑥+𝑥𝑥′

 

• Specificity: Specificity extents the proportion of real 
negatives that are identified. 

Specificity = 
𝑦𝑦

𝑦𝑦+𝑦𝑦′
 

• Precision: Precision is a representation 
of indiscriminately errors, a sum of statistical 
inconstancy. 

Precision = 
𝑥𝑥

𝑥𝑥+𝑦𝑦′
 

• Accuracy: Accuracy is the caliber of the instrument 
to the volume the actual value. It is a tracing 
of systematic fault, a measure of statistical favor. 

Accuracy = 
𝑥𝑥+𝑦𝑦

𝑥𝑥+𝑥𝑥′ +𝑦𝑦+𝑦𝑦′
 

• F1-score: The F1-score (F1-sc.) is the harmonic 
mean of precision (Prec.) and sensitivity. 

F1-score = 
2𝑥𝑥

2𝑥𝑥+𝑥𝑥′ +𝑦𝑦′
 

• G-mean: The G-mean is computing by taking the 
square average value of sensitivity and specificity. 

G-mean =�Sensitivity + Specificity 

b)  Comparison 
Previously we discussed two different systems. 

We can also implement these systems and passes 
packet through that systems for calculating the passing 
time and obstacle time. With the help of performance 
metrics, we calculate real-time through this passing time 
and obstacle time. 
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The performance metrics equations and 
descriptions are:



Comparison of Light: 

Table 2: Data collects for Light (Sensitivity) 

Light 

 System 1 System 2 
Proposed 
System 

Sensitivity 

0.339 0.759 0.368 
0.273 0.740 0.398 
0.412 0.766 0.461 
0.349 0.783 0.484 
0.402 0.793 0.518 
0.353 0.799 0.571 
0.414 0.786 0.671 
0.374 0.776 0.669 
0.414 0.782 0.679 
0.452 0.787 0.805 

The Graph for Light (Sensitivity):
 
System 1 goes zigzag,

 

and system 2 goes from high to low but our system 
goes from low to high.

 

 

Fig.
 
4:

 
Light (Sensitivity)

 

Table
 
3:

 
Data collects for Light (Specificity)

 

Light
 

 
System 1

 
System 2

 
Proposed 
System

 

Specificity
 

0.467
 

0.692
 

0.394
 

0.293
 

0.705
 

0.421
 

0.388
 

0.789
 

0.519
 

0.446
 

0.710
 

0.538
 

0.493
 

0.719
 

0.541
 

0.457
 

0.712
 

0.597
 

0.475
 

0.697
 

0.669
 

0.503
 

0.687
 

0.681
 

0.525
 

0.668
 

0.721
 

0.503
 

0.673
 

0.881
 

The Graph for Light (Specificity):

 

Our system’s specification is better than other 
two process because it is an up-ordering line.

 
 

 

Fig. 5: Light (Specificity) 

Table 4: Data collects for Light (Precision) 

Light 

 System 1 System 2 
Proposed 
System 

Precision 

0.437 0.743 0.479 
0.266 0.727 0.503 
0.373 0.761 0.530 
0.332 0.720 0.532 
0.409 0.727 0.539 
0.377 0.718 0.554 
0.411 0.703 0.558 
0.395 0.692 0.575 
0.435 0.673 0.622 
0.459 0.677 0.708 

The Graph for Light (Precision): 
Our system precision is better than other. 

 

Fig. 6: Light (Precision) 

Table 5: Data collects for Light (Accuracy) 

Light 

 System 1 System 2 
Proposed 
System 

Accuracy 

0.397 0.729 0.499 
0.284 0.723 0.500 
0.399 0.758 0.528 
0.403 0.746 0.537 
0.450 0.755 0.551 
0.407 0.754 0.576 
0.447 0.739 0.585 
0.443 0.729 0.625 
0.473 0.721 0.669 
0.478 0.726 0.821 

The Graph for Light (Accuracy): 
System 1 and system 2 are creating down order 

line, but our system is high-ordered. 
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Fig. 7: Light (Accuracy) 

Table 6: Data collects for Light (F1-score) 

Light 

 System 1 System 2 
Proposed 
System 

F1-score 

0.382 0.751 0.417 
0.269 0.734 0.456 
0.391 0.764 0.493 
0.340 0.750 0.517 
0.406 0.758 0.529 
0.365 0.757 0.573 
0.413 0.742 0.575 
0.384 0.731 0.609 
0.424 0.723 0.693 
0.455 0.728 0.702 

The Graph for Light (F1-score): 
The value of F1-score in our system is excellent 

than the other two methods. 

 

Fig. 8: Light (F1-score) 

Table 7: Data collects for Light (G-mean) 

Light 

 System 1 System 2 
Proposed 
System 

G-mean 

0.898 1.205 0.982 
0.752 1.202 1.001 
0.894 1.247 1.028 
0.892 1.222 1.033 
0.946 1.229 1.044 
0.900 1.229 1.044 
0.943 1.218 1.069 
0.936 1.209 1.126 
0.969 1.204 1.160 
0.977 1.208 1.249 

 
 
 

The Graph for Light (G-mean): 
We are measuring the value of three systems 

and plotting the value for generating the graph line, and 
line is increasing. 

 

Fig. 9: Light (G-mean) 

Comparison of Fan: 

Table 8: Data collects for Fan (Sensitivity) 

Fan 

 System 1 System 2 
Proposed 
System 

Sensitivity 

0.497 0.425 0.218 

0.524 0.798 0.232 

0.558 0.825 0.243 

0.586 0.867 0.248 

0.579 0.779 0.252 

0.576 0.791 0.255 

0.566 0.762 0.264 

0.570 0.775 0.283 

0.569 0.752 0.375 

0.555 0.764 0.454 

The Graph for Fan (Sensitivity):
 

For comparing three systems,
 
we saw that our 

system’s sensitivity is better than others.
 

 

Fig.
 
10:

 
Fan

 
(Sensitivity)
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Table 9: Data collects for Fan (Specificity) 

Fan 

 System 1 System 2 
Proposed 
System 

Specificity 

0.323 0.854 0.292 
0.491 0.752 0.334 
0.595 0.783 0.394 
0.496 0.736 0.437 
0.523 0.767 0.499 
0.571 0.762 0.527 
0.579 0.777 0.572 
0.594 0.787 0.593 
0.573 0.765 0.648 
0.572 0.774 0.843 

The Graph for Fan (Specificity): 
We collect data and compare with them and 

saw that the proposed system is proper. 

Fig. 11: Fan (Specificity) 

Table 10: Data collects for Fan (Precision) 

Fan 

 System 1 System 2 
Proposed 
System 

Precision 

0.545 0.392 0.271 
0.582 0.688 0.280 
0.552 0.752 0.287 
0.538 0.777 0.292 
0.555 0.745 0.305 
0.597 0.789 0.348 
0.601 0.760 0.357 
0.613 0.774 0.367 
0.577 0.751 0.389 
0.563 0.763 0.513 

The Graph for Fan (Precision): 
From the table and graph, we predicted that the 

precision of our system is the best than others. 

 

Fig.
 
12:

 
Fan

 
(Precision)

 
 

Table 11: Data collects for Fan (Accuracy) 

Fan 

 System 1 System 2 
Proposed 
System 

Accuracy 

0.431 0.777 0.268 
0.509 0.771 0.294 
0.528 0.802 0.315 
0.541 0.804 0.355 
0.552 0.773 0.374 
0.573 0.778 0.389 
0.572 0.769 0.453 
0.581 0.781 0.489 
0.571 0.758 0.503 
0.564 0.769 0.739 

The Graph for Fan (Accuracy): 
System 1 and 2 is down order line. Our system 

is emersion, so it is enriching the graph. 

 

Fig. 13: Fan (Accuracy) 

Table 12: Data collects for Fan (F1-score) 

Fan 

 System 1 System 2 
Proposed 
System 

F1-score 

0.520 0.408 0.242 
0.551 0.739 0.254 
0.555 0.787 0.263 
0.561 0.819 0.271 
0.567 0.762 0.274 
0.586 0.791 0.297 
0.583 0.761 0.300 
0.591 0.774 0.319 
0.574 0.751 0.382 
0.559 0.764 0.481 

The Graph for Fan (F1-score): 
Plotting the value and choose a better system 

and our system is better than others. 

 
Fig. 14: Fan (F1-score) 
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Table 13: Data collects for Fan (G-mean) 

Fan 

 System 1 System 2 
Proposed 
System 

G-mean 

0.906 1.131 0.735 
1.007 1.245 0.773 
1.026 1.268 0.806 
1.040 1.266 0.849 
1.049 1.243 0.852 
1.071 1.246 0.863 
1.070 1.241 0.914 
1.079 1.249 0.949 
1.069 1.232 0.973 
1.062 1.240 1.139 

The Graph for Fan (G-mean): 
For fan, the G-mean is elder than system 1 and 

system 2 because it is emergence from others. 

 

Fig. 15: Fan (G-mean) 

Comparison of Door: 

Table 14: Data collects for Door (Sensitivity) 

Door 

 System 1 System 2 
Proposed 
System 

Sensitivity 

0.455 0.638 0.096 
0.522 0.542 0.236 
0.607 0.456 0.272 
0.612 0.628 0.289 
0.615 0.704 0.298 
0.578 0.739 0.304 
0.555 0.761 0.309 
0.572 0.772 0.329 
0.552 0.781 0.357 
0.526 0.788 0.367 

The Graph for Door (Sensitivity): 
System 1 rise low to high and low. System 2 is 

ascent high to low and high. Our system goes low to 
high without breaking. 

 

Fig. 16: Door (Sensitivity) 

Table 15: Data collects for Door (Specificity) 

Door 

 System 1 System 2 
Proposed 
System 

Specificity 

0.427 0.787 0.486 
0.446 0.820 0.554 
0.486 0.826 0.573 
0.463 0.789 0.615 
0.492 0.773 0.619 
0.495 0.805 0.644 
0.536 0.759 0.649 
0.523 0.687 0.666 
0.520 0.762 0.737 
0.542 0.747 0.949 

The Graph for Door (Specificity): 
Plotting the value and generate the graph for 

three system and our system graph is better. 

 
Fig. 17: Door (Specificity) 

 
Table 16: Data collects for Door (Precision) 

Door 

 System 1 System 2 
Proposed 
System 

Precision 

0.492 0.756 0.334 
0.467 0.589 0.334 
0.498 0.486 0.335 
0.473 0.588 0.335 
0.499 0.641 0.336 
0.500 0.717 0.338 
0.540 0.716 0.347 
0.527 0.646 0.365 
0.506 0.732 0.373 
0.508 0.745 0.391 
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The Graph for Door (Precision): 
For metering the effect of the specification of 

fan we collect and compare data for three system and 
the proposed system is strong.  

 

Fig. 18: Door (Precision) 

Table 17: Data collects for Door (Accuracy) 

Door 

 System 1 System 2 
Proposed 
System 

Accuracy 

0.443 0.713 0.399 
0.482 0.731 0.438 
0.541 0.728 0.465 
0.529 0.737 0.494 
0.547 0.748 0.496 
0.534 0.779 0.515 
0.545 0.760 0.542 
0.547 0.723 0.548 
0.535 0.771 0.555 
0.534 0.767 0.751 

The Graph for Door (Accuracy): 
System 1 and 2 are devious, and our system’s 

accuracy is the best because it is a rising line. 

 
Fig. 19: Door (Accuracy) 

Table 18: Data collects for Door (F1-score) 
Door 

 System 1 System 2 
Proposed 
System 

F1-score 

0.983 0.688 0.152 
0.493 0.565 0.278 
0.547 0.470 0.281 
0.533 0.607 0.310 
0.551 0.671 0.315 
0.536 0.728 0.319 
0.548 0.738 0.321 
0.549 0.703 0.338 
0.528 0.756 0.363 
0.516 0.766 0.378 

The Graph for Door (F1-score): 
Construct the diagram we saw that system 1 

and system 2 are decreasing, and our system is 
increasing. 

 

Fig. 20: Door (F1-score) 

Table
 
19:

 
Data collects for Door

 
(G-mean)

 

Door
 

 
System 1

 
System 2

 Proposed 
System

 

G-mean
 

0.939
 

1.194
 

0.885
 

0.984
 

1.167
 

0.918
 

1.045
 

1.132
 

0.939
 

1.036
 

1.190
 

0.957
 

1.052
 

1.215
 

0.959
 

1.035
 

1.243
 

0.986
 

1.045
 

1.233
 

0.989
 

1.046
 

1.208
 

0.997
 

1.035
 

1.242
 

1.008
 

1.033
 

1.239
 

1.022
 

The Graph for Door (G-mean):
 

Our system’s G-mean is elder than system 1 
and system 2 because it is emergence from others.

 

 

Fig.
 
21:

 
Door

 
(G-mean)
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Comparison of Window: 

Table 20: Data collects for Window (Sensitivity) 

Window 

 System 1 System 2 
Proposed 
System 

Sensitivity 

0.507 0.318 0.150 
0.554 0.805 0.244 
0.601 0.818 0.254 
0.622 0.757 0.256 
0.622 0.781 0.283 
0.587 0.742 0.303 
0.584 0.763 0.317 
0.587 0.735 0.318 
0.584 0.753 0.322 
0.581 0.731 0.325 

The Graph for Window (Sensitivity): 
From the diagram, we saw that our proposed 

system sensitivity is good than other systems. 

 

Fig. 22: Window (Sensitivity) 

Table 21: Data collects for Window (Specificity) 

Window 

 System 1 System 2 
Proposed 
System 

Specificity 

0.594 0.187 0.549 
0.647 0.035 0.570 
0.614 0.541 0.617 
0.636 0.499 0.621 
0.576 0.655 0.622 
0.607 0.615 0.649 
0.599 0.673 0.662 
0.611 0.645 0.677 
0.598 0.661 0.716 
0.141 0.639 0.969 

The Graph for Window (Specificity): 
For monitoring the effect of specificity, we 

collect data and compare them and choose the better 
line. 

 

Fig. 23: Window (Specificity) 

Table 22: Data collects for Window (Precision) 

Window 

 System 1 System 2 
Proposed 
System 

Precision 

0.601 0.276 0.249 
0.650 0.690 0.258 
0.616 0.702 0.259 
0.638 0.666 0.288 
0.577 0.740 0.325 
0.608 0.706 0.334 
0.600 0.734 0.334 
0.612 0.708 0.334 
0.599 0.709 0.334 
0.607 0.689 0.339 

The Graph for Window (Precision): 
System 1 and 2 create sprawl line. Our system 

makes a straight line. It is favorable.  

 

Fig. 24: Window (Precision) 

Table 23: Data collects for Window (Precision) 

Window 

 System 1 System 2 
Proposed 
System 

Accuracy 

0.209 0.252 0.468 
0.597 0.595 0.498 
0.607 0.699 0.502 
0.629 0.646 0.507 
0.598 0.725 0.519 
0.597 0.686 0.546 
0.591 0.722 0.547 
0.599 0.694 0.548 
0.591 0.709 0.585 
0.447 0.687 0.894 

The Graph for Window (Accuracy): 
Our system is heightening from system 1 and 

system 2 because it is a prosperous order line graph. 
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Fig. 25: Window (Accuracy) 

Table 24: Data collects for Window (F1-score) 

Window 

 System 1 System 2 
Proposed 
System 

F1-score 

0.549 0.296 0.247 
0.598 0.743 0.254 
0.608 0.755 0.256 
0.629 0.709 0.257 
0.599 0.399 0.286 
0.596 0.723 0.318 
0.592 0.748 0.321 
0.599 0.721 0.325 
0.591 0.730 0.328 
0.594 0.709 0.329 

The Graph for Window (F1-score): 
From the table, we plot the value and choose a 

better system, and the implemented system is the best 
than others. 

 
Fig. 26: Window (F1-score) 

Table 25: Data collects for Window (G-mean) 

Window 

 System 1 System 2 
Proposed 
System 

G-mean 

1.049 0.711 0.935 
1.095 0.917 0.937 
1.102 1.166 0.942 
1.122 1.121 0.945 
1.095 1.198 0.951 
1.092 1.165 0.965 
1.088 1.198 0.969 
1.095 1.175 0.989 
1.087 1.189 1.009 
1.849 1.170 1.058 

The Graph for Window (G-mean): 
We are measuring and plotting the value for the 

diagram and observe that it is increasing. 

 
Fig. 27: Light (Sensitivity) 

c)  Future Work 
In modern time almost, people prefer to do their 

work digitally, so they use the internet to do that work. 
Through the internet, we connect with those equipments 
easily which we used in our daily life for controlling that 
thing. With the help of IoT and the Internet, we can do 
those activity [24]. We can control and monitor our 
home equipment when the owner goes outside. For this 
purpose, this system needs to response in less time 
because if the materials turn on a long time, it will 
damage, or its cases more electric bill. We try to remove 
that problem in our paper. In future, we develop this 
system for consuming time on demand [25, 26]. 

V. Result 

In this system, we calculate the time for seven 
equipment, and here we give four equipment’s (light, 
fan, door, window) real-time in-home automation 
system. In our next paper, we will discuss and calculate 
the time for other three equipment. We passed data 
packet through every device for ten different ways. 
Collecting values and plotting those for creating a graph 
that helps us to view real-time response. We excrement 
for measuring a mediocre period and comparing with 
other existing systems. From the diagram, we see that 
our systems Sensitivity, Specificity, Precision, Accuracy, 
F1-score, and G-mean provide a better graph line than 
others. And we see that our systems response is better 
than another system. 

VI. Conclusion 

IoT promotes the proficiency of existence by 
joining the digital world to the real world via setting 
different sensors in daily life objects [27]. If we utilize our 
system correctly, we save our valuable time, energy; 
electric power moreover comforts of life. This work may 
be expanded to additional provision from other networks 
as those rules may provide better insight into the 
conduct [28]. 
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A Taxonomy of Schedulers – Operating 
Systems, Clusters and Big Data Frameworks 

Leszek Sliwko

Abstract- This review analyzes deployed and actively used 
workload schedulers’ solutions and presents a taxonomy in 
which those systems are divided into several hierarchical 
groups based on their architecture and design. While other 
taxonomies do exist, this review has focused on the key 
design factors that affect the throughput and scalability of a 
given solution, as well as the incremental improvements which 
bettered such an architecture. This review gives special 
attention to Google’s Borg, which is one of the most advanced 
and published systems of this kind. 
Keywords: schedulers, workload, cluster, cloud, big 
data, borg. 

I. Taxonomy of Schedulers 

lthough managing workload in a Cloud system is 
a modern challenge, scheduling strategies are a 
well-researched field as well as being an area 

where there has been considerable practical 
implementation. This background review started by 
analyzing deployed and actively used solutions and 
presents a taxonomy in which schedulers are divided 
into several hierarchical groups based on their 
architecture and design. While other taxonomies do 
exist (e.g., Krauter et al., 2002; Yu and Buyya, 2005; Pop 
et al., 2006; Smanchat and Viriyapant, 2015; Rodriguez 
and Buyya, 2017; Zakarya and Gillam, 2017;Tyagi and 
Gupta, 2018), this review has focused on the most 
important design factors that affect the throughput and 
scalability of a given solution, as well as the incremental 
improvements which bettered such an architecture. 

Figure 1 visualizes how the schedulers’ groups 
are split. The sections which follow discusses each of 
these groups separately. 

 
Figure 1: Schedulers taxonomy 

II. Metacomputing 

The concept of connecting computing 
resources has been an active area of research for some 
time. The term ‘metacomputing’ was established as 
early as 1987 (Smarr and Catlett, 2003) and since then 
the topic of scheduling has been the focus of many 
research projects, such as (i) service localizing idle 
workstations and utilizing their spare CPU cycles – 
HTCondor  (Litzkow   et al.,  1988);   (ii)   the   Mentat – a 
 
 
Author: Axis Applications Ltd, London, Uk. e-mail: Lsliwko@gmail.com 

parallel run-time system developed at the University of 
Virginia (Grimshaw, 1990); (iii) blueprints for a national 
supercomputer (Grimshaw et al., 1994), and (iv) the 
Globus metacomputing infrastructure toolkit (Foster and 
Kesselman, 1997). 

Before the work of Foster et al. (2001), there 
was no clear definition to what ‘grid’ systems referred. 
Following this publication, the principle that grid systems 
should allow a set of participants to share several 
connected computer machines and their resources 
became established. A list of rules defines these shared 
system policies. This includes which resources are 
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being shared, who is sharing these resources, the extent 
to which they can use those resources, and what quality 
of service they can expect.  

As shown in the following sections, the 
requirements of a load balancer in a decentralized 
system varies significantly compared to scheduling jobs 
on a single machine (Hamscher et al., 2000). One 
significant difference is the network resources, in that 
transferring data between machines is expensive 
because the nodes tend to be geographically 
distributed. In addition to the high-impact spreading of 
tasks across networked machines, the load balancer in 
Clusters generally provides a mechanism for fault-
tolerance and user session management. The sections 
below also explain the workings of several selected 
current and historical schedulers and distributed 
frameworks. If we can understand these, we will know 
more about how scheduling algorithms developed over 
time, as well as the different ways they have been 
conceptualized. This paper does not purport to be a 
complete taxonomy of all available designs, but rather 
presents an analysis of some of the most important 
concepts and aspects of the history of schedulers. 

III. OS Schedulers 

The Operating System (OS) Scheduler, also 
known as a ‘short-term scheduler’ or ‘CPU scheduler’, 
works within very short time frames, i.e., time-slices. 
During scheduling events, an algorithm must examine 
planned tasks and assign them appropriate CPU times 
(Bulpin, 2005; Arpaci-Dusseau and Arpaci-Dusseau, 
2015). This setting requires schedulers to use highly 
optimized algorithms with very small overheads. 
Process schedulers face the challenge of how to 
maintain the balance between throughput and 
responsiveness (i.e., minimum latency). Prioritizing the 
execution of processes with a higher sleep/processing 
ratio is the way this is generally achieved (Pabla, 2009). 

At present, the most advanced strategies also take into 
consideration the latest CPU core where the process ran 
the previous time, which is known as ‘Non-Uniform 
Memory Access (NUMA) awareness’. The aim is to 
reuse the same CPU cache memory wherever possible 
(Blagodurov et al., 2010). The memory access latency 
differences can be very substantial, for example ca. 3-4 
cycles for L1 cache, ca. 6-10 cycles for L2 cache and 
ca. 40-100 cycles for L3 cache (Drepper, 2007). NUMA 
awareness also involves prioritizing the act of choosing 
a real idle core which must occur before its logical SMT 
sibling, also known as ‘Hyper-Threading (HT) 
awareness’. Given this, NUMA awareness is a crucial 
element in the design of modern OS schedulers. With a 
relatively high data load to examine in a short period, 
implementation needs to be strongly optimized to 
ensure faster execution. 

OS Schedulers tend to provide only a very 
limited set of configurable parameters, wherein the 
access to modify them is not straightforward. Some of 
the parameters can change only during the kernel 
compilation process and require rebooting, such as 
compile-time options CONFIG_FAIR_USER_SCHED 
and CONFIG_FAIR_CGROUP_SCHED, or on the fly 
using the low-level Linux kernel’s tool ‘sysctl’. 

a) Cooperative Multitasking 
Early multitasking Operating Systems, such as 

Windows 3.1x, Windows 95, 96 and Me, Mac OS before 
X, adopted a concept known as Cooperative 
Multitasking or Cooperative Scheduling (CS). In early 
implementations of CS, applications voluntarily ceded 
CPU time to one another. This was later supported 
natively by the OS, although Windows 3.1x used a non-
pre-emptive scheduler which did not interrupt the 
program, wherein the program needed to explicitly tell 
the system that it no longer required the processor time. 
Windows 95 introduced a rudimentary pre-emptive 
scheduler, although this was for 32-bit applications only 
(Hart, 1997). The main issue in CS is the hazard caused 
by the poorly designed program. CS relies on processes 
regularly giving up control to other processes in the 
system, meaning that if one process consumes all the 
available CPU power then all the systems will hang. 

b) Single Queue 
Before Linux kernel version 2.4, the simple 

Circular Queue (CQ) algorithm was used to support the 
execution of multiple processes on the available CPUs. 
A Round Robin policy informed the next process run 
(Shreedhar, 1995). In kernel version 2.2, processes were 
further split into non-real/real-time categories, and 
scheduling classes were introduced. This algorithm was 
replaced by O(n) scheduler in Linux kernel versions 2.4-
2.6. In O(n), processor time is divided into epochs, and 
within each epoch every task can execute up to its 
allocated time slice before being pre-empted. At the 
beginning of each epoch, the time slice is given to each 
task; it is based on the task's static priority added to half 
of any remaining time-slices from the previous epoch 
(Bulpin, 2005). Thus, if a task does not use its entire 
time slice in the current epoch, it can execute for longer 
in the next one. During a scheduling event, an O(n) 
scheduler requires iteration through all the process 
which are currently planned (Jones, 2009), which can be 
seen as a weakness, especially for multi-core 
processors. 

Between Linux kernel versions 2.6-2.6.23 came 
the implementation of the O(1) scheduler. O(1) further 
splits the processes list into active and expired arrays. 
Here, the arrays are switched once all the processes 
from the active array have exhausted their allocated time 
and have been moved to the expired array. The O(1) 
algorithm analyses the average sleep time of the 
process, with more interactive tasks being given higher 

  
  
 

  

26

Y
e
a
r

20
19

  
 

(
)

B
G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
IX

 I
ss
ue

 I
 V

er
sio

n 
I 

© 2019   Global  Journals 

A Taxonomy of Schedulers – Operating Systems, Clusters and Big Data Frameworks



priority to boost system responsiveness. The 
calculations required are complex and subject to 
potential errors, where O(1) may cause non-interactive 
behavior from an interactive process (Wong et al., 2008; 
Pabla, 2009). 

c) Multilevel Queue 
With Q(n) and O(1) algorithms failing to 

efficiently support the applications’ interactivity, the 
design of OS Scheduler evolved into a multilevel queue. 
In this queue, repeatedly sleeping (interactive) 
processes are pushed to the top and executed more 
frequently. Simultaneously, background processes are 
pushed down and run less frequently, although for 
extended periods. 

Perhaps the most widespread scheduler 
algorithm is Multilevel Feedback Queue (MLFQ), which 
is implemented in all modern versions of Windows NT 
(2000, XP, Vista, 7 and Server), Mac OS X, NetBSD and 
Solaris kernels (up to version 2.6, when it was replaced 
with O(n) scheduler). MLFQ was first described in 1962 
in a system known as the Compatible Time-Sharing 
System (Corbató et al., 1962). Fernando Corbató was 
awarded the Turing Award by the ACM in 1990 ‘for his 
pioneering work organizing the concepts and leading 
the development of the general-purpose, large-scale, 
time-sharing and resource-sharing computer systems, 
CTSS and Multics’. MLFQ organizes jobs into a set of 
queues Q0, Q1, …, Qi wherein a job is promoted to a 
higher queue if it does not finish within 2i time units. The 
algorithm always processes the job from the front of the 
lowest queue, meaning that short processes have 
preference. Although it has a very poor worst-case 
scenario, MLFQ turns out to be very efficient in practice 
(Becchetti et al., 2006). 

Staircase Scheduler (Corbet, 2004), Staircase 
Deadline Scheduler (Corbet, 2007), Brain F. Scheduler 
(Groves et al., 2009) and Multiple Queue Skiplist 
Scheduler (Kolivas, 2016) constitute a line of 
successive schedulers developed by Con Kolivas since 
2004 which are based on a design of Fair Share 
Scheduler from Kay and Lauder (1988). None of these 
schedulers have been merged into the source code of 
mainstream kernels. They are available only as 
experimental ‘-ck’ patches. Although the concept behind 
those schedulers is similar to MLFQ, the implementation 
details differ significantly. The central element is a 
single, ranked array of processes for each CPU 
(‘staircase’). Initially, each process (P1, P2, …) is 
inserted at the rank determined by its base priority; the 
scheduler then picks up the highest ranked process (P) 
and runs it. When P has used up its time slice, it is 
reinserted into the array but at a lower rank, where it will 
continue to run but at a lower priority. When P exhausts 
its next time-slice, its rank is lowered again. P then 
continues until it reaches the bottom of the staircase, at 
which point it is moved up to one rank below its previous 

maximum and is assigned two time-slices. When P 
exhausts these two time-slices, it is reinserted once 
again in the staircase at a lower rank. When P once 
again reaches the bottom of the staircase, it is assigned 
another time-slice and the cycle repeats. P is also 
pushed back up the staircase if it sleeps for a 
predefined period. The result of this is that that 
interactive tasks which tend to sleep more often should 
remain at the top of the staircase, while CPU-intensive 
processes should continuously expend more time-slices 
but at a lower frequency. Additionally, each rank level in 
the staircase has its quota, and once the quota is 
expired all processes on that rank are pushed down. 

Most importantly, Kolivas’ work introduced the 
concept of ‘fairness’. What this means is that each 
process gets a comparable share of CPU time to run, 
proportional to the priority. If the process spends much 
of its time waiting for I/O events, then its spent CPU time 
value is low, meaning that it is automatically prioritized 
for execution. When this happens, interactive tasks 
which spend most of their time waiting for user input get 
execution time when they need it, which is how the term 
‘sleeper fairness’ derives. This design also prevents a 
situation in which the process is ‘starved’, i.e., never 
executed.  

d) Tree-Based Queue 
While the work of Con Kolivas has never been 

merged into the mainstream Linux kernel, it has 
introduced the central concept of ‘fairness’, which is the 
crucial feature of the design of most current OS 
schedulers. At the time of writing, Linux kernel 
implements Completely Fair Scheduler (CFS), which 
was developed by Ingo Molnár and introduced in kernel 
version 2.6.23. A central element in this algorithm is a 
self-balancing red-black tree structure in which 
processes are indexed by spent processor time. CFS 
implements the Weighted Fair Queueing (WFQ) 
algorithm, in which the available CPU time-slices are 
split between processes in proportion to their priority 
weights (‘niceness’). WFQ is based on the idea of the 
‘ideal processor’, which means that each process 
should have an equal share of CPU time adjusted for 
their priority and total CPU load (Jones, 2009; Pabla, 
2009). 

Lozi et al. (2016) presents an in-depth 
explanation of the algorithm’s workings, noting potential 
issues regarding the CFS approach. The main criticism 
revolves around the four problematic areas: 
• Group Imbalance – The authors’ experiments have 

shown that not every core of their 64-core machine 
is equally loaded: some cores run only one process 
or sometimes no processes at all, while the rest of 
the cores were overloaded. It seems that the 
scheduler was not balancing the load because of 
the hierarchical design and complexity of the load 
tracking metric. To limit the complexity of the 
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scheduling algorithm, the CPU cores are grouped 
into scheduling groups, i.e., nodes. When an idle 
core attempts to steal work from another node, it 
compares only the average load of its node with that 
of its victim’s node. It will steal work only if the 
average load of its victim’s group is higher than its 
own. The result is inefficiency since idle cores will be 
concealed by their nodes' average load. 

• Scheduling Group Construction – This concern 
relates to the way scheduling groups are 
constructed which is not adapted to modern NUMA 
machines. Applications in Linux can be pinned to a 
subset of available cores. CFS might assign the 
same cores to multiple scheduling groups with 
those groups then being ranked by distance. This 
could be nodes one hop apart, two hops apart and 
so on. This feature was designed to increase the 
probability that processes would remain close to 
their original NUMA node. However, this could result 
in the application being pinned to particular cores 
which are separated by more than one hop, with 
work never being migrated outside the initial core. 
This might mean that an application uses only one 
core. 

• Overload-on-Wakeup – This problem occurs when a 
process goes to sleep on a particular node and is 
then awoken by a process on the same node. In 
such a scenario, only cores in this scheduling group 
will be considered to run this process. The aim of 
this optimization is to improve cache utilization by 
running a process close to the waker process, 
meaning that there is the possibility of them sharing 
the last-level memory cache. However, the might be 
the scheduling of a process on a busy core when 
there are idle cores in alternative nodes, resulting in 
the severe underutilization of the machine. 

• Missing Scheduling Domains – This is the result of a 
line of code omission while refactoring the Linux 
kernel source code. The number of scheduling 
domains is incorrectly updated when a particular 
code is disabled and then enabled, and a loop exits 
early. As a result, processes can be run only on the 
same scheduling group as their parent process. 

Lozi et al. (2016) have provided a set of patches 
for the above issues and have presented experimental 
results after applying fixes. They have also made 
available a set of tools on their site which could be used 
to detect those glitches early in the Linux kernel lifecycle. 
Moreover, it has been argued that the sheer number of 
optimizations and modifications implemented into CFS 
scheduler changed the initially simple scheduling policy 
into one which was very complex and bug-prone. As of 
12thFebruary 2019, there had been780 commits to CFS 
source code (‘fair.c’ file in github.com/torvalds/linux 
repository) since November 2011. As such, an 
alternative approach is perhaps required, such as a 

scheduler architecture based on pluggable 
components. This work demonstrates the immerse 
complexity of scheduling solutions catering to the 
complexities of modern hardware. 

IV. Cluster Schedulers 

There are many differences between distributed 
computing and traditional computing. For example, the 
physical size of the system means that there may be 
thousands of machines involved, with thousands of 
users being served and millions of API calls or other 
requests needing processing. While responsiveness 
and low overheads are often the focus of process 
schedulers, the focus of cluster schedulers is to focus 
upon high throughput, fault-tolerance, and scalability. 
Cluster schedulers usually work with queues of jobs 
spanning to hundreds of thousands, and indeed 
sometimes even millions of jobs. They also seem to be 
more customized and tailored to the needs of the 
organization which is using them.  

Cluster schedulers often provide complex 
administration tools with a wide spectrum of 
configurable parameters and flexible workload policies. 
All configurable parameters can generally be accessed 
via configuration files or the GUI interface. However, it 
appears that site administrators seldom stray from a 
default configuration (Etsion and Tsafrir, 2005). The 
most used scheduling algorithm is simply a First-Come-
First-Serve (FCFS) strategy with backfilling optimization. 

The most common issues which cluster 
schedulers must deal with are:  
• Unpredictable and varying load (Moreno et al., 

2013); 
• Mixed batch jobs and services (ibid.); 
• Complex policies and constraints (Adaptive 

Computing, 2002); 
• Fairness (ibid.); 
• A rapidly increasing workload and cluster size (Isard 

et al., 2007); 
• Legacy software (ibid.); 
• Heterogeneous nodes with a varying level of 

resources and availability (Thain et al., 2005); 
• The detection of underperforming nodes (Zhang et 

al., 2014); 
• Issues related to fault-tolerance (ibid.) and hardware 

malfunctions (Gabriel et al., 2004). 

Another challenge, although one which is rarely 
tackled by commercial schedulers, is minimizing total 
power consumption. Typically, idle machines consume 
around half of their peak power (McCullough et al., 
2011). Therefore, a Data Center can decrease the total 
power it consumes by concentrating tasks on fewer 
machines and powering down the remaining nodes 
(Pinheiro et al., 2001; Lang and Patel, 2010). 
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The proposed grouping of Cluster schedulers 
loosely follows the taxonomy presented in Schwarzkopf 
et al. (2013). 

a) Monolithic Scheduler 
The earliest Cluster schedulers had a 

centralized architecture in which a single scheduling 
policy allocated all incoming jobs. The tasks would be 
picked from the head of the queue and scheduled on 
system nodes in a serial manner by an allocation loop. 
Examples of centralized schedulers include Maui 
(Jackson et al., 2001) and its successor Moab (Adaptive 
Computing, 2015), Univa Grid Engine (Gentzsch, 2001), 
Load Leveler (Kannan et al., 2001), Load Sharing Facility 
(Etsion and Tsafrir, 2005), Portable Batch System (Bode 
et al., 2000) and its successor TORQUE (Klusáček et al., 
2013), Alibaba’s Fuxi (Zhang et al., 2014), Docker 
Swarm (Naik, 2016), Kubernetes (Vohra, 2017) and 
several others.  

Monolithic schedulers implement a wide array 
of policies and algorithms, such as FCFS, FCFS with 
backfilling and gang scheduling, Shortest Job First 
(SJF), and several others. The Kubernetes (Greek: 
‘κυβερνήτης’) scheduler implements a range of scoring 
functions such as node or pod affinity/anti-affinity, 
resources best-fit and worst-fit, required images locality, 
etc. which can be additionally weighted and combined 
into node’s score values (Lewis and Oppenheimer, 
2017). As an interesting note – one of the functions 
(Balanced Resource Allocation routine) implemented in 
Kubernetes evaluates the balance of utilized resources 
(CPU and memory) on a scored node. 

Monolithic schedulers often face a ‘head-of-
queue’ blocking problem, in which shorter jobs are held 
when a long job is waiting for a free node. To try and

 

counter this problem, the schedulers often implement 
‘backfilling’ optimization, where shorter jobs are allowed 
to execute while the long job is waiting. Perhaps the 
most widespread scheduler is Simple Linux Utility for 
Resource Management (SLURM)(Yoo et al., 2003).

 

SLURM
 

uses a best-fit algorithm which is based on 
either Hilbert curve scheduling or fat tree network 
topology; it can scale to thousands of CPU cores 
(Pascual, 2009). At the time of writing, the fastest 
supercomputer in the world is Sunway TaihuLight 
(Chinese:

 
‘神威·太湖之光’), which uses over 40k CPU 

processors, each of which contains 256 cores. Sunway 
TaihuLight’s workload in managed by SLURM (TOP500 
Project, 2017).

 

The Fuxi (Chinese: ‘伏羲’) scheduler presents a 
unique strategy in that it matches newly-available 
resources against the backlog of tasks rather than 
matching tasks to available resources on nodes. This 
technique allowed Fuxi to achieve very high utilization of 
Cluster resources, namely 95% utilization of memory 
and 91% utilization of CPU. Fuxi has been supporting 

Alibaba’s workload since 2009, and it scales to ca. 5k 
nodes (Zhang et al., 2014). 

While Cluster scheduler designs have generally 
moved towards solutions which are more parallel, as 
demonstrated in the next subsection, centralized 
architecture is still the most common approach in High-
Performance Computing. Approximately half the world’s 
supercomputers use SLURM as their workload 
manager, while Moab is currently deployed on about 
40% of the top 10, top 25 and top 100 on the TOP500 
list (TOP500 Project, 2017). 

b) Concurrent Scheduling 
Historically, monolithic schedulers were 

frequently built on the premise of supporting a single 
‘killer-application’ (Barroso et al., 2003). However, the 
workload of the data center has become more 
heterogeneous as systems and a modern Cluster 
system runs hundreds of unique programs with 
distinctive resource requirements and constraints. A 
single code base of centralized workload manager 
means that it is not easy to add a variety of specialized 
scheduling policies. Furthermore, as workload size is 
increased, the time to reach a scheduling decision is 
progressively limited. The result of this is a restriction in 
the selection of scheduling algorithms to less 
sophisticated ones, which affects the quality of 
allocations. To tackle those challenges, the Cluster 
schedulers developed designs which are more parallel. 

i. Statically Partitioned 
The solution to the numerous policies and the 

lack of parallelism in central schedulers was to split 
Cluster into specialized partitions and manage them 
separately. Quincy (Isard et al., 2009), a scheduler 
managing workload of Microsoft’s Dryad, follows this 
approach.  

The development of an application for Dryad is 
modeled as a Directed Acyclic Graph (DAG) model in 
which the developer defines an application dataflow 
model and supplies subroutines to be executed at 
specified graph vertices. The scheduling policies and 
tuning parameters are specified by adjusting weights 
and capacities on a graph data structure. The Quincy 
implements a Greedy strategy. In this approach, the 
scheduler assumes that the currently scheduled job is 
the only job running on a cluster and so always selects 
the best node available. Tasks are run by remote 
daemon services. From time to time these services 
update the job manager about the execution status of 
the vertex, which in the case of failure might be re-
executed. Should any task fail more than a configured 
number of times, the entire job is marked as failed     
(Isard et al., 2007). 

Microsoft has built several frameworks on top of 
Dryad, such as COSMOS (Helland and Harris, 2011) 
which provided SQL-like language optimized for parallel 
execution. COSMOS was designed to support data-
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driven search and advertising within the Windows Live 
services owned by Microsoft, such as Bing, MSN, and 
Hotmail. It analyzed user behaviors in multiple contexts, 
such as what people searched for, what links they 
clicked, what sites they visited, the browsing order, and 
the ads they clicked on. Although the Dryad project had 
several preview releases, it was eventually dropped 
when Microsoft shifted its focus to the development of 
Hadoop. 

The main criticism of the static partitioning is 
inflexibility, that is, the exclusive sets of machines in a 
Cluster are dedicated to certain types of workload. That 
might result in a part of scheduler being relatively idle, 
while other nodes are very active. This issue leads to the 
Cluster’s fragmentation and the suboptimal utilization of 
available nodes since no machine sharing is allowed. 

ii. Two-Level Hierarchy 
The solution to the inflexibility of static 

partitioning was to introduce two-level architecture in 
which a Cluster is partitioned dynamically by a central 
coordinator. The actual task allocations take place at the 
second level of architecture in one of the specialized 
schedulers. The first two-level scheduler was Mesos 
(Hindman et al., 2011). It was developed at the 
University of California (Berkeley) and is now hosted in 
the Apache Software Foundation. Mesos was a 
foundation base for other Cluster systems such as 
Twitter’s Aurora (Aurora, 2018) and Marathon 
(Mesosphere, 2018). 

Mesos introduces a two-level scheduling 
mechanism in which a centralized Mesos Masteracts as 
a resource manager. It dynamically allocates resources 
to different scheduler frameworks via Mesos Agents, 
e.g., Hadoop, Spark and Kafka. Mesos Agents are 
deployed on cluster nodes and use Linux’s cgroups or 
Docker container (depending upon the environment) for 
resource isolation. Resources are distributed to the 
frameworks in the form of ‘offers’ which contain currently 
unused resources. Scheduling frameworks have 
autonomy in deciding which resources to accept and 
which tasks to run on them. 

Mesos is most effective when tasks are 
relatively small, short-lived and have a high resource 
churn rate, i.e., they relinquish resources more 
frequently. In the current version (1.4.1), only one 
scheduling framework can examine a resource offer at 
any given time. This resource is effectively locked for the 
duration of a scheduling decision, meaning that 
concurrency control is pessimistic. Campbell (2017) 
presents several practical considerations for using 
Mesos in the production environment, in addition to 
advice on best practice.  

Two-level schedulers offered a working solution 
to the lack of parallelization found in central schedulers 
and the low efficiency of statically partitioned Clusters. 
Nevertheless, the mechanism used causes resources to 

remain locked at the same time a specialized scheduled 
examines the resources offer. This means the benefits 
from parallelization are limited due to pessimistic 
locking. Furthermore, the schedulers do not coordinate 
with each other and must rely on a centralized 
coordinator to make them offers. This further restricts 
their visibility of the resources in a Cluster. 

iii. Shared State 
To address the limited parallelism of the two-

level scheduling design, the alternative approach taken 
by some organizations was to redesign schedulers’ 
architecture into several schedulers, all working 
concurrently. The schedulers work on a shared Cluster’s 
state information and manage their resources’ 
reservations using an optimistic concurrency control 
method. A sample of such systems includes: Microsoft’s 
Apollo (Boutin et al., 2014); Omega, Google Borg’s 
spinoff (Schwarzkopf et al., 2013); HashiCorp’s Nomad 
(HashiCorp, 2018); and also Borg (Burns et al., 2016) 
itself. The latter system has been refactored from 
monolithic into parallel architecture after 
experimentations with Omega. 

By default, Nomad runs one scheduling worker 
per CPU core. Scheduling workers pick job submissions 
from the broker queue and then submit it to one of the 
three schedulers: a long-lived services scheduler, a 
short-lived batch jobs scheduler and a system 
scheduler, which is used to run internal maintenance 
routines. Additionally, Nomad can be extended to 
support custom schedulers. Schedulers process and 
generate an action plan, which constitutes a set of 
operations to create new allocations, or to evict and 
update existing ones (HashiCorp, 2018). 

Microsoft’s Apollo design seems to be primarily 
tuned for high tasks churn, and at peak times is capable 
of handling more than 100k of scheduling requests per 
second on a ca. 20k nodes cluster. Apollo uses a set of 
per-job schedulers called Job Managers (JM) wherein a 
single job entity contains a multiplicity of tasks which are 
then scheduled and executed on computing nodes. 
Tasks are generally short-lived batch jobs (Boutin et al., 
2014). Apollo has a centralized Resource Monitor (RM), 
while each node runs its Process Node (PN) with a 
queue of tasks. Each PN is responsible for local 
scheduling decisions and can independently reorder its 
job queue to allow smaller tasks to be executed 
immediately, while larger tasks wait for resources to 
become available. In addition, PN computes a wait-time 
matrix based on its queue which publicizes the future 
availability of the node’s resources. Scheduling 
decisions are made optimistically by JMs based on the 
shared cluster’s resource state, which is continuously 
retrieved and aggregated by RM. 

Furthermore, Apollo categorizes tasks as 
‘regular’ and ‘opportunistic’. Opportunistic tasks are 
used to fill resource gaps left by regular tasks. The 
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system also prevents overloading the cluster by limiting 
the total number of regular tasks that can be run on a 
cluster. Apollo implements locality optimization by taking 
into consideration the location of data for a given task. 
For example, the system will score nodes higher if the 
required files are already on the local drive as opposed 
to machines needing to download data (Boutin et al., 
2014). 

Historically, Omega was a spinoff from 
Google’s Borg scheduler. Despite the various 
optimizations acquired by Borg over the years, including 
internal parallelism and multi-threading, to address the 
issues of head-of-line blocking and scalability problems, 
Google decided to create an Omega scheduler from the 
ground up (Schwarzkopf et al., 2013). Omega 
introduced several innovations, such as storing the state 
of the cluster in a centralized Paxos-based store that 
was accessed by multiple components simultaneously. 
Optimistic locking concurrency control resolved the 
conflicts which emerged. This feature allowed Omega to 
run several schedulers at the same time and improve 
the throughput. Many of Omega’s innovations have 
since been folded into Borg (Burns et al., 2016). 

Omega’s authors highlight the disadvantages of 
the shared state and parallel reservation of resources, 
namely: (i) the state of a node could have changed 
considerably when the allocation decision was being 
made, and it is no longer possible for this node to 
accept a job; (ii) two or more allocations to the same 
node could have conflicted and both scheduling 
decisions are nullified; and (iii) this strategy introduces 
significant difficulties when gang-scheduling a batch of 
jobs as (i) or (ii) are happening (Schwarzkopf et al., 
2013). 

In this research, Google’s Borg received special 
attention, as one of the most advanced and published 
schedulers. Moreover, while other schedulers are 
designed to support either a high churn of short-term 
jobs, e.g., Microsoft’s Apollo (Boutin et al., 2014), 
Alibaba’s Fuxi (Zhang et al., 2014), or else a limited 
number of long-term services, such as Twitter’s Aurora 
(Aurora, 2018), Google’s engineers have created a 
system which supports a mixed workload. Borg has 
replaced two previous systems, Babysitter and the 
Global Work Queue, which were used to manage long-
running services and batch jobs separately (Burns et al., 
2016). Given the significance of Borg’s design for this 
research, it is discussed separately in section 2.4. 

iv. Decentralised Load Balancer 

The research (Sliwko, 2018) proposes a new 
type of Cluster’s workload orchestration model in which 
the actual scheduling logic is processed on nodes 
themselves. This is a significant step towards 
completely decentralized Cluster orchestration. The 
cluster state is retrieved from a subnetwork of BAs, 
although this system does not rely on the accuracy of 

this information and uses it exclusively to retrieve an 
initial set of candidate nodes where a task could 
potentially run. The actual task to machine matching is 
performed between the nodes themselves. As such, this 
design avoids the pitfalls of the concurrent resource 
locking, which includes conflicting scheduling decisions 
and the non-current state of nodes’ information. 
Moreover, the decentralization of the scheduling logic 
also lifts complexity restrictions on scheduling logic, 
meaning that a wider range of scheduling algorithms 
can be used, such as metaheuristic methods. 

c) Big Data Schedulers 
In taxonomy presented in this paper, Big Data 

schedulers are visualized as a separate branch from 
Cluster Schedulers. Although Big Data Schedulers seem 
to belong to one of the Cluster schedulers designs 
discussed previously, this separation signifies their over-
specialization, and that only a very restricted set of 
operations is supported (Isard et al., 2007; Zaharia et 
al., 2010). The scheduling mechanisms are often 
intertwined with the programming language features, 
with Big Data frameworks often providing their own API 
(Zaharia et al., 2009; White, 2012) and indeed 
sometimes even their own custom programming 
language, as seen with Skywriting in CIEL (Murray et al., 
2011). 

Generally speaking, Big Data frameworks 
provide very fine-grained control over how data is 
accessed and processed over the cluster, such as 
Spark RDD objects persist operations or partitioners 
(Zaharia et al., 2012). Such a deep integration of 
scheduling logic with applications is a distinctive feature 
of Big Data technology. At the time of writing, Big Data 
is also the most active distributed computing research 
area, with new technologies, frameworks and algorithms 
being released regularly. 

Big Data is the term which describes the 
storage and processing of any data sets so large and 
complex that they become unrealistic to process using 
traditional data processing applications based on 
relational database management systems. It depends 
on the individual organization as to how much data is 
described as Big Data. The following examples provide 
an idea of scale: 
• The NYSE (The New York Stock Exchange) 

produces about 15 TB of new trade data per day 
(Singh, 2017); 

• Facebook warehouse stores upwards of 300 PB of 
data, with an incoming daily rate of about 600 TB 
(Vagata and Wilfong, 2014); 

• The Large Hadron Collider (Geneva, Switzerland) 
produces about fifteen petabytes of data per year 
(White, 2012). 

As a result of a massive size of the stored and 
processed data, the central element of a Big Data 
framework is its distributed file system, such as Hadoop 
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Distributed File System (Gog, 2012), Google File System 
(Ghemawat et al., 2003) and its successor Colossus 
(Corbett et al., 2013). The nodes in a Big Data cluster 
fulfill the dual purposes of storing the distributed file 
system parts, usually in a few replicas for fault-tolerance 
means, and also providing a parallel execution 
environment for system tasks. The speed difference 
between locally-accessed and remotely stored input 
data is very substantial, meaning that Big Data 
schedulers are very focused on providing ‘data locality’, 
which means running a given task on a node where 
input data are stored or are in the closest proximity to it. 
The origins of the Big Data technology are in the 
‘MapReduce’ programming model, which implements 
the concept of Google’s inverted search index. 
Developed in 2003 (Dean and Ghemawat, 2010) and 
later patented in 2010 (U.S. Patent 7,650,331), the Big 
Data design has evolved significantly in the years since. 
It is presented in the subsections below. 

i. Mapreduce 
MapReduce is the most widespread principle 

which has been adopted for processing large sets of 
data in parallel. Originally, the name MapReduce only 
referred to Google’s proprietary technology, but the term 
is now broadly used to describe a wide range of 
software, such as Hadoop, CouchDB, Infinispan, and 
MongoDB. The most important features of MapReduce 
are its scalability and fine-grained fault-tolerance. The 
‘map’ and ‘reduce’ operations present in Lisp and other 
functional programming languages inspired the original 
thinking behind MapReduce (Dean and Ghemawat, 
2010): 
• ‘Map’ is an operation used in the first step of 

computation and is applied to all available data that 
performs the filtering and transforming of all key-
value pairs from the input data set. The ‘map’ 
operation is executed in parallel on multiple 
machines on a distributed file system. Each ‘map’ 
task can be restarted individually, and a failure in 
the middle of a multi-hour execution does not 
require restarting the whole job from scratch. 

• The ‘Reduce’ operation is executed after the ‘map’ 
operations complete. It performs finalizing 
operations, such as counting the number of rows 
matching specified conditions and yielding fields 
frequencies. The ‘Reduce’ operation is fed using a 
stream iterator, thereby allowing the framework to 
process the list of items one at the time, thus 
ensuring that the machine memory is not 
overloaded (Dean and Ghemawat, 2010; Gog, 
2012). 

Following the development of the MapReduce 
concept, Yahoo! engineers began the Open Source 
project Hadoop. In February 2008, Yahoo! announced 
that its production search index was being generated by 
a 10k-core Hadoop cluster (White, 2012). Subsequently, 

many other major Internet companies, including 
Facebook, LinkedIn, Amazon and Last.fm, joined the 
project and deployed it within their architectures. 
Hadoop is currently hosted in the Apache Software 
Foundation as an Open Source project. 

As in Google’s original MapReduce, Hadoop’s 
users submit jobs which consist of ‘map’ and ‘reduce’ 
operation implementations. Hadoop splits each job into 
multiple ‘map’ and ‘reduce’ tasks. These tasks 
subsequently process each block of input data, typically 
64MB or 128MB (Gog, 2012). Hadoop’s scheduler 
allocates a ‘map’ task to the closest possible node to 
the input data required – so-called ‘data locality’ 
optimization. In so doing, we can see the following 
allocation order: the same node, the same rack and 
finally a remote rack (Zaharia et al., 2009). To further 
improve performance, the Hadoop framework uses 
‘backup tasks’ in which a speculative copy of a task is 
run on a separate machine. The purpose of this is to 
finish the computation more quickly. If the first node is 
available but behaving poorly, it is known as a 
‘straggler’, with the result that the job is as slow as the 
misbehaving task. This behavior can occur for many 
reasons, such as faulty hardware or misconfiguration. 
Google estimated that using ‘backup tasks’ could 
improve job response times by 44% (Dean and 
Ghemawat, 2010). 

At the time of writing, Hadoop comes with a 
selection of schedulers, as outlined below: 
• ‘FIFO Scheduler’ is a default scheduling system in 

which the user jobs are scheduled using a queue 
with five priority levels. Typically, jobs use the whole 
cluster, so they must wait their turn. When another 
job scheduler chooses the next job to run, it selects 
jobs with the highest priority, resulting in low-priority 
jobs being endlessly delayed (Zaharia et al., 2009; 
White, 2012). 

• ‘Fair Scheduler’ is part of the cluster management 
technology Yet Another Resource Negotiator 
(YARN) (Vavilapalli et al., 2013), which replaced the 
original Hadoop engine in 2012. In Fair Scheduler, 
each user has their own pool of jobs, and the 
system focuses on giving each user a proportional 
share of cluster resources over time. The scheduler 
uses a version of ‘max-min fairness’ (Bonald et al., 
2006) with minimum capacity guarantees that are 
specified as the number of ‘map’ and ‘reduce’ task 
slots to allocate tasks across users’ job pools. 
When one pool is idle, and the minimum share of 
the tasks slots is not being used, other pools can 
use its available task slots. 

• ‘Capacity Scheduler’ is the second scheduler 
introduced within the YARN framework. Essentially, 
this scheduled is a number of separate MapReduce 
engines, which contains FCFS scheduling for each 
user or organization. Those queues can be 

  
  
 

  

32

Y
e
a
r

20
19

  
 

(
)

B
G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
IX

 I
ss
ue

 I
 V

er
sio

n 
I 

© 2019   Global  Journals 

A Taxonomy of Schedulers – Operating Systems, Clusters and Big Data Frameworks



hierarchical, with a queue having children queues, 
and with each queue being allocated task slots 
capacity which can be divided into ‘map’ and 
‘reduce’ tasks. Task slots allocation between 
queues is similar to the sharing mechanism 
between pools found in Fair Scheduler (White, 
2012).  

The main criticism of MapReduce is the acyclic 
dataflow programming model. The stateless ‘map’ task 
must be followed by a stateless ‘reduce’ task, which is 
then executed by the MapReduce engine. This model 
makes it challenging to repeatedly access the same 
dataset, a common action during the execution of 
iterative algorithms (Zaharia et al., 2009).  

ii. Iterative Computations 
Following the success of Apache Hadoop, 

several alternative designs were created to address 
Hadoop’s suboptimal performance when running 
iterative MapReduce jobs. Examples of such systems 
include HaLoop (Bu et al., 2010) and Spark (Zaharia et 
al., 2010). 

HaLoop has been developed on top of Hadoop, 
with various caching mechanisms and optimizations 
added. This makes the framework loop-aware, for 
example by adding programming support for iterative 
application and storing the output data on the local disk. 
Additionally, HaLoop’s scheduler keeps a record of 
every data block processed by each task on physical 
machines. It considers inter-iteration locality when 
scheduling tasks which follow. This feature helps to 
minimize costly remote data retrieval, meaning that 
tasks can use data cached on a local machine (Bu et 
al., 2010; Gog, 2012). 

Similar to HaLoop, Spark’s authors noted a 
suboptimal performance of iterative MapReduce jobs in 
the Hadoop framework. In certain kinds of application, 
such as iterative Machine Learning algorithms and 
interactive data analysis tools, the same data are 
repeatedly accessed in multiple steps and then 
discarded; therefore, it does not make sense to send it 
back and forward to a central node. In such scenarios, 
Spark will outperform Hadoop (Zaharia et al., 2012). 

Spark is built on top of HDSF, but it does not 
follow the two-stage model of Hadoop. Instead, it 
introduces resilient distributed datasets (RDD) and 
parallel operations on these datasets (Gog, 2012):  
• ‘reduce’ - combines dataset elements using a 

provided function;  
• ‘collect’ - sends all the elements of the dataset to 

the user program; 
• ‘foreach’ - applies a provided function onto every 

element of a dataset. 

Spark provides two types of shared variables: 
• ‘accumulators’ - variables onto each worker can 

apply associative operations, meaning that they are 
efficiently supported in parallel; 

• ‘broadcast variables’ - sent once to every node, with 
nodes then keeping a read-only copy of those 
variables (Zecevic, 2016). 

The Spark job scheduler implementation is 
conceptually similar to that of Dryad’s Quincy. However, 
it considers which partitions of RDD are available in the 
memory. The framework then re-computes missing 
partitions, and tasks are sent to the closest possible 
node to the input data required (Zaharia et al., 2012).  

Another significant feature implemented in 
Spark is the concept of ‘delayed scheduling’. In 
situations when a head-of-line job that should be 
scheduled next cannot launch a local task, Spark’s 
scheduler delays the task execution and lets other jobs 
start their tasks instead. However, if the job has been 
skipped long enough, typically a period of up to ten 
seconds, it launches a non-local task. Since a typical 
Spark workload consists of short tasks, meaning that it 
has a high task slots churn, tasks have a higher chance 
of being executed locally. This feature helps to achieve 
‘data locality’ which is nearly optimal, and which has a 
very small effect on fairness; in addition, the cluster 
throughput can be almost doubled, as shown in an 
analysis performed on Facebook’s workload traces 
(Zaharia et al., 2010).  

iii. Distributed Stream Processing 
The core concept behind distributed stream 

processing engines is the processing of incoming data 
items in real time by modelling a data flow in which there 
are several stages which can be processed in parallel. 
Other techniques include splitting the data stream into 
multiple sub-streams and redirecting them into a set of 
networked nodes (Liu and Buyya, 2017). 

Inspired by Microsoft’s research into DAG 
models (Isard et al., 2009), Apache Storm (Storm) is a 
distributed stream processing engine used by Twitter 
following extensive development (Toshniwal et al., 
2014). Its initial release was 17 September 2011, and by 
September 2014 it had become open-source and an 
Apache Top-Level Project. 

The defined topology acts as a distributed data 
transformation pipeline. The programs in Storm are 
designed as a topology in the shape of DAG, consisting 
of ‘spouts’ and ‘bolts’: 
• ‘Spouts’ read the data from external sources and 

emit them into the topology as a stream of ‘tuples’. 
This structure is accompanied by a schema which 
defines the names of the tuples’ fields. Tuples can 
contain primitive values such as integers, longs, 
shorts, bytes, strings, doubles, floats, booleans, and 
byte arrays. Additionally, custom serializers can be 
defined to interpret this data. 

• The processing stages of a stream are defined in 
‘bolts’ which can perform data manipulation, 
filtering, aggregations, joins, and so on. Bolts can 
also constitute more complex transforming 
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structures that require multiple steps (thus, multiple 
bolts). The bolts can communicate with external 
applications such as databases and Kafka queues 
(Toshniwal et al., 2014). 

In comparison to MapReduce and iterative 
algorithms introduced in the subsections above, Storm 
topologies, once created, run indefinitely until killed. 
Given this, the inefficient scattering of application’s tasks 
among Cluster nodes has a lasting impact on 
performance. Storm’s default scheduler implements a 
Round Robin strategy. For resource allocation 
purposes, Storm assumes that every worker is 
homogenous. This design results in frequent resource 
over-allocation and inefficient use of inter-system 
communications (Kulkarni et al., 2018). To try and solve 
this issue, more complex solutions are proposed such 
as D-Storm (Liu and Buyya, 2017). D-Storm’s 
scheduling strategy is based on a metaheuristic 
algorithm Greedy, which also monitors the volume of the 
incoming workload and is resource-aware. 

Typical examples of Storm’s usage include:  

• Processing a stream of new data and updating 
databases in real time, for example in trading 
systems wherein data accuracy is crucial;  

• Continuously querying and forwarding the results to 
clients in real time, for example streaming trending 
topics on Twitter into browsers, and  

• A parallelization of a computing-intensive query on 
the fly, i.e., a distributed Remote Procedure Call 
(RPC) wherein a large number of sets are probed 
(Marz, 2011). 

Storm has gained widespread popularity and is 
used by companies such as Groupon, Yahoo!, Spotify, 
Verisign, Alibaba, Baidu, Yelp, and many more. A 
comprehensive list of users is available at the 
storm.apache.org website. 

At the time of writing, Storm is being replaced at 
Twitter by newer distributed stream processing engine – 

Heron (Kulkarni et al., 2018) which continues the DAG 
model approach, but focuses on various architectural 
improvements such as reduced overhead, testability, 
and easier access to debug data. 

V. Google’s Borg 

To support its operations, Google utilizes a high 
number of data centers around the world, which at the 
time of writing number sixteen. Borg admits, schedules, 
starts, restarts and monitors the full range of 
applications run by Google. Borg users are Google 
developers and system administrators, and users 
submit their workload in the form of jobs. A job may 
consist of one or more tasks that all run the same 
program (Burns et al., 2016).

 
 
 

a) Design Concepts 
The central module of the Borg architecture is 

BorgMaster, which maintains an in-memory copy of 
most of the state of the cell. This state is also saved in a 
distributed Paxos-based store (Lamport, 1998). While 
BorgMaster is logically a single process, it is replicated 
five times to improve fault-tolerance. The main design 
priority of Borg was resilience rather than performance. 
Google services are seen as very durable and reliable, 
the result of multi-tier architecture, where no component 
is a single point of failure exists. Current allocations of 
tasks are saved to Paxos-based storage, and the 
system can recover even if all five BorgMaster instances 
fail. Each cell in the Google Cluster in managed by a 
single BorgMaster controller. Each machine in a cell 
runs BorgLet, an agent process responsible for starting 
and stopping tasks and also restarting them should they 
fail. BorgLet manages local resources by adjusting local 
OS kernel settings and reporting the state of its node to 
the BorgMaster and other monitoring systems. 

The Borg system offers extensive options to 
control and shape its workload, including priority bands 
for tasks (i.e., monitoring, production, batch, and best 
effort), resources quota and admission control. Higher 
priority tasks can pre-empt locally-running tasks to 
obtain the resources which are required. The exception 
is made for production tasks which cannot be pre-
empted. Resource quotas are part of admission control 
and are expressed as a resource vector at a given 
priority, for some time (usually months). Jobs with 
insufficient quotas are rejected immediately upon 
submission. Production jobs are limited to actual 
resources available to BorgMaster in a given cell. The 
Borg system also exposes a web-based interface called 
Sigma, which displays the state of all users’ jobs, shows 
details of their execution history and, if the job has not 
been scheduled, also provides a ‘why pending?’ 
annotation where there is guidance about how to modify 
the job’s resource requests to better fit the cell (Verma et 
al., 2015). 

The dynamic nature of the Borg system means 
that tasks might be started, stopped and then 
rescheduled on an alternative node. Google engineers 
have created the concept of a static Borg Name Service 
(BNS) which is used to identify a task run within a cell 
and to retrieve its endpoint address. The BNS address is 
predominantly used by load balancers to transparently 
redirect RPC calls to the endpoint of a given task.  
Meanwhile, the Borg's resource reclamation 
mechanisms help to reclaim under-utilized resources 
from cell nodes for non-production tasks. Although in 
theory users may request high resource quotas for their 
tasks, in practice they are rarely fully utilized 
continuously. Instead, they have peak times of the day 
or are used in this way when coping with a denial-of-
service attack. BorgMaster has routines that estimate 
resource usage levels for a task and reclaim the rest for 
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low-priority jobs from the batch or the best effort bands 
(Verma et al., 2015). 

b) Jobs Schedulers 
Early versions of Borg had a simple, 

synchronous loop that accepted jobs requests and 
evaluated on which node to execute them. The current 
design of Borg deploys several schedulers working in 
parallel – the scheduler instances use a shared state of 
the available resources, but the resource offers are not 
locked during scheduling decisions (optimistic 
concurrency control). Where there is a conflicting 
situation where two or more schedulers allocate jobs to 
the same resources, all the jobs involved are returned to 
the jobs queue (Schwarzkopf et al., 2013). 

When allocating a task, Borg’s scheduler scores 
a set of available nodes and selects the most feasible 
machine for this task. Initially, Borg implemented a 
variation of the Enhanced Parallel Virtual Machine 
algorithm (E-PVM) (Amir et al., 2000) for calculating the 
task allocation score. Although this resulted in the fair 
distribution of tasks across nodes, it also resulted in 
increased fragmentation and later difficulties when fitting 
large jobs which required the most of the node’s 
resources or even the whole node itself. An opposite to 
the E-PVM approach is a best-fit strategy, which, in turn, 
packs tasks very tightly. The best-fit approach may 
result in the excessive pre-empting of other tasks 
running on the same node, especially when the user 
miscalculates the resources required, or when the 
application has frequent load spikes. The current model 
used by Borg’s scheduler is a hybrid approach that tries 
to reduce resource usage gaps (Verma et al., 2015). 

Borg also takes advantage of resources pre-
allocation using 'allocs' (short for allocation). Allocs can 
be used to pre-allocate resources for future tasks to 
retain resources between restarting a task or to gather 
class-equivalent or related tasks, such as web 
applications and associated log-saver tasks, onto the 
same machine. If an alloc is moved to another machine, 
its tasks are also rescheduled. 

One point to note is that, similar to 
MetaCentrum users (Klusáček and Rudová, 2010), 
Google’s users tend to overestimate the memory 
resources needed to complete their jobs, to prevent 
jobs being killed due to exceeding the allocated 
memory. In over 90% of cases, users overestimate how 
many resources are required, which in certain cases can 
waste up to 98% of the requested resource (Moreno et 
al., 2013; Ray et al., 2017). 

c) Optimisations 
Over the years, Borg design has acquired 

several optimizations, namely: 
• Score caching – checking the node’s feasibility and 

scoring it is a computation-expensive process. 
Therefore, scores for nodes are cached and small 
differences in the required resources are ignored; 

• Equivalence classes – submitted jobs often consist 
of several tasks which use the same binary and 
which have identical requirements. Borg’s scheduler 
considers such a group of tasks to be in the same 
equivalence class. It evaluates only one task per 
equivalence class against a set of nodes, and later 
reuses this score for each task from this group; 

• Relaxed randomization – instead of evaluating a 
task against all available nodes, Borg examines 
machines in random order until it finds enough 
feasible nodes. It then selects the highest scoring 
node in this set. 

While the Borg architecture remains heavily 
centralized, this approach does seem to be successful. 
Although this eliminates head-of-line job blocking 
problems and offers better scalability, it also generates 
additional overheads for solving resource collisions. 
Nevertheless, the benefits from better scalability often 
outweigh the incurred additional computation costs 
which arise when scalability targets are achieved 
(Schwarzkopf et al., 2013). 

VI. Summary and Conclusions 

This paper has presented a taxonomy of 
available schedulers, ranging from early 
implementations to modern versions. Aside from 
optimizing throughput, different class schedulers have 
evolved to solve different problems. For example, while 
OS schedulers maximize responsiveness, Cluster 
schedulers focus on scalability, provide support a wide 
range of unique (often legacy) applications, and 
maintain fairness. Big Data schedulers are specialized 
to solve issues accompanying operations on large 
datasets, and their scheduling mechanisms are often 
extensively intertwined with programming language 
features.  

Table 1 presents a comparison of the presented 
schedulers with their main features and deployed             
scheduling algorithms: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

  
  
 

  

35

  
 

(
)

B
G
lo
ba

l 
Jo

ur
na

l 
of
 C

om
pu

te
r 
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

  
  

  
 V

ol
um

e 
X
IX

 I
ss
ue

 I
 V

er
sio

n 
I 

  
Y
e
a
r

2 
01

9

© 2019   Global Journals

A Taxonomy of Schedulers – Operating Systems, Clusters and Big Data Frameworks



 
Table 1: Schedulers comparison

S
ch

ed
ul

er 
cl

as
s

 

R
eq

ui
re

m
en

ts
 k

no
w

n 
 

pr
e -

ex
ec

ut
io

n 

Fa
ul

t-
to

le
ra

nc
e 

m
ec

ha
ni

sm
s

 

C
o n

fig
ur

at
io

n 

C
o m

m
on

 a
lg

or
ith

m
s

 

S
c h

ed
ul

in
g 

de
ci

si
on

 
ov

e r
he

ad 

D
e s

ig
n 

fo
cu

s
 

(a
si

de
 th

ro
ug

hp
ut

)
 

OS 
Schedulers

 

No
 

No
 

Simple 
(compile-time 
and runtime 
parameters)

 

CS, CQ, MLFQ, 
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single machine
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simple configuration

 

Cluster 
Schedulers
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•
 

distributed nodes
 •
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 •
 

complex sharing 
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 •
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Big Data 

Schedulers
 

Yes2
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 (configuratio

n files and 
GUI)
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gang-
scheduling), 
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 medium
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frameworks

 •
 

parallelism
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distributed data 
storage

 
   1. Cluster users are notorious in overestimating resources needed for the completion of their tasks, 

which results in cluster system job schedulers often over-allocating resources (Klusáček and 
Rudová, 2010; Moreno et al., 2013). 

2. MapReduce jobs tend to have consistent resource requirements, i.e., in majority of cases, every 
‘map’ task processes roughly the same amount of data (input data block size is constant), while 
‘reduce’ task requirements shall be directly correlated to the size of returned data. 

 
OS schedulers have evolved in such a way that 

their focus is on maximizing responsiveness while still 
providing good performance. Interactive processes 
which sleep more often should be allocated time-slices 
more frequently, while background processes should be 
allocated longer, but less frequent execution times. CPU 
switches between processes extremely rapidly which is 
why modern OS scheduling algorithms were designed 
with very low overhead (Wong et al., 2008; Pinel et al., 
2011). Most end-users for this class of schedulers are 
non-technical. As such, those schedulers usually have a 
minimum set of configuration parameters (Groves et al., 
2009). 

OS scheduling was previously deemed to be a 
solved problem (Torvalds, 2001), but the introduction 
and popularization of multi-core processors by Intel 
(Intel Core™2 Duo) and AMD (AMD Phenom™ II) in the 
early 2000s enabled applications to execute in parallel. 
This meant that scheduling algorithms needed to be re-
implemented tobe efficient once more. Modern OS 
schedulers also consider NUMA properties when 
deciding which CPU core the task will be allocated to. 
Furthermore, the most recent research explores the 
potential application of dynamic voltage and frequency 
scaling technology in scheduling to minimize power 
consumption by CPU cores (Sarood et al., 2012; Padoin 

et al., 2014). Given that it is hard to build a good 
universal solution which caters to the complexities of 
modern hardware, it is reasonable to develop the 
modular scheduler architecture suggested in Lozi et al. 
(2016). 

Cluster schedulers have a difficult mission in 
ensuring ‘fairness’. In this context, namely a very 
dynamic environment consisting of variety of 
applications, fairness means sharing cluster resources 
proportionally while simultaneously ensuring a stable 
throughput. Cluster systems tend to allow administrators 
to implement complex resource sharing policies with 
multiple input parameters (Adaptive Computing, 2002). 
Cluster systems implement extensive fault-tolerance 
strategies and sometimes also focus on minimizing 
power consumption (Lang and Patel, 2010). 
Surprisingly, it appears that the most popular scheduling 
approach is a simple FCFS strategy with variants of 
backfilling. However, due to the rapidly increasing 
cluster size, the current research focuses on 
parallelization, as seen with systems such as Google’s 
Borg and Microsoft’s Apollo. 

Big Data systems are still rapidly developing. 
Nodes in Big Data systems fulfil the dual purposes of 
storing distributed file system parts and providing a 
parallel execution environment for system tasks. Big 
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Data schedulers inherit their general design from the 
cluster system’s jobs schedulers. However, they are 
usually much more specialized for the framework and 
are also intertwined with the programming language 
features. Big Data schedulers are often focused on 
‘locality optimization’ or running a given task on a node 
where input data is stored or in the closest proximity      
to it.  

The design of modern scheduling strategies 
and algorithms is a challenging and evolving field of 
study. While early implementations often used simplistic 
approaches, such as a CS, modern solutions use 
complex scheduling schemas. Moreover, the literature 
frequently mentions the need for a modular scheduler 
architecture (Vavilapalli et al., 2013; Lozi et al., 2016) 
which could customize scheduling strategies to 
hardware configuration or applications. 
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Abstract- Load balancing is an integrated aspect of the environment in cloud computing. Cloud computing has 
lately outgoing technology. It has getting exoteric day by day residence widespread chance in close to 
posterior. Cloud computing is defined as a massively distributed computing example that is moved by an 
economic scale in which a repertory of abstracted virtualized energetically. The number of clients in cloud 
computing is increasing exponentially. The huge amount of user requests attempt to entitle the collection for 
numerous applications. Which alongside with heavy load not far afield off from cloud server. Whenever 
particular (Virtual Machine) VMs are overloaded then there are no more duties should be addressed to 
overloaded VM if under loaded VMs are receivable. For optimizing accomplishment and better response or 
reaction time the load has to be balanced between overloaded VMs (virtual machines). This Paper describes 
briefly about the load balancing accession and identifies which is better than others (load balancing 
algorithm).      
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I. Introduction 

loud computing is extensively received IT-based 
service. However, there is a number of issues that 
have not been fully figured out such as load 

balancing, real-time scheduling, VM migrations and 
many more. The load balancer is a device that 
distributes application or network traffic across a bunch 
of servers. The load balancing enhances 
responsiveness and raises the appearance of its. A load 
balancer lies between the server farm and the client. 
This is responsible for receiving oncoming network 
traffic and application. Also distributing the traffic across  
 
 

   
 

 
  

 
 

   

 
  

 
 

  

 

various backend servers using different techniques. By 
balancing the requests of application across numerous 
servers, a load balancer diminishes the load of the 
single server. Side by side it hinders any one application 
server from fitting an odd point of failure. Thus 
flourishing overall application responsiveness and 
availability. 

Balancing of the load is a vital issue in the cloud 
that discuss with the skilled and scalable distribution of 
workload. Side by side it takes care that all the 
computing materials must be distributed. The number of 
requests and consumers for the services are increasing 
in cloud computing day by day. For this reason, load 
balancing is the significant research area for conducting 
the user’s requests efficiently. The load can be network 
load, memory capacity, CPU load or delay. Load 
balancing is the process of allocating the work-load 
among different nodes of a distributed system. It 
enhances both the job response time and resource 
utilization. While also ignoring a situation where a 
number of the nodes are loaded while several nodes are 
inactive or doing the very tiny amount of work. Load 
balancing assures that every node or all the processor 
in the system of the network does nearly the equable 
number of work at any required time. This procedure 
can be a sender, receiver-initiated or symmetric type     
(a coalition of sender-initiated and receiver-initiated 
types). For skilled & fruitful management and behaviors 
of cloud service provider’s resources, various algorithms 
of load balancing have mentioned. Additionally, the 
motives are to minimize resource usage, maximize 
throughput and reduce response time - two genres of 
load balancing algorithms that are static and dynamic. 
Static load balancing algorithms are easy to design and 
take very less execution time. This algorithm works on 
the base of the knowledge of tasks and resources of the 
system. But these kinds of algorithms can only be 
practical in the scenario, where most of the hosts in the 
cluster have identical processing capability.  Examples 
of static load balancing algorithms are least connection 
scheduling, Round Robin, weighted round robin 
algorithm and many more. Dynamic load balancing 
algorithms are more supple and reliable. Which also 
capable of handling a great number of user’s requests 
than static algorithms. These algorithms stand on the 
current state of the system and are the best suited for 
switching environment. 
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Abstract- Load balancing is an integrated aspect of the 
environment in cloud computing. Cloud computing has lately 
outgoing technology. It has getting exoteric day by day 
residence widespread chance in close to posterior. Cloud 
computing is defined as a massively distributed computing 
example that is moved by an economic scale in which a 
repertory of abstracted virtualized energetically.  The number 
of clients in cloud computing is increasing exponentially. The 
huge amount of user requests attempt to entitle the collection 
for numerous applications. Which alongside with heavy load 
not far afield off from cloud server. Whenever particular (Virtual 
Machine) VMs are overloaded then there are no more duties 
should be addressed to overloaded VM if under loaded VMs 
are receivable. For optimizing accomplishment and better 
response or reaction time the load has to be balanced 
between overloaded VMs (virtual machines). This Paper 
describes briefly about the load balancing accession and 
identifies which is better than others (load balancing 
algorithm).
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II. Load Balancing 

Cloud computing is the outbound internet 
based procedure which strengthens commercial 
computing. Cloud is a podium providing dynamic pool 
resources and virtualization. It also simplifies the 
scalable IT resources such as infrastructure, services 
and, applications. These materials work with internet on 
pay-per-use criteria. Which aids in the coordination of 
retention in a quick way. The cloud computing steps 
both data and computing from portable desktop and 
PCs to the data centers. Cloud computing can 
synthesize on need changes. Which in turn decreases 
the expense of capital required in hardware and 
software. Thus, cloud computing helps to provide a 
structure for compatible access to computing resources 
and that too in on-demand style. By excellence of cloud 
computing, resources can be accepted and shifted very 
firstly. As well as the interaction with less service 
provider. Cloud computing also enhances the 
availability of resources. The key point on cloud 
computing is scheduling (RAS) and resource allocation 
which is gained by using its strategies and algorithms. 
These have a straight outcome on cloud performance 
and cost. Load balancing is one of the vital concerns on 
cloud computing [2], i.e. When one or more elements of 
any job failed, it (load balancing) helps in the regularity 
of the services. By accomplishing provisioning and de-
provisioning of examples of applications without any fail. 
Thus, Load Balancing is a technique for distributing the 
dynamic local workload evenly across all the nodes in 
the entire cloud. It will also ignore the condition where 
some nodes are loaded. While others are inactive or 
doing very little amount of work. Load balancing 
maximizes the overall performance of the system 
alongside with its resource utilization characteristics. 
This working theory of load balancing helps to gain high 
user contentment. By enhancing the overall system 
performance of the skilled distribution of every resource 
can be done. In cloud computing outlay of resources 
and preservation of energy are not considered. But their 
insertion along with exact load balancing helps in 
reducing it and forming enterprises greener. Another 
important criterion is the scalability in cloud computing 
that is enabled by load balancing. All these criteria raise 
resource utilization in such a way that will minimize 
energy outgoing and carbon foot prints, resulting in 
acquiring green computing. 

III. Working Process of Load  
Balancing 

Load balancing in clouds is a procedure that 
allocates the intemperance dynamic local workload 
evenly across all the nodes. It is used for gaining a 
service provisioning and resource utilization rate and 
therefore improving the overall system performance for 

incoming tasks. Which are coming from various 
positions are accepted by the load balancer and then 
allotted to the data center, for the accurate load 
distribution.  

 

Fig. 1: Load Balancing 

The target of load balancing is as follows: 
• To improve service availability  
• To raise the user pleasure 
• To maximize resource utilization 
• To minimize the waiting time and the time of task 

coming from a various position 
• To increase the performance 
• To maintain the stability of the system  
• To build system fault tolerance  
• To accommodate future modification 

a) Central Load Balancing Decision Module (CLBDM) 
To give valued information and force the 

decision-making method of a load balancer, thus 
sustaining satisfactory load balancing in cloud 
environments. It is not sufficient to give information from 
the networking part of the computer system or from the 
exterior load balancer. Including weighted round-robin 
algorithm and session-switching. So that it can insist 
sessions on one of the web application servers. Which 
can catch all data for that session attainable untilit is 

organizes information from virtualized environments and 
ends user experience. To be able to proactively force 
load balancing decisions or reactively switch it  in 
handling critical conditions.  

CLBDM solves the problem depicted in the 
weighted round-robin algorithm and session-switching. 
In a fashion that introduces a central module that is 
forcing decisions made by load balancers. 

 
Fig. 2: CLBDM-Placement in-a-computer 
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concluded manually or it just timeouts. CLBDM 



 

The benefit of this module is to interact 
(monitor) whole parts of our computer system, with 
application servers and load balancers. Then, based on 
the gathered information and interior computation, 
CLBDM will interference forwarding decisions on load 
balancers. Facilitated designed is shown in Figure-2, 
which also delineates the direction of data flooding to 
and from CLBDM. 

 

 

 
Fig. 3: Dividing & Reallocation-of-resources on physical-

servers-in-several-smaller-virtualized-servers 

Figure 3, can severely reduce the number of 
potentially attacked users. The idea here is to raise the 
number of application servers by using virtualization 
technology; it would be contingent on increasing 
amount of available application servers from two to four.  
This would instantly decrease the number of potentially 
attacked users from 50% to 25%.Virtualization 
technology that gives a dynamical allocation of 
resources. Which is used on virtualized servers with live 
migration.  A move that CLBDM can make when it 
reveals issue with specific virtual server. It would 
dynamically allocate resources from one virtual server 
(A2) to another (A1).  It is thus giving the  possibility to  
server A1  to  still  complete  action  that  has used all of 
its resources. But, at this time CLBDM will do even more 
activities.  For  example, it  would  point  to  load 
balancers that the server A1 is in trial and that it cannot 
take  new  user  sessions. This thought will dynamically 
be returned if CLBDM gets information from server A1 
that the load has been normalized. 

 

Fig. 4:
 
Virtualization technology to live migrate virtual 

Server A2 to Physical Server B
 

Figure 4, exhibits an even further development 
of the formerly depictured condition.

 
Where the load on 

Server A1 is still growing, now CLBDM has a choice that 
allows virtualized servers to be shifted from one physical 
server to another. It is accurately that here has occurred 
in a way  that  Server  A2  has  been  live  migrated  
(without any pause)  to  Physical  Server  B.  While the 
Server A1 now has full resources of Physical Server A, 
giving it even more probabilities to complete jobs 
presently running on it.

 

b)
 

Drawbacks of CLBDM Model
 

One  of  probable  fact  is  that  CLBDM  can  
turn in a way,  that it can enter unexpected loops and 
start  to spray  its decision between nodes. It is resulting 
in low performance and end-user experience. This kind 
of facts can be reduced if not ignored by cautiously 
designing CLBDM decision algorithms. But there should 
also be ignored if it is possible to find such an   
unwanted state.
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CLBDM is submitted with other data to fine tune 
of a user experience sensor. Which can be 
accomplished as an unresisting taping device or 
software on the application servers. This sensor is 
controlling the session of users including whole requests 
sent and received by end the user. And metering time 
wanted for every action to finish. If the tendency of 
response time for end user on an individual application 
server will launch to rise, this is a crystal clear signal that 
something is running incorrectly. When collected 
information rises above inartificial numbers, CLBDM is 
getting action and steps load to other application 
servers.



 

IV. Virtualization 

Virtualization means that do not exist in, but it 
distributes everything as actual or real. The software 
implementation of a machine is Virtualization that will run 
different programs as an actual machine. By 
virtualization, the end user can use the various services 
or applications of the cloud. For this reason, this is the 
master part of the cloud environment. There is a number 
of kind’s virtualization that is used in the cloud. 

Two kinds of virtualization. They are: 
a. Full Virtualization 
b. Para virtualization 

a) Full Virtualization 
Full virtualization which means that a machine is 

installed on another machine. This machine (virtual) 
gives all the functionalies that exists on the original 
machine. It facilitates when real machine not 
independent then the user uses the virtual machine. 

b) Para virtualization 
Para virtualization, the hardware accommodates 

many operating systems to run the only machine. It also 
allows skilled use of resources such as processor and 
memory. 

V. Basic Types of Load Balancing 
Algorithms 

There is an excessively large necessity for load 
balancing in large distributed and complicated systems. 
Load balancer gets a decision to shift the job to the 
distant server for balancing. The load balancer which 
can work in two ways: Cooperative and non-cooperative 
are the two ways. A cooperative way, to gain the 
satisfactory response times, entire nodes work together. 
A non-cooperative way, response time is incremented 
by the freely running the tasks. Some load balancing 
algorithms are smeared in this paper. 

 
Fig. 5: Basic Types of the algorithm 

• Based on the recent status of the system, the 
algorithms of load balancing can be categorized in 
two ways: 

• Static algorithm: The present situation of the node is 
not taken into estimation [3]. All the nodes and their 
features are known in advance. Based on this earlier 
sense, the algorithm works. Since it does not use 
recent system status information, it is simple to 
implement. 

• Dynamic algorithm: This type of algorithm is the 
basis for the recent situation of the system [3]. The 
algorithm works following to the dynamic changes 
in the instance of nodes. Status Table controls the 
status of the entire nodes in the cloud environment. 
Dynamic algorithms are not easy to implement, but 
it balances the load in a useful manner. 

The initiator of algorithms, Load Balancing 
algorithms can be divided into three types: 
• Sender-Initiated: Sender recognizes that the nodes 

are in number so that the sender initiates the 
perfections of load balancing algorithm. 

• Receiver Initiated: The necessity of Load balancing 
condition can be recognized by the receiver/server 
in the cloud. And that server initiates the 
accomplishment of Load Balancing algorithm. 

• Symmetric: It is the summation of both types that 
means the initiator of sender and receiver. 

VI. Existing Load Balancing   
Algorithms 

Following load balancing algorithms are 
currently prevalent in cloud. 

a) Round Robin  
In this algorithm [6] the round robin technique 

pursues a time plot or slice while processing the data. 
Every process is going to perform in the time slice and 
then change to other and follow on ring the path. In 
round robin, until all processes completed their task, a 
balancing procedure is followed so that it can balance 
the process in a group. The process is going to happen 
in round robin until all processes finish their task. Such 
that a balance method is implemented to equal the 
process in a group pattern. This algorithm is extensively 
used in web servers where HTTP requests are very 
analogous and distributed equally. 

b) Min-Min 
The manager of the cloud recognizes the 

minimum completion and execution time of the 
unassigned each task. Which are waiting to execute and 
store in a queue. Min - min is static load balancing 
algorithm. So the metrics concerned to the job are 
known in advance. In these types of the algorithm, the 
cloud manager firstly concerns with the jobs having 
minimum performance time. By bestowing those to the 
corresponding processors with the capability of 
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complete the job in fixed finishing time. The jobs have to 
wait for the un-specific period because of maximum 
execution time. In the processor, until all the tasks are 
assigned, the assigned tasks are updated in the 
processors. As well as the task is cleared and the 
process is periodic till all the tasks are mapped in the 
waiting queue. Min-min starts by a set of all unassigned 
jobs and found each task minimum finishing time. 
Amongst these least times, the minimum value is 
chosen. That is the minimum time between all the tasks 
on any resources. Then following to that minimal time, 
the task is cadastral on the corresponding processor. 
After then the perfection time for all other jobs is 
updated on that machine. It is done by adding the 
execution time of the assigned task to the execution 
times of other task on that machine. And finally, 
assigned task is dismissed from the list of the jobs that 
are to be assigned to the machines. Then again the 
similar method is followed until all the tasks are 
assigned on the resources. But this way has a drawback 
that it can lead to starvation. 

c) Opportunistic Load Balancing Algorithm (OLB) 
It is a static load balancing algorithm. For this 

reason, it does not consider the recent workload of the 

This algorithm deals rapidly with the unexecuted tasks in 
indiscriminate order to the recently available node. Every 
task is assigned to the node lamely. It gives a load 
balance scheme without good results. The task will 
process sluggishly because it does not compute the 
present execution time of the node. Advantages that it 
endeavors’ to keep each node engaged. This algorithm 
deals rapidly with the unexecuted tasks in random order 
to the recently available node. Every task is assigned to 
the node randomly. Disadvantages that it provides load 
balance scheme with poor results. The task will process 
in a slack manner because it does not compute the 
current execution time of the node. 

d) Max Min algorithm 
Max Min algorithm which works as similar to the 

Min-Min algorithm without the following: after 
discovering the minimum execution time, the cloud 
manager handles with tasks having maximum execution 
time. The assigned task is dismissed from the list of the 
tasks. Which are to be assigned to the processor and 
the working time for all other tasks is updated on that 
processor. Because of its static way the necessity are 
informed in advance then the algorithm completed well. 
An improved rending of max-min algorithm is mentioned 
in [7]. It is the basis of the cases, where meta-tasks 
include kindred tasks of their execution and completion 
time. Development in the ability of the algorithm is 
gained by increasing the scope of concurrent execution 
of tasks on resources. Advantages of Max-min 
technique which resolves the rigidity of Min-min. By 
giving Precedence to a large number of tasks. The Max-

min algorithm picks the task with the Maximum 
completion time and assigns it to the resources on 
which it acquires minimum execution time. It is crystal 
clear that the Max-min feels better option. Whenever the 
number of little tasks is much more than large ones, one 
of the properties of the Max-min method is that selects 
large tasks to be completed quickly. Which in turn little 
task stays for high time and it is the Disadvantages of 
Max-Min. 

e) Honeybee Foraging load balancing Algorithm 
The idea astern the BCO (Bee Colony 

Optimization) is to make the multi-agent system (colony 
of artificial bees) able to effectively solve stiff 
combinatorial optimization problems. A colony of honey 
bee can enhance itself over long ranges as to trace 
multiple food sources. Like as flower patches and then 
these bees harvest nectar or faring from these sources. 
A little amount of the colony discovers the environment 
looking for new flower patches when the food source is 
encountered the scout bees. Going in the field that 
surrounds the hive and control for quality beneficial. 
When they back to the hive, the scouts gather the food 
harvested. There is a location in the hive named as the 
“dance floor.’’ Where waggle dance is completed by the 
bees that found a very profitable food. By the dance 
(waggle) a scout bee goes through the location of its 
search to idle viewers, which aids in the using of the 
flower patch. Here the term of the dance is following to 
the scout’s rating of the food source. To harvest the 
best-rated flower patches, more foragers get recovered. 
When the dance is finished, the scout back to the food 
source. It found to see more food. Till the food is 
profitable, food sources will be posted by the scouts 
when they back to their hive. Foragers who are 
recovered currently may waggle dance as well. Those 
will step-up the recruitment for profitable flower patches. 
This method will go on to discover the most profitable 
flower patches. The Honey Bee nature stimulated load 
balancing algorithm was mentioned, which aims to gain 
well-balanced load cross VMs to maximize the 
throughput. And side by side, to balance the 
precedence of tasks on the VMs. So, the amount of 
waiting time of the tasks on the list is minimum. Using 
this algorithm reduction in waiting time and average 
execution time of tasks on the list was improved. This 
algorithm works for heterogeneous type of systems. And 
for balancing non-preemptive independent tasks. Some 
advantages that it has low overhead, less migration 
time, less response time and optimum resource 
utilization. On the other side, it has some disadvantages 
that it has fewer throughputs, less fault tolerant and less 
scalability. 

f) Active Clustering 
The idea of clustering in cloud computing is 

active Clustering is a clustering based algorithm. By 
making a bunch or cluster of nodes, the performance of 
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Virtual Machines. Its effort to repose each node busy. 



 

an algorithm can be increased. Every cluster can be 
occupied as a group. The main idea behind an active 
clustering is to group the same nodes together and then 
work on these groups. The method of forming a cluster 
revolves around the idea of the node. In this technique, 
the first node points a neighbor node named the 
matchmaker node which is of a variant type. This 
matchmaker node creates a connection with its 
surroundings, which is of similar types as the earlier 
node. At last the matchmaker node gets separated. This 
technique is followed repetitively. The system 
performance is increased with handsome availability of 
resources. Thereby enhancing the throughput. This 
increment in throughput is due to the proficient 
utilization of resources. 

g) Ant colony optimization 
The main idea of ACO is to copy the foraging 

characteristics of ant colonies. When ant groups try to 
find for the food, they uses an exceptional type of 
chemical to link with each other. That, chemical is 
named to as pheromone. At the very fast ants begin to 
search their foods loosely. Once the ants find a way to 
the food source, they consent pheromone on the path. 
To sense pheromone on the ground, an ant can pursue 
the trails of the other ants to the food source. As this 
method continues, maximum ants attract to select the 
shortest path as there have been a massive amount of 
pheromones congealed on this path. This united 
pheromone is saving and pheromone following 
characteristic of ants turn the illuminative source of 
ACO. 

h) OLB+LBMM 

Opportunistic Load Balancing and Load 
Balance Min-Min are referred as OLB and LBMM 
algorithms to use better-executing efficiency. And 
control the system of load balancing. This linked way 
helps in a skilled utilization of resources and increases 
work efficiency. It provides a better output than the 
above-argued algorithms. It is the summation of 
Opportunistic Load Balancing and Load Balance Min-
Min scheduling algorithms to use better execution 
efficiency. And control the load balancing of the system. 
OLB scheduling algorithm stays every node in active 
state to acquire the aim of load balance. And also the 
algorithm of LBMM scheduling is used to reduce the 
completion time of every task on the node. Thereby 
reducing the total completion time. This algorithm 
employs to increase the utilization of resources and 
increases the work efficiency. 

i)
 

Biased Random Sampling load balancing Algorithm 
 

Biased Random Sampling Load Balancing 
Algorithm is a dynamic approach. The network is 
presented in the form of a virtual graph. Each server is 
taken as a vertex of the node and the in degree 
represents the available free resources the nodes have. 

By the in degree, the load balancer distributes the job to 
the node. The nodes have at least one in degree then 
load balancer distributes the job to that node. When the 
job is allocated to the node then the in degree is 
decrement by one. And it’s get incremented again when 
the job gets executed. Random sampling technique is 
used in the addition and deletion of the processes. The 
processes are centralized by the threshold value, which 
points the maximum traversal from one node to the 
destination node. The length of traversal is known as 
walk length. Surrounding the node of the present node 
is selected for the traversal. After getting the request, 
load balancer selects a node loosely and compares the 
present walk length with the threshold value. If the 
recent walk length is greater than or equal to the 
threshold value, the job is completed at that node. 
Otherwise, the walk length of the job is increased and 
another neighbor node is selected randomly. The 
performance decreases as the number of servers 
increase. 

j) Generalized Priority Algorithm 
In this algorithm [19] the tasks are prioritized 

according to the size of the tasks. Such that the task 
with the highest size gets the highest priority in the 
system and execute first at its best. Also, the virtual 
servers are prioritized according to their million 
instructions per second (MIPS) value in the virtual server 
distribution system. Such that the Server with the highest 
MIPS value gets the highest priority. Hence the load 
balancing is done accordingly and, it gets the maximum 
utilization of the resources according to the data size in 
progress. 

k) Join-Idle-Queue 
Load balancing algorithm of Join-Idle-Queue 

proposed by Y. Lua et al. [20] which is an algorithm for 
web services and systems. It simplifies the large scale 
load balancing with distributed dispatchers. In each 
dispatch firstly load balancing algorithm idles the 
processors for the availability. And then does allotment 
of the task to processors in such a way that reduces the 
queue length at each server. This algorithm removes the 
load balancing work from the troublesome path of 
request processing, which helps in effective reduction of 
the system load. 

l) Genetic Algorithm based Load Balancing 
It is introduced by KousikDasgupta and 

BrototiMandal [21]. This algorithm prospers to balance 
the load of the cloud infrastructure at the time of trying to 
shorten span of a job. Genetic-based approach follow 
some rules and randomization according to the network 
load effectively. 

m) Stochastic Hill Climbing Technique 
KousikDasgupta and BrototiMandal proposed 

[23] a novel load balancing technique by utilizing the 
algorithm of Stochastic Hill Climbing. It selects randomly 
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to form the uphill moves with effective possibility-author 
of a local optimization way Stochastic Hill climbing utilize 
the resources. And the algorithm is used for distribution 
of incoming jobs to the virtual machines (VMs) or 
servers. 

n) Decentralized Content Aware Load Balancing 
A different content animate load balancing 

method known as Workload and Client Aware Policy 
(WCAP) that is proposed  by H. Mehta et al. [24]  which 
explain the identical and exceptional feature of the 
requests. As well as computing nodes by an identical 
and exceptional feature (USP). USP aids the scheduler 
in deciding the best and fit resources to execute the 
process. This technique had less overhead and 
implemented in a decentralized manner. This technique 
enhances the searching performance by using the 
kernel or content information. It also improves the 
utilization of resources by shortening the lazy time of the 
computing nodes. 

o) Server-Load Balancing for Internet Distributed 
Services 

A. M. Nakai et al. [25] presented a distributed 
server-based technique for web servers. It facilitates the 
reduction in service response time by using a protocol 
that bounds the redirection of requests to the closest 
remote servers without overloading them. Middleware is 
used in this technique to implement this protocol. To 
endure overload, the web server uses Heuristic. 
Heuristic scheme provides a surety to get the balance of 
load based on the job size. And also guarantee to not 
get a repetition of same size job in a single node. 

VII. Testing Parameters 

Existing load balancing procedures have been 
measured by the metrics that are discussed below: 

a) Throughput 
This metric is used to calculate the whole 

number of tasks, whose completion has been finished 
successfully. For overall system performance high 
throughput is needed. 

b) Overhead 
Overhead combined with any load balancing 

algorithm prefaces the extra cost engaged in 
implementing the algorithm. Overhead Associated 
specifies the amount of overhead involved while 
completing a load-balancing algorithm. It covers 
overhead due to movement of tasks, inter processor 
and inter-process contact. It should be as low as 
possible. 

c) Fault Tolerance 
Measuring the ability of an algorithm to execute 

identical load balancing in case of any shortcoming. It 
must be highly faulted. 
 

d) Migration Time 
It is described as, the entire time needed in 

migrating the resources or jobs from one node to 
another. It should be reduced or minimized. 

e) Response Time 
Response time can be determined as, the time 

interim between sending a request and getting its 
response. To boost the overall performance, it should 
be minimized. 

f) Resource Utilization 
It is used to assure the accurate utilization of all 

those resources, which covered the entire system. This 
issue must be optimized to have an efficient load 
balancing algorithm.  

g) Scalability 
It is the ability to perform uniform load balancing 

in a system with the rise in the number of nodes, 
according to the requirements. Higher scalability is 
preferred. 

h) Performance  
It is used to investigate, how efficient the system 

is. This has to be uplifted at a reasonable cost, e.g., 
reducing the response time though keeping the 
receivable delays. 

VIII. Comparison among Different 
Algorithms 

Table 1: Parameters Performance among various 
algorithms 
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IX. Result & Discussion 

From the analysis of various load balancing 
algorithm, it is very easy to say that OLB + LBMM is 
better than others. In this paper, we compare load 
balancing algorithms on several performances 
measuring metrics. Which helps us to find a conclusion. 
OLB + LBMM are better than others because it has a 
great throughput, response time, resource utilization 
and overhead which determines its performance. On the 
other hand round robin, max-min, min-min is almost the 
same as OLB+LBMM. But there is the cute difference 
between them to OLB+LBMM, which is the percentage 
of throughput, response time and so on. For this reason, 
OLB+LBMM is very suitable load balancing algorithm 
than others. OLB+LBMM have some limitations that it 
has scalability problems, less capability of fault 
tolerance and also less migration time. 

X. Conclusion & Future Work 
In this review, Different types of the algorithm of 

load balancing are analyzed. Side by side honey bee 
and round-robin algorithms are properly implemented 
but, others are not. Various issues are also discussed 
which must be apprehended into account during 
designing of new load balancing algorithms. The piece, 
existing load balancing algorithms are discussed and, 
comparative analysis is performed by different metrics 
parameters. Like performance, throughput, scalability, 
resource utilization, fault tolerance, response time, 
migration time. In future, we plan to improve this 
algorithm by consideration of Ant colony optimization 
and two-phases (OLB + LBMM). Other factors by 
exploring new effective load balancing algorithm DLB3M 
which can maintain better balance among parameters 
and also helps to acquire green computing. 
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The Editorial Board reserves the right to make literary corrections and suggestions to improve brevity.
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Format Structure

It is necessary that authors take care in submitting a manuscript that is written in simple language and adheres to 
published guidelines.

All manuscripts submitted to Global Journals should include:

Title

The title page must carry an informative title that reflects the content, a running title (less than 45 characters together with 
spaces), names of the authors and co-authors, and the place(s) where the work was carried out.

Author details

The full postal address of any related author(s) must be specified.

Abstract

The abstract is the foundation of the research paper. It should be clear and concise and must contain the objective of the 
paper and inferences drawn. It is advised to not include big mathematical equations or complicated jargon.

Many researchers searching for information online will use search engines such as Google, Yahoo or others. By optimizing 
your paper for search engines, you will amplify the chance of someone finding it. In turn, this will make it more likely to be 
viewed and cited in further works. Global Journals has compiled these guidelines to facilitate you to maximize the web-
friendliness of the most public part of your paper.

Keywords

A major lynchpin of research work for the writing of research papers is the keyword search, which one will employ to find 
both library and internet resources. Up to eleven keywords or very brief phrases have to be given to help data retrieval, 
mining, and indexing.

One must be persistent and creative in using keywords. An effective keyword search requires a strategy: planning of a list 
of possible keywords and phrases to try.

Choice of the main keywords is the first tool of writing a research paper. Research paper writing is an art. Keyword search 
should be as strategic as possible.

One should start brainstorming lists of potential keywords before even beginning searching. Think about the most 
important concepts related to research work. Ask, “What words would a source have to include to be truly valuable in a 
research paper?” Then consider synonyms for the important words.

It may take the discovery of only one important paper to steer in the right keyword direction because, in most databases, 
the keywords under which a research paper is abstracted are listed with the paper.

Numerical Methods

Numerical methods used should be transparent and, where appropriate, supported by references.

Abbreviations

Authors must list all the abbreviations used in the paper at the end of the paper or in a separate table before using them.

Formulas and equations

Authors are advised to submit any mathematical equation using either MathJax, KaTeX, or LaTeX, or in a very high-quality 
image.

Tables, Figures, and Figure Legends

Tables: Tables should be cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g., Table 4, a self-explanatory caption, and be on a separate sheet. Authors must submit tables in an editable 
format and not as images. References to these tables (if any) must be mentioned accurately.
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Techniques for writing a good quality computer science research paper:

1. Choosing the topic: In most cases, the topic is selected by the interests of the author, but it can also be suggested by the 
guides. You can have several topics, and then judge which you are most comfortable with. This may be done by asking 
several questions of yourself, like "Will I be able to carry out a search in this area? Will I find all necessary resources to 
accomplish the search? Will I be able to find all information in this field area?" If the answer to this type of question is 
"yes," then you ought to choose that topic. In most cases, you may have to conduct surveys and visit several places. Also, 
you might have to do a lot of work to find all the rises and falls of the various data on that subject. Sometimes, detailed 
information plays a vital role, instead of short information. Evaluators are human: The first thing to remember is that 
evaluators are also human beings. They are not only meant for rejecting a paper. They are here to evaluate your paper. So 
present your best aspect.

2. Think like evaluators: If you are in confusion or getting demotivated because your paper may not be accepted by the 
evaluators, then think, and try to evaluate your paper like an evaluator. Try to understand what an evaluator wants in your 
research paper, and you will automatically have your answer. Make blueprints of paper: The outline is the plan or 
framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your 
outline must be related to the topic you have chosen.

3. Ask your guides: If you are having any difficulty with your research, then do not hesitate to share your difficulty with 
your guide (if you have one). They will surely help you out and resolve your doubts. If you can't clarify what exactly you 
require for your work, then ask your supervisor to help you with an alternative. He or she might also provide you with a list 
of essential readings.

4. Use of computer is recommended: As you are doing research in the field of computer science then this point is quite 
obvious. Use right software: Always use good quality software packages. If you are not capable of judging good software, 
then you can lose the quality of your paper unknowingly. There are various programs available to help you which you can 
get through the internet.

5. Use the internet for help: An excellent start for your paper is using Google. It is a wondrous search engine, where you 
can have your doubts resolved. You may also read some answers for the frequent question of how to write your research 
paper or find a model research paper. You can download books from the internet. If you have all the required books, place 
importance on reading, selecting, and analyzing the specified information. Then sketch out your research paper. Use big 
pictures: You may use encyclopedias like Wikipedia to get pictures with the best resolution. At Global Journals, you should 

Figures

Figures are supposed to be submitted as separate files. Always include a citation in the text for each figure using Arabic 
numbers, e.g., Fig. 4. Artwork must be submitted online in vector electronic form or by emailing it.

Preparation of Eletronic Figures for Publication

Although low-quality images are sufficient for review purposes, print publication requires high-quality images to prevent 
the final product being blurred or fuzzy. Submit (possibly by e-mail) EPS (line art) or TIFF (halftone/ photographs) files only. 
MS PowerPoint and Word Graphics are unsuitable for printed pictures. Avoid using pixel-oriented software. Scans (TIFF 
only) should have a resolution of  at  least 350  dpi  (halftone)  or 700  to 1100 dpi              (line  drawings).  Please  give  the  data 
for figures in black and white or submit a Color Work Agreement form. EPS files must be saved with fonts embedded (and 
with a TIFF preview, if possible).

For scanned images, the scanning resolution at final image size ought to be as follows to ensure good reproduction: line 
art: >650 dpi; halftones (including gel photographs): >350 dpi; figures containing both halftone and line images: >650 dpi.

Color charges: Authors are advised to pay the full cost for the reproduction of their color artwork. Hence, please note that 
if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and 
return a Color Work Agreement form before your paper can be published. Also, you can email your editor to remove the 
color fee after acceptance of the paper.
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9. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. 
Using several unnecessary diagrams will degrade the quality of your paper by creating a hodgepodge. So always try to 
include diagrams which were made by you to improve the readability of your paper. Use of direct quotes: When you do 
research relevant to literature, history, or current affairs, then use of quotes becomes essential, but if the study is relevant 
to science, use of quotes is not preferable.

10.Use proper verb tense: Use proper verb tenses in your paper. Use past tense to present those events that have 
happened. Use present tense to indicate events that are going on. Use future tense to indicate events that will happen in 
the future. Use of wrong tenses will confuse the evaluator. Avoid sentences that are incomplete.

11. Pick a good study spot: Always try to pick a spot for your research which is quiet. Not every spot is good for studying.

12. Know what you know: Always try to know what you know by making objectives, otherwise you will be confused and 
unable to achieve your target.

13. Use good grammar: Always use good grammar and words that will have a positive impact on the evaluator; use of 
good vocabulary does not mean using tough words which the evaluator has to find in a dictionary. Do not fragment 
sentences. Eliminate one-word sentences. Do not ever use a big word when a smaller one would suffice.

Verbs have to be in agreement with their subjects. In a research paper, do not start sentences with conjunctions or finish 
them with prepositions. When writing formally, it is advisable to never split an infinitive because someone will (wrongly) 
complain. Avoid clichés like a disease. Always shun irritating alliteration. Use language which is simple and straightforward. 
Put together a neat summary.

14. Arrangement of information: Each section of the main body should start with an opening sentence, and there should 
be a changeover at the end of the section. Give only valid and powerful arguments for your topic. You may also maintain 
your arguments with records.

15. Never start at the last minute: Always allow enough time for research work. Leaving everything to the last minute will 
degrade your paper and spoil your work.

16. Multitasking in research is not good: Doing several things at the same time is a bad habit in the case of research 
activity. Research is an area where everything has a particular time slot. Divide your research work into parts, and do a 
particular part in a particular time slot.

17. Never copy others' work: Never copy others' work and give it your name because if the evaluator has seen it anywhere, 
you will be in trouble. Take proper rest and food: No matter how many hours you spend on your research activity, if you 
are not taking care of your health, then all your efforts will have been in vain. For quality research, take proper rest and 
food.

18. Go to seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.

7. Revise what you wrote: When you write anything, always read it, summarize it, and then finalize it.

8. Make every effort: Make every effort to mention what you are going to write in your paper. That means always have a 
good start. Try to mention everything in the introduction—what is the need for a particular research paper. Polish your 
work with good writing skills and always give an evaluator what he wants. Make backups: When you are going to do any 
important thing like making a research paper, you should always have backup copies of it either on your computer or on 
paper. This protects you from losing any portion of your important data.

© Copyright by Global Journals | Guidelines Handbook

XIII

19. Refresh your mind after intervals: Try to give your mind a rest by listening to soft music or sleeping in intervals. This 
will also improve your memory. Acquire colleagues: Always try to acquire colleagues. No matter how sharp you are, if you 
acquire colleagues, they can give you ideas which will be helpful to your research.

6. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right? It is a good habit 
which helps to not lose your continuity. You should always use bookmarks while searching on the internet also, which will 
make your search easier.



 

 
 

 

 

 

 

 

20. Think technically: Always think technically. If anything happens, search for its reasons, benefits, and demerits. Think 
and then print: When you go to print your paper, check that tables are not split, headings are not detached from their 
descriptions, and page sequence is maintained.

21. Adding unnecessary information: Do not add unnecessary information like "I have used MS Excel to draw graphs." 
Irrelevant and inappropriate material is superfluous. Foreign terminology and phrases are not apropos. One should never 
take a broad view. Analogy is like feathers on a snake. Use words properly, regardless of how others use them. Remove 
quotations. Puns are for kids, not grunt readers. Never oversimplify: When adding material to your research paper, never 
go for oversimplification; this will definitely irritate the evaluator. Be specific. Never use rhythmic redundancies. 
Contractions shouldn't be used in a research paper. Comparisons are as terrible as clichés. Give up ampersands, 
abbreviations, and so on. Remove commas that are not necessary. Parenthetical words should be between brackets or 
commas. Understatement is always the best way to put forward earth-shaking thoughts. Give a detailed literary review.

22. Report concluded results: Use concluded results. From raw data, filter the results, and then conclude your studies 
based on measurements and observations taken. An appropriate number of decimal places should be used. Parenthetical 
remarks are prohibited here. Proofread carefully at the final stage. At the end, give an outline to your arguments. Spot 
perspectives of further study of the subject. Justify your conclusion at the bottom sufficiently, which will probably include 
examples.

23. Upon conclusion: Once you have concluded your research, the next most important step is to present your findings. 
Presentation is extremely important as it is the definite medium though which your research is going to be in print for the 
rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A 
good quality research paper format is essential because it serves to highlight your research paper and bring to light all 
necessary aspects of your research.

Informal Guidelines of Research Paper Writing

Key points to remember:

• Submit all work in its final form.
• Write your paper in the form which is presented in the guidelines using the template.
• Please note the criteria peer reviewers will use for grading the final paper.

Final points:
One purpose of organizing a research paper is to let people interpret your efforts selectively. The journal requires the 
following sections, submitted in the order listed, with each section starting on a new page:

The introduction: This will be compiled from reference matter and reflect the design processes or outline of basis that 
directed you to make a study. As you carry out the process of study, the method and process section will be constructed 
like that. The results segment will show related statistics in nearly sequential order and direct reviewers to similar 
intellectual paths throughout the data that you gathered to carry out your study.

The discussion section:

This will provide understanding of the data and projections as to the implications of the results. The use of good quality 
references throughout the paper will give the effort trustworthiness by representing an alertness to prior workings.

Writing a research paper is not an easy job, no matter how trouble-free the actual research or concept. Practice, excellent 
preparation, and controlled record-keeping are the only means to make straightforward progression.

General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general 
guidelines.

To make a paper clear: Adhere to recommended page limits.
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Mistakes to avoid:

• Insertion of a title at the foot of a page with subsequent text on the next page.
• Separating a table, chart, or figure—confine each to a single page.
• Submitting a manuscript with pages out of sequence.
• In every section of your document, use standard writing style, including articles ("a" and "the").
• Keep paying attention to the topic of the paper.
• Use paragraphs to split each significant point (excluding the abstract).
• Align the primary line of each section.
• Present your points in sound order.
• Use present tense to report well-accepted matters.
• Use past tense to describe specific results.
• Do not use familiar wording; don't address the reviewer directly. Don't use slang or superlatives.
• Avoid use of extra pictures—include only those figures essential to presenting results.

Title page:

Choose a revealing title. It should be short and include the name(s) and address(es) of all authors. It should not have 
acronyms or abbreviations or exceed two printed lines.

Abstract: This summary should be two hundred words or less. It should clearly and briefly explain the key findings reported 
in the manuscript and must have precise statistics. It should not have acronyms or abbreviations. It should be logical in 
itself. Do not cite references at this point.

An abstract is a brief, distinct paragraph summary of finished work or work in development. In a minute or less, a reviewer 
can be taught the foundation behind the study, common approaches to the problem, relevant results, and significant 
conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet 
written? Wealth of terminology is very essential in abstract. Use comprehensive sentences, and do not sacrifice readability 
for brevity; you can maintain it succinctly by phrasing sentences so that they provide more than a lone rationale. The 
author can at this moment go straight to shortening the outcome. Sum up the study with the subsequent elements in any 
summary. Try to limit the initial two items to no more than one line each.

Reason for writing the article—theory, overall issue, purpose.

• Fundamental goal.
• To-the-point depiction of the research.
• Consequences, including definite statistics—if the consequences are quantitative in nature, account for this; results of 

any numerical analysis should be reported. Significant conclusions or questions that emerge from the research.

Approach:

o Single section and succinct.
o An outline of the job done is always written in past tense.
o Concentrate on shortening results—limit background information to a verdict or two.
o Exact spelling, clarity of sentences and phrases, and appropriate reporting of quantities (proper units, important 

statistics) are just as significant in an abstract as they are anywhere else.

Introduction:

The introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background 
information to be capable of comprehending and calculating the purpose of your study without having to refer to other 
works. The basis for the study should be offered. Give the most important references, but avoid making a comprehensive 
appraisal of the topic. Describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the 
reviewer will give no attention to your results. Speak in common terms about techniques used to explain the problem, if 
needed, but do not present any particulars about the protocols here.
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The following approach can create a valuable beginning:

o Explain the value (significance) of the study.
o Defend the model—why did you employ this particular system or method? What is its compensation? Remark upon 

its appropriateness from an abstract point of view as well as pointing out sensible reasons for using it.
o Present a justification. State your particular theory(-ies) or aim(s), and describe the logic that led you to choose 

them.
o Briefly explain the study's tentative purpose and how it meets the declared objectives.

Approach:

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job 
is done. Sort out your thoughts; manufacture one key point for every section. If you make the four points listed above, you 
will need at least four paragraphs. Present surrounding information only when it is necessary to support a situation. The 
reviewer does not desire to read everything you know about a topic. Shape the theory specifically—do not take a broad 
view.

As always, give awareness to spelling, simplicity, and correctness of sentences and phrases.

Procedures (methods and materials):

This part is supposed to be the easiest to carve if you have good skills. A soundly written procedures segment allows a 
capable scientist to replicate your results. Present precise information about your supplies. The suppliers and clarity of 
reagents can be helpful bits of information. Present methods in sequential order, but linked methodologies can be grouped 
as a segment. Be concise when relating the protocols. Attempt to give the least amount of information that would permit 
another capable scientist to replicate your outcome, but be cautious that vital information is integrated. The use of 
subheadings is suggested and ought to be synchronized with the results section.

When a technique is used that has been well-described in another section, mention the specific item describing the way, 
but draw the basic principle while stating the situation. The purpose is to show all particular resources and broad 
procedures so that another person may use some or all of the methods in one more study or referee the scientific value of 
your work. It is not to be a step-by-step report of the whole thing you did, nor is a methods section a set of orders.

Materials:

Materials may be reported in part of a section or else they may be recognized along with your measures.

Methods:

o Report the method and not the particulars of each process that engaged the same methodology.
o Describe the method entirely.
o To be succinct, present methods under headings dedicated to specific dealings or groups of measures.
o Simplify—detail how procedures were completed, not how they were performed on a particular day.
o If well-known procedures were used, account for the procedure by name, possibly with a reference, and that's all.

Approach:

It is embarrassing to use vigorous voice when documenting methods without using first person, which would focus the 
reviewer's interest on the researcher rather than the job. As a result, when writing up the methods, most authors use third 
person passive voice.

Use standard style in this and every other part of the paper—avoid familiar lists, and use full sentences.

What to keep away from:

o Resources and methods are not a set of information.
o Skip all descriptive information and surroundings—save it for the argument.
o Leave out information that is immaterial to a third party.
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Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part as entirely objective 
details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Use statistics and tables, if suitable, to 
present consequences most efficiently.

You must clearly differentiate material which would usually be incorporated in a study editorial from any unprocessed data 
or additional appendix matter that would not be available. In fact, such matters should not be submitted at all except if 
requested by the instructor.

Content:

o Sum up your conclusions in text and demonstrate them, if suitable, with figures and tables.
o In the manuscript, explain each of your consequences, and point the reader to remarks that are most appropriate.
o Present a background, such as by describing the question that was addressed by creation of an exacting study.
o Explain results of control experiments and give remarks that are not accessible in a prescribed figure or table, if 

appropriate.
o Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or 

manuscript.

What to stay away from:

o Do not discuss or infer your outcome, report surrounding information, or try to explain anything.
o Do not include raw data or intermediate calculations in a research manuscript.
o Do not present similar data more than once.
o A manuscript should complement any figures or tables, not duplicate information.
o Never confuse figures with tables—there is a difference. 

Approach:

As always, use past tense when you submit your results, and put the whole thing in a reasonable order.

Put figures and tables, appropriately numbered, in order at the end of the report.

If you desire, you may place your figures and tables properly within the text of your results section.

Figures and tables:

If you put figures and tables at the end of some details, make certain that they are visibly distinguished from any attached 
appendix materials, such as raw facts. Whatever the position, each table must be titled, numbered one after the other, and 
include a heading. All figures and tables must be divided from the text.

Discussion:

The discussion is expected to be the trickiest segment to write. A lot of papers submitted to the journal are discarded 
based on problems with the discussion. There is no rule for how long an argument should be.

Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the 
paper with a summing up of the implications of the study. The purpose here is to offer an understanding of your results 
and support all of your conclusions, using facts from your research and generally accepted information, if suitable. The 
implication of results should be fully described.

Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact, you must explain 
mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have 
happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the 
data approved the prospect, and let it drop at that. Make a decision as to whether each premise is supported or discarded 
or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."
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Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results 
that you have, and take care of the study as a finished work.

o You may propose future guidelines, such as how an experiment might be personalized to accomplish a new idea.
o Give details of all of your remarks as much as possible, focusing on mechanisms.
o Make a decision as to whether the tentative design sufficiently addressed the theory and whether or not it was 

correctly restricted. Try to present substitute explanations if they are sensible alternatives.
o One piece of research will not counter an overall question, so maintain the large picture in mind. Where do you go 

next? The best studies unlock new avenues of study. What questions remain?
o Recommendations for detailed papers will offer supplementary suggestions.

Approach:

When you refer to information, differentiate data generated by your own studies from other available information. Present 
work done by specific persons (including you) in past tense.

Describe generally acknowledged facts and main beliefs in present tense.

The Administration Rules

Administration Rules to Be Strictly Followed before Submitting Your Research Paper to Global Journals Inc.

Please read the following rules and regulations carefully before submitting your research paper to Global Journals Inc. to 
avoid rejection. 

Segment draft and final research paper: You have to strictly follow the template of a research paper, failing which your 
paper may get rejected. You are expected to write each part of the paper wholly on your own. The peer reviewers need to 
identify your own perspective of the concepts in your own terms. Please do not extract straight from any other source, and 
do not rephrase someone else's analysis. Do not allow anyone else to proofread your manuscript.

Written material: You may discuss this with your guides and key sources. Do not copy anyone else's paper, even if this is 
only imitation, otherwise it will be rejected on the grounds of plagiarism, which is illegal. Various methods to avoid 
plagiarism are strictly applied by us to every paper, and, if found guilty, you may be blacklisted, which could affect your 
career adversely. To guard yourself and others from possible illegal use, please do not permit anyone to use or even read 
your paper and file.
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 
decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 
appropriate content, Correct 
format. 200 words or below 

Unclear summary and no 
specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 
information

Above 250 words

Introduction

Containing all background 
details with clear goal and 
appropriate details, flow 
specification, no grammar 
and spelling mistake, well 
organized sentence and 
paragraph, reference cited

Unclear and confusing data, 
appropriate format, grammar 
and spelling errors with 
unorganized matter

Out of place depth and content, 
hazy format

Methods and 
Procedures

Clear and to the point with 
well arranged paragraph, 
precision and accuracy of 
facts and figures, well 
organized subheads

Difficult to comprehend with 
embarrassed text, too much 
explanation but completed 

Incorrect and unorganized 
structure with hazy meaning

Result

Well organized, Clear and 
specific, Correct units with 
precision, correct data, well 
structuring of paragraph, no 
grammar and spelling 
mistake

Complete and embarrassed 
text, difficult to comprehend

Irregular format with wrong facts 
and figures

Discussion

Well organized, meaningful 
specification, sound 
conclusion, logical and 
concise explanation, highly 
structured paragraph 
reference cited 

Wordy, unclear conclusion, 
spurious

Conclusion is not cited, 
unorganized, difficult to 
comprehend 

References
Complete and correct 
format, well organized

Beside the point, Incomplete Wrong format and structuring
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