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1. Introduction

The Internet of Things (IoT), where several devices are associated to share the data in different domains such as home automation, patient monitoring, industrial device monitoring, smart cities, and so on. Wireless Sensor Networks (WSNs), due to its ubiquitous devices, has been in use in recent years in many IoT applications. However, researchers have not complicatedly addressed the issue part during routing. A significant amount of research work in the domains of security, topology, and energy consumption in WSN for IoT has been managed in the recent past.

Given view of the essential qualities of the sensor nodes in WSN, the constrained computing capability, and energy requirements, a Sector-based Random Routing (SRR) method was presented in [1] to address the Source Location Privacy (SLP) issues and therefore minimizing the energy consumption. With this objective, in SRR, the data packets were sent to random phantom sources that were situated in several sensors. These were then disseminated via all routes to arrive promptly at the sink node. Besides, the notion of a hop threshold was also included to manage the routing strategies and minimize energy consumption.

Despite improvement observed in the energy consumption with minimum delay, the routing overhead was not considered. To minimize the routing overhead, the Load Centroid Optimal Route Identification model is applied to the WSN network that considers both load and residual energy to identify optimal routes.

An Anchor-based Routing method was designed in [2] with constrained flooding and dynamic clustering. A novel type of event-based clustering model along with a novel clustering mechanism to be included dynamically. With the design of these models, energy consumption was said to be reduced with higher number of packets processed successfully by the sink. Data collection performed at the mobile sink was then said to be shared to the contended users via IoT infrastructure.

Despite the improvement observed in the throughput rate, the security aspect was not covered. To improve the security with minimum latency and higher throughput, in this work, a Rabin Onion Secured Routing algorithm is designed. This algorithm not only identifies the secured route using Onion Routing but also ensures that the node with which the routing is carried out is also authenticated node or in other words, the genuineness of the node is checked via Rabin Signature.

In this paper, we propose an optimal and secured routing to be followed in WSN for IoT, called Optimized Load Centroid and Rabin Onion Routing (OLC-ROR). OLC-ROR method aims at ensuring the routing overhead for IoT-based applications, i.e., for a smart city. To improve the efficiency of the throughput rate, the OLC-ROR method analyzes onion routes for obtaining secured routing and builds an Onion-based Route in WSN for IoT. Also, in contrast to existing anchor-based routing, OLC-ROR method leverages a Rabin Onion Secured Routing algorithm to ensure route...
acquisition latency. Our selection secured routing algorithm is performed based on the Rabin signatures with minimum load and residual energy and, can reduce the routing overhead of the entire smart city network.

The main contributions of the proposed work are summarized as follows:

- We design a Load Centroid function that is exploited as the basis of constructing an optimal routing model to reduce the routing overhead.
- We identify serious security threats to the optimal routing in WSNs for IoT. Subsequently, a Rabin Onion Secure Routing algorithm is introduced to obtain secure routes with minimum route acquisition latency.
- A Rabin Signature is exclusively proposed to verify the genuineness of the node with which secured routing is said to be established, at the same time it also significantly improves the throughput rate incurred by the secured routing.
- Theoretical analysis and empirical validations are done to show the significance of OLC-COR method. It reduces the routing overhead and route acquisition latency with higher throughput rate.

The paper is prearranged in the following sections. Section 2 describes the work related to security aspects in WSN for IoT. Section 3 portrays the method of secure routing, Optimized Load Centroid and Rabin Onion Routing (OLC-ROR). The simulation setup, along with the results, is depicted in Section 4 and Section 5, respectively. Finally, the concluding remarks are shown in Section 6.

II. Related Works

Adding the distinctiveness and the extent of the routing path can significantly improve the network safety time. But, the constrained energy consumption has to be also considered. In [3], a source location privacy protection scheme based on ring-loop routing (SLPRR) in WSNs for IoT was presented to solve the issues related to energy consumption. Three types of routing were first considered, followed by which the distinctiveness and routing extent were said to be enhanced. Finally, rings were formed in the non-hotspot area, therefore reducing energy consumption.

With new improvements in IoT technology, authorized users are said to access reliable sensor nodes. By accessing the reliable sensor nodes, data are said to be first obtained, and commands are also sent to the destined nodes. However, designing an effectively secured authentication and key agreement scheme is significant due to the resource constrained nodes. In [4], secure and lightweight authentication and key agreement scheme for IoT based WSNs were designed, contributing to the security aspect.

A survey on recent advancements in data trust, communication trust in WSN-assisted IoT was designed [5]. However, security for both data and route was not ensured. To address this issue, a cross-layer based adaptive secured routing and data transmission process was designed in [6] to ensure data security.

With the routing protocol susceptible to different types of attacks in WSN, which is an important network type of IoT. The correlation coefficient, and Kolmogorov-Smirnov (KS) test approaches were combined to measure the trustworthiness of the Intrinsic Mode Function (IMF) components and discard the false IMF components. Besides, Hilbert-Huang transformation and trust evaluation techniques [7] were also integrated to cover the security aspect.

However, with the IoT edge nodes being exposed to different types of attacks, in [8], the focus was made on developing a lightweight authentication model for constrained end-devices, therefore ensuring security. Yet another convolutional technique concentrating on security aspect was designed in [9] to prevent malicious node attacks.

A full evaluation of security attacks regarding WSNs and IoT, along with the methods to detect the types of attack, preventing the attacks, and mitigations of those attacks was presented in [10]. IoT is not only considered as the most favorable research topic but also considered as the blossoming industrial drift. The basic idea in the Internet is to bring objects; there are different methods because an IoT system is introduced in several applications. A WSN based IoT platform for wide-area and heterogeneous sensing applications was presented in [11].

A concept of combining fault tolerance and secured routing model in WSN called as the Fault Tolerant Secured Routing (FASR) that ensures secured routes between the source node and sink nodes under faulty node constraints was presented in [12]. Here, faulty nodes were first identified via battery power and interference models. Next, the trustworthy nodes between fault-free nodes were then obtained using agent-based trust model. Finally, the data was found to be secured routed via fault-free non-compromised nodes to sink. Yet another secured and effective access control mechanism for WSN in the cross-domain context of the IoT [13] that permits an Internet user in Certificate Less Cryptography (CLC) environment to communicate with a sensor node via an Identity-Based Cryptography (IBC) environment with different system parameters.

A secure routing and monitoring model via multiple variant tuples using the Two-Fish (TF) symmetric key approach to identify and discard the malicious nodes in the network was designed in [14] based on the Authentication and Encryption Model (ATE). With the aid of the Eligibility Weight Function (EWF), the sensor guard nodes were identified and were hidden using a symmetric key approach. However, challenges posing security for the smart city was less focused. In [15], a scalable framework for authentication...
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and hierarchical routing was designed to address the security issues. However, the energy efficiency of the node was not concentrated. In [16], presented an energy-aware and secure multi-hop routing protocol using a secret sharing scheme. So that reduces the energy consumption along with the network throughput and average end-to-end delay.

An enhancement of the reactive routing protocol, called constrained flooding and dynamic clustering, was presented in [17]. Here, a novel event-based clustering mechanism, in addition to the dynamic clustering technique, minimizing the energy consumption with higher data packets being processed successfully manner to the sink node.

In [18], the networking characteristics required for smart city applications, besides networking protocols utilized to engage different data traffic streams, were introduced. A secure 3-way routing protocol for routing using cryptographic techniques for providing a high degree of security was introduced in [19].

For the influence of constrained energy and networking attacks resulted from open transmission channels, a low-power and secure multi-hop routing technique based on the Markov state transition theory was presented in [20]. Here, with the random transmission route selection, typical attacks were said to be eliminated, thus resulting in secured data transmission with the reduced energy consumption.

All the existing methods are given above utilized random route selection and balanced load to secure data transfer. Random route selection is not an effective approach as it consumed more routing overhead and route acquisition latency to generate the route according to load factor. Each node entering the network is provided with these load factors; therefore, for large networks it becomes more complex and more storage space is required, which is limited. In the proposed method, an optimal routing model is used to select the optimal route using minimum load centroid and residual energy and hence minimizing the routing overhead. Next, a secure route is obtained via onion routers, and node authentication is also checked using Rabin signature.

III. Methodology

In this section, an optimal and secured routing method to be followed in WSN for IoT called Optimized Load Centroid and Rabin Onion Routing (OLC-ROR) is designed. Here, two different models are used. First, optimal route identification is made by applying the Load Centroid function. The objective behind the use of the Load Centroid function is that it assists in minimizing the routing overhead because of the consideration of both minimum load and residual energy while selecting the route. Next, amongst optimal routes being identified, secured routing is followed by applying the Rabin Onion Routing model. The purpose of using this routing model is that by using Onion routing, the route acquisition latency is reduced, and using Rabin Signature, verification is performed, therefore ensuring security with a higher throughput rate. First, a network model used for the design of OLC-ROR is presented, followed by which the elaborate description is provided.

a) Network model

Let us assume a multi-hop WSN that comprises a number of sensor nodes $N = N_1, N_2, \ldots, N_n$, and some sink nodes $S = S_1, S_2, \ldots, S_n$ is deployed for one application (i.e., for a smart city) of IoT. The sensor nodes deployed in WSN within the wireless transmission range $R$ directly send data packets $DP = DP_1, DP_2, \ldots, DP_n$ to each other following a specified type of routing. The multi-hop communication is said to be enabled when the distance is said to be greater than the transmission range with the assumption that the sensor node in the network is a dense network where each sensor node has several neighbor nodes.

Thus, this network is said to be defined by a graph $G(V, L)$. Here, $V$ represents the set of sensor nodes and $L$ represents the set of links between the sensor nodes in the network. Besides, a link is represented by $link_{ij} \in L$, if the distance between the sender nodes $i \in V$ and the receiver node $j \in V$ is smaller than the transmission range $R$. Figure 1, given below illustrates a sample IoT-based WSN.
Figure 1: IoT-based WSN

Figure 1 given above depicts a scenario of WSN in IoT with a single source node $S$, a single destination node $D$, with multiple sensor nodes $S_1$, $S_2$, $S_3$, $S_4$, $S_5$, $S_7$, $S_8$, $S_9$, one sink node $S_6$, respectively that also acts as the gateway node. Therefore, multiple sensor nodes join the internet through a gateway or sink node. In this work, an IoT-enabled WSN for a smart city is designed that uses different types of IoT sensors for route optimization and secured routing.

b) Load Centroid Optimal Route Identification

In an IoT-enabled WSN, different routes are said to exist with the advantages of following one route over another route. Therefore, multiple routes are said to exist for an IoT-enabled WSN. However, the optimal route has to be identified. In this section, Optimal Route Identification is said to be made using Load Centroid function. Table 1, given below shows the sample routes identified for figure 1.

Table 1: Sample Routes

<table>
<thead>
<tr>
<th>Number of Routes identified</th>
<th>Routing Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>$S \rightarrow S_2 \rightarrow S_5 \rightarrow D$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>$S \rightarrow S_4 \rightarrow D$</td>
</tr>
<tr>
<td>$R_3$</td>
<td>$S \rightarrow S_3 \rightarrow D$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>$S \rightarrow S_7 \rightarrow S_9 \rightarrow D$</td>
</tr>
<tr>
<td>$R_5$</td>
<td>$S \rightarrow S_1 \rightarrow S_7 \rightarrow S_9 \rightarrow D$</td>
</tr>
<tr>
<td>$R_6$</td>
<td>$S \rightarrow S_5 \rightarrow S_4 \rightarrow D$</td>
</tr>
</tbody>
</table>

In the field of mathematics, centroid refers to the center of the load, the imaginary point of mass concentration. With the sample routes identified, in our study, the concept of Load Centroid is used to identify the optimal route. So, the route with minimal load and average residual energy is said to be an optimal route when compared to the other routes. Figure 2 shows the block diagram of the Load Centroid Optimal Route Identification model.
As depicted in the above figure 2, the first optimal route identification is performed by applying Load Centroid function along with the residual energy. The pseudo-code representation of load-balanced optimal route identification using Load and residual energy centroid function is given below.

Algorithm 1: Load Centroid Optimal Route Identification

As given in the above algorithm, for each sensor nodes with source node requesting to send the data packets, the position of load centroid, followed by residual energy centroid are measured. The equations (1) and (2) given below are utilized to measure the position of the load centroid and is formulated as given below.

\[
P_{lc} = \frac{SM_p}{SM} = \frac{\int p \cdot aDL}{\int aDL} \quad (1)
\]
\[
Q_{lc} = \frac{SM_q}{SM} = \frac{\int q \cdot aDL}{\int aDL} \quad (2)
\]

From the above equations (1) and (2), \( P, Q \) represents the coordinates of the node \( i \). \( P_{lc} \) and \( Q_{lc} \) symbolizes the results of load coordinates with \( a \) representing the node density, \( SM_q, SM_p \) representing the static moment to the \( q \) axis and \( p \) axis for a differential of load \( DL \) respectively. Then, the residual energy centroid \( rec \) for two different axes \( P \) and \( Q \) is measured as given below.

\[
P_{rec} = \frac{\sum_{i=0}^{n} E_{i,rec} \cdot P}{N} \quad (3)
\]
\[
Q_{rec} = \frac{\sum_{i=0}^{n} E_{i,rec} \cdot Q}{N} \quad (4)
\]

From the above equations (3) and (4), \( E_{i,rec} \) represents the residual energy of node \( i \) with an initial energy of \( E_{i,r} \) respectively. If the load of the sensor nodes is known and said to be distributed in an even fashion, then equations (3) and (4) are used to measure the position of the load centroid. However, for IoT-based WSN, the influence of node load in the network is not required for the network lifetime. Therefore, with the node load information and the residual energy, the equations (3) and (4) are used to measure the position of the residual energy centroid.
Therefore, the residual energy centroid has the influence of the energy distribution during the smooth operation of the network. Hence, in this work, both the load and residual energy centroid are considered in an integrated manner to select the optimal route. With this, the routing overhead incurred in identifying the optimal route is said to be reduced. Table 2, given below shows the optimal routes identified after applying the load centroid function.

**Table 2: Load Centroid Optimal Routes**

<table>
<thead>
<tr>
<th>Number of Routes Identified</th>
<th>Routing Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_2$</td>
<td>$S \rightarrow S_4 \rightarrow D$</td>
</tr>
<tr>
<td>$R_3$</td>
<td>$S \rightarrow S_3 \rightarrow D$</td>
</tr>
</tbody>
</table>

c) **Rabin Onion Secured Routing**

Smart security is an essential component of IoT-based WSN. Since IoT-based WSN uses the wireless medium, communication in a wireless network can arise from any direction and can target any node, therefore it ranges from different types of attacks, and securing smart cities for the future remains a key concern. There are a few solutions for securing routing protocols for IoT-based WSN as far as a smart city is concerned. But still due to security lapse while routing and detecting them is complicated in IoT-based WSN.

The goal here is to propose a model that performs point-to-point routing authentication with IoT-based WSN. There is another issue of plotting secure and efficient routing protocols that have both high network performance via route acquisition latency and security with a higher throughput rate. Although the researcher has outlined several security mechanisms for a few existing secured routing protocols, yet, there is no standard secured routing model for IoT-based WSN that performs best regarding performance (i.e., minimum route acquisition latency) and performance (i.e., maximum throughput rate).

In this work, with the objective of securing both the route and the carrier node, a Rabin Onion Secured Routing algorithm is designed. The proposed routing algorithm is to select a secured route while considering the key when selecting the forwarding route. Also, carrier node genuineness is a key requirement for IoT-based WSN. Thus, we also propose a model to balance between throughput and route acquisition latency in our Rabin Onion Secured Routing model.

Rabin Onion Secured Routing ensures anonymous communication over a computer network, where the nodes are encapsulated in layers of encryption, related to the layers of an onion. The encrypted data is transmitted through a series of intermediate or relay nodes called onion routers, uncovering the data’s next destination. When the final node is decrypted, the data packet arrives at its destination, ensuring both secured routing with the correctness of carrier node genuineness. The sender node is said to be anonymous because each intermediate node knows only the location of the immediately preceding and following nodes. Figure 3 shows the block diagram of Rabin Onion Secured Routing.

![Figure 3: Rabin Onion Secured Routing](image)

Figure 3 shows a Rabin Onion Secured Routing model followed for IoT-based WSN with a sample of three intermittent nodes between the source and destination node. This onion secured routing model is applied once the optimal routes are said to be identified. With the optimal routes, secured routing amongst them is identified by following onion routing. The source node with access to all the encryption keys, i.e., $K = K_1, K_2, \ldots, K_n$ encrypts the message wrapping it under three layers like an onion.
This triple encrypted layer message is then sent to the first intermediate node $N_1$. Here, $N_1$ only has the address of $N_2$ and $K_1$. Hence, it decrypts the message using $K_1$ and perceives that it does not make any sense since it still has two layers of encryption. So, it passes it on to $N_2$. Here, $N_2$ has $K_2$ and the addresses of the input & exit nodes. So, it decrypts the message using $K_2$ perceiving that it is still encrypted and passes it onto the exit node. Now, the $N_3$ peels of the last layer of encryption and pass it on to the destination node.

The destination node processes the request and serves up the desired source node as a response. The response passes through the same sensors in the opposite direction where each node puts on a layer of encryption using their specific key. It finally reaches the source node in the form of a triple encrypted response that is said to be decrypted as the source node has access to all the keys. The pseudo-code representation of Rabin Onion Secured Routing is given below.

**Algorithm 2:** Rabin Onion Secured Routing

Input: Optimal routes $R = R_1, R_2, ..., R_n$, sensor nodes $S = S_1, S_2, ..., S_n$, source node $S'$, destination node $D'$, encryption keys, $K = K_1, K_2, ..., K_n$.

Output: Robust secured routing $SR = SR_1, SR_2, ..., SR_n$.

1: Begin
2: For each Optimal routes ‘R’, with sensor nodes ‘S’ with encryption keys, ‘K’
3: For each source node ‘S’ with destination node ‘D’
4: Select public key and private key using (6) and (7)
5: Solve the rabin function using (9)
6: Measure the genuineness of intermediate node via
7: If $x(x + u), mod f = (DP * RP mod f)$
8: Node said to be genuine
9: Perform secured routing
10: End if
11: If $x(x + u), mod f \leq (DP * RP mod f)$
12: Node said to be not genuine
13: Go to step 4
14: End if
15: Return (Robust secured routing ‘SR’)
16: End for
17: End for
18: End

As given in the above algorithm, for each Optimal route $R$, with source node $S$ destination node $D$, the source node $S$ selects primes $a, b$ and measures the product as given below.

$$f = a * b$$  \hspace{1cm} (5)

With the measured product, the source node $S$, then chooses a random $u$ in $\{1, 2, ..., f\}$ with public key $PB_{Key}$ and private key $PR_{Key}$ as given below.

$$PB_{Key} \rightarrow (f, u)$$  \hspace{1cm} (6)

$$PR_{Key} \rightarrow (a, b)$$  \hspace{1cm} (7)

To send a data packet $DP$, the source node $S$ picks random padding $RP$ and is written as given below.

$$fun = DP * RP mod f$$  \hspace{1cm} (8)

Then, the source node solves the Rabin Signature written as given below.

$$RS = x(x + u), mod f = (DP * RP mod f)$$  \hspace{1cm} (9)

The signature on $DP$ is the pair $(RP, x)$. Finally, authentication of the sensor is performed via verifying the genuineness of the node. Given a data packet $DP$, and a signature $(RP, x)$, the verifier calculates $x(x + u), mod f$ and $(DP * RP mod f)$ and verifies that they are equal. Hence, by applying Rabin Onion Secured Routing, both the secured routes obtained via Onion Routing, and the genuineness of the selected routing node is verified using Rabin Signature. Therefore, both the route acquisition latency is said to be reduced and throughput rate is improved, ensuring secured routing.
IV. Simulation Setup

The performance of the Optimized Load Centroid and Rabin Onion Routing (OLC-ROR) method is evaluated in this section. Simulations were carried out to compare the performance of the OLC-ROR method. The following results compare the performance characteristics of Sector-based Random Routing (SRR) [1] method, Anchor-based Routing [2] method with proposed OLC-ROR method in a simulated environment. In our implementation, sensor nodes are placed randomly in the network of 1000m * 1000m. Each simulation result is based on ten iterations. The practical networks include a notable number of malicious nodes, and their consequences have to be circumvented. The results are summarized in Table. The version of NS-2 used in our simulation is NS-2.35.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network size</td>
<td>1000m * 1000m</td>
</tr>
<tr>
<td>Total number of nodes</td>
<td>50, 100, 150, 200, 250, 300, 350, 400, 450, 500</td>
</tr>
<tr>
<td>Simulation time</td>
<td>100s</td>
</tr>
<tr>
<td>Max node speed</td>
<td>20 km/hr</td>
</tr>
<tr>
<td>Initial energy</td>
<td>2J</td>
</tr>
<tr>
<td>Traffic source</td>
<td>Constant Bit Rate</td>
</tr>
<tr>
<td>Packet size</td>
<td>512 bytes</td>
</tr>
<tr>
<td>Radio range</td>
<td>250m</td>
</tr>
<tr>
<td>Mobility</td>
<td>Random way point</td>
</tr>
<tr>
<td>Node’s transmission range</td>
<td>25m</td>
</tr>
</tbody>
</table>

In the network scenario, 500 sensor nodes were deployed of homogeneous characteristics. Initially, all nodes have 2J energy levels, whereas the transmission power for each node is fixed to 25m. The proposed method is compared with [1] and [2], and the performance is evaluated in terms of routing overhead, route acquisition latency, and throughput.

V. Discussion

This section presents the performance evaluation of the Optimized Load Centroid and Rabin Onion Routing (OLC-ROR) method. Its effectiveness is analyzed for secured routing in WSN for IoT that represents a dense IoT routing with sensor networks. Here, we show how with the aid of OLC-ROR method can follow optimal routing where there are several sensors. Furthermore, we compared the OLC-ROR method with that of SRR [1] and Anchor-based Routing [2] for ensuring secured routing for IoT once all the three methods have a common goal to detect optimal route and also we can show improvement from OLC-ROR compared to the previous work.

a) Performance analysis of routing overhead

The first metric considered for analysis is the routing overhead. Whenever an optimal route has to be found, a considerable amount of overhead is said to be incurred. Lower the routing overhead, more efficient and optimal the route is said to be and vice versa. The routing overhead is written as given below.

\[ RO = \frac{DP_{\text{tot}} + CM_{\text{tot}}}{DP_{\text{tot}}} \]  

From the above equation (10), the routing overhead \( RO \) refers to the ratio of summation of the total passed data packets \( DP_{\text{tot}} \) and the total control messages \( CM_{\text{tot}} \) to the total passed data packets \( DP_{\text{tot}} \) respectively. Let us consider 1000 data packets with different types of IoT sensors in a smart city environment, and let us assume the 100 control packet. Then, the routing overhead using the proposed OLC-ROR, SRR [1], and Anchor-based Routing [2] is measured as given below.

Sample calculation for routing overhead

- Proposed OLC-ROR: With 25 number of totals passed data packets and 20 number of total control messages, the routing overhead measured is given below.

\[ RO = \frac{25 + 20}{25} = 1.8 \]

- Existing SRR: With 25 number of totals passed data packets and 21 number of total control messages, the routing overhead measured is given below.

\[ RO = \frac{25 + 21}{25} = 1.84 \]

- Existing Anchor-based Routing: With 25 number of totals passed data packets and 22 number of total control messages, the routing overhead measured is given below.

\[ RO = \frac{25 + 22}{25} = 1.88 \]
Table 4, given below shows the tabulation results of routing overhead for variant number of packets considered in the range of 25 to 250 for three different methods, OLC-ROR, SRR [1], and Anchor-based Routing [2].

<table>
<thead>
<tr>
<th>Number of packets</th>
<th>OLC-ROR</th>
<th>SRR</th>
<th>Anchor-based Routing</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>1.8</td>
<td>1.84</td>
<td>1.88</td>
</tr>
<tr>
<td>50</td>
<td>2.1</td>
<td>2.3</td>
<td>3.1</td>
</tr>
<tr>
<td>75</td>
<td>2.4</td>
<td>2.7</td>
<td>3.3</td>
</tr>
<tr>
<td>100</td>
<td>2.5</td>
<td></td>
<td>3.8</td>
</tr>
<tr>
<td>125</td>
<td>2.8</td>
<td></td>
<td>4.1</td>
</tr>
<tr>
<td>150</td>
<td>3.1</td>
<td></td>
<td>4.5</td>
</tr>
<tr>
<td>175</td>
<td>3.3</td>
<td>4.1</td>
<td>5</td>
</tr>
<tr>
<td>200</td>
<td>3.5</td>
<td>4.5</td>
<td>5.3</td>
</tr>
<tr>
<td>225</td>
<td>4.1</td>
<td>5</td>
<td>5.5</td>
</tr>
<tr>
<td>250</td>
<td>4.5</td>
<td>5.3</td>
<td>5.9</td>
</tr>
</tbody>
</table>

The Figure given above shows the routing overhead for three different methods, OLC-ROR, SRR [1], and Anchor-based Routing [2]. The number of packets is varied in the range of 25 to 250 for ten different simulation runs with each packet varying in the size of 512 bytes. Routing overhead refers to the number of routing packets required for network communication. The proposed algorithms used for routing produces a considerable number of small-sized packets and are referred to as the routing packets. However, routing packets do not carry any application content, as in the case of the data packets. But routing packets and the data packets share the same network bandwidth, and therefore routing packets are considered as an overhead in the WSN. This overhead is referred to as the routing overhead, lesser the routing overhead, efficient is the method said to be. Figure 4 shows the RO of the three methods. The RO is found to be reduced when applied with the OLC-ROR method when compared to [1] and [2]. The improvement or the minimization of routing overhead using the OLC-ROR method is due to the application of the Load Centroid Optimal Route Identification algorithm. By applying this algorithm, both position of the load centroid and residual energy centroid is considered while selecting the optimal route. Therefore, a route possessing minimal load and lesser residual energy is selected as an optimal route via load and residual energy centroid function. Proposed method minimizes the routing overhead by 15% when compared to [1] and 28% when compared to [2].

b) The Performance measure of routing acquisition latency

The second metric used while considering secured routing in WSN for IoT is the route acquisition latency.
Table 5: Tabulation for route acquisition latency

<table>
<thead>
<tr>
<th>Number of nodes</th>
<th>Route acquisition latency (ms)</th>
<th>OLC-ROR</th>
<th>SRR</th>
<th>Anchor-based Routing</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1.75</td>
<td>2.75</td>
<td>3.75</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>2.25</td>
<td>3.15</td>
<td>5.25</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>2.45</td>
<td>3.35</td>
<td>6.15</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>3.15</td>
<td>3.85</td>
<td>6.35</td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>3.35</td>
<td>4.15</td>
<td>6.55</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>3.55</td>
<td>4.55</td>
<td>7.15</td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>3.85</td>
<td>5.35</td>
<td>8.35</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>4.35</td>
<td>5.55</td>
<td>8.85</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>4.55</td>
<td>5.95</td>
<td>9.15</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>5.25</td>
<td>6.25</td>
<td>9.55</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: Measure of route acquisition latency over number of nodes

 latency. It is measured in terms of milliseconds (ms). It refers to the average time consumed between the generation of a Rabin signature and the reception of the first valid route produced from an intermediary device. Route acquisition latency is calculated only for the Rabin signatures of data packets successfully received by the sink node. It is measured as given below.

\[ RAL = \sum_{i} (T_{i, res} - T_{i, req}) \times N \]  

From the above equation (11), the route acquisition latency \( RAL \) is measured based on the time at which a signature is generated to request a route for data packet \( T_{i, req} \) and \( T_{i, req} \) refers to the time at which the first valid route offer for data packet \( i \) is received by the source IoT device and \( N \) is the number of nodes in the network. The sample calculations for route acquisition latency using the proposed OLC-ROR, existing SRR [1], and existing Anchor-based Routing [2] is given below.

Sample calculations for route acquisition latency

- Proposed OLC-ROR: With 50 number of nodes considered for simulation and 0.035 ms refers to the time between the request and response, the route acquisition latency is measured as given below.

\[ RAL = 0.035 \text{ms} \times 50 = 1.75 \text{ms} \]

- Existing SRR [1]: With 50 number of nodes considered for simulation and 0.055 ms refers to the time between the request and response, the route acquisition latency is measured as given below.

\[ RAL = 0.055 \text{ms} \times 50 = 2.75 \text{ms} \]

- Existing Anchor-based Routing [2]: With 50 number of nodes considered for simulation and 0.075 ms refers to the time between the request and response, the route acquisition latency is measured as given below.

\[ RAL = 0.075 \text{ms} \times 50 = 3.75 \text{ms} \]

Table 5 given below, shows the tabulation results of route acquisition latency for variant number nodes considered in the range of 50 to 500 for three different methods, OLC-ROR, SRR [1], and Anchor-based Routing [2].
Figure 5 given above shows the performance evaluation of route acquisition latency over different numbers of nodes in the range of 50 to 500 for ten different simulation runs conducted at different time intervals over a wide area of network sizing 1000m*1000m. From the figure it is evident that, with increasing number of nodes, different numbers of optimal routes have to be identified and hence higher the route acquisition latency. From the simulations conducted for 50 numbers of sensor nodes, an optimal route to the sink node is identified within 1.75ms using the proposed OLC-ROR method, 2.75ms when applying with the SRR [1] method and Anchor-based Routing [2] method respectively. Route acquisition latency is said to be reduced using the OLC-ROR method when compared to [1] and [2]. By applying this algorithm, both the secured route and the genuineness of the node is identified. Here, a secured route is obtained via the onion route, and genuineness of the intermediate node is verified via the Rabin signature. Therefore, optimal and secured routes are obtained and with which the data packets are forwarded, minimizing the route acquisition latency using the OLC-ROR method by 24% compared to [1] and 52% compared to [2] respectively.

c) Performance measure of throughput

Throughput refers to the average number of data packets successfully received per second to the number of data packets sent is given by

\[ TP = \frac{DP_{rec}}{DPT_{sent}} \]  

(12)

From the above equation (12), the throughput rate \( TP \) is measured based on the data packets successfully received \( DP_{rec} \) and the data packets sent \( DPT_{sent} \). It is measured in terms of percentage (%). The sample calculations for throughput using the proposed OLC-ROR method, existing SRR [1], and anchor-based routing [2] are given below.

Sample calculation for throughput

- Proposed OLD-ROR: With 25 number of data packets to be sent and 22 number of data packets received at the sink node, the overall throughput rate is measured as given below.
  \[ TP = \frac{22}{25} \times 100 = 88\% \]

- Existing SRR [1]: With 25 number of data packets to be sent and 21 number of data packets received at the sink node, the overall throughput rate is measured as given below.
  \[ TP = \frac{21}{25} \times 100 = 84\% \]

- Existing anchor-based routing [2]: With 25 number of data packets to be sent and 20 number of data packets received at the sink node, the overall throughput rate is measured as given below.
  \[ TP = \frac{20}{25} \times 100 = 80\% \]

Table 6, given below, shows the tabulation results of throughput for variant number packets considered in the range of 25 to 250 for three different methods, OLC-ROR, SRR [1], and Anchor-based Routing [2].

**Table 6: Tabulation for throughput**

<table>
<thead>
<tr>
<th>Number of data packets</th>
<th>Throughput (kbps)</th>
<th>OLC-ROR</th>
<th>SRR</th>
<th>Anchor-based Routing</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>88</td>
<td>84</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>85.35</td>
<td>82.15</td>
<td>79.35</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>81.25</td>
<td>80.45</td>
<td>78.15</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>80.35</td>
<td>77.15</td>
<td>77.55</td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>80.25</td>
<td>75.35</td>
<td>73.25</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>80.15</td>
<td>74.25</td>
<td>72.15</td>
<td></td>
</tr>
<tr>
<td>175</td>
<td>78.25</td>
<td>71.55</td>
<td>65.35</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>75.35</td>
<td>70.15</td>
<td>64.15</td>
<td></td>
</tr>
<tr>
<td>225</td>
<td>75.55</td>
<td>70.15</td>
<td>62.25</td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>75.15</td>
<td>68.45</td>
<td>60.3</td>
<td></td>
</tr>
</tbody>
</table>
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Figure 6, given above, shows the graphical representation of throughput rate. The figure x-axis refers to the number of data packets considered for experimentation, and the y-axis refers to the throughput rate. Here, the data packets considered for experimentation differ in the range of 25 to 250, with the packet size being 512 bytes for a maximum node speed of 20 km/hr spreading over a radio range of 250 m. From the figure, it is illustrative that the rate of throughput decreases with the increase in the number of data packets. As a result of that, with the increase in the number of data packets to be sent to the sink node specified for a stipulated destination node, the number of intermediate nodes in the network increases, and therefore the throughput rate reduces. However, from the simulation it is evident that with 25 number of data packets to be sent, the number of data packets received at the sink node using OLC-ROR method was found to be 22, 21 number of data packets received at the sink node using SRR [1] and 20 number of data packets received at the sink node using anchor-based routing [2]. From this, it is inferred that the throughput rate is found to be higher using the OLC-ROR method because of the application of Rabin signature and Onion routing. With this, anonymous communication over a computer network is said to be ensured. As a result of that, the nodes are encapsulated in layers, and the encrypted data is transmitted via a series of relay nodes called onion routers, uncovering the data’s next destination. In this manner, security for the node carrying the data packets is said to be ensured. Besides, genuineness of the nodes in onion routers is established by applying the Rabin signature following random padding. In this way, throughput is said to be improved using the OLC-ROR method by 6% compared to [1] and 13% compared to [2], respectively.

VI. Conclusion

In this paper, we present a secured routing in Wireless Sensor Network (WSN) for the Internet of Things (IoT) using the Optimized Load Centroid and Rabin Onion Routing (OLC-ROR) method. The main aim is to improve the throughput rate and minimizes the routing overhead and route acquisition latency. Most of the optimal routing mechanisms focus on the energy consumption aspect and adopt the source location privacy and clustering for data routing. As a result, such solutions are non-feasible in dynamic scenarios where security plays a major role in routing. The proposed method designs a method that not only reduces the routing overhead and route acquisition latency but also improves the throughput rate, ensuring security in a significant manner. First, optimal route identification was made by determining the route possessing minimum load centroid and the residual energy, therefore reducing routing overhead. Next, the optimized secured routes were identified based on Onion routers using encapsulation, which reducing the route acquisition latency. Furthermore, the proposed method concentrated on the genuineness of the node that was ready to be routed using a Rabin signature, which ensured the throughput rate and therefore forming security. Simulation results have shown the OLC-ROR method effectiveness in securing the IoT network route as well as its low routing overhead and route acquisition latency with higher throughput.
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