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I. Introduction

This is the period of excessive and unpredictable changes. Today in not the same as yesterday and then tomorrow will be so different from today. Therefore it is very dangerous to follow today's strategies. It is necessary for developing countries to revise their strategies and trade policies because any failure to utilize new update strategies will weaken their competitive position (Kotler, zool). Internal environment has great importance in strategies utilization. The identification of weak and strength points by firms will help them to select strategies which increase their success and stability in competitive environments in long term. Regarding different parts of a firm and their dependence on each other to satisfy hardware and software sources, dominant consideration in this study is focused to assess the effects of internal factors on optimum application of production cycle. Since the production cycle is the beating heart of manufacturing firms, it is very necessary to fulfill hardware and software needs of this section. For example, marketing unit helps the production cycle by exact identification of the market needs (requirements). In this study researcher tries to answer this question: How extent internal factors can help production cycle to achieve its goals? Researcher has classified manufacturing firm into seven sections as follow based on organizational chart:

1) Management department
2) Office department
3) Accounting department
4) Production cycle
5) Marketing department
6) Quality management department
7) Research and development department

a) About Zanjan Province

Zanjan (Persian: زنجان; Azerbaijani: زنجهن) is one of the thirty provinces of Iran. Located in the North West of Iran, its capital is Zanjan city. Zanjan province with an area of 36,400 km² has a mostly rural, population of 964,601 (2006).[2] The province lies 330 km northwest of Tehran, connected to it via a freeway. Zanjan also has an incredible cave called katale khor. It is near the Sultaniyeh.

Agriculture and industry: Agriculture is the principal occupation, and crops include rice, corn (maize), oilseeds, fruits, and potatoes. Poultry, cattle, and sheep are raised. In the region Zanjan is also famous for its seedless grapes. Manufactures include bricks, cement, milled rice, and carpets. Chromium, lead, and copper are mined. In the scientific world the Zanjani name is famous for IASBS, one of the most productive research centers of the country. Zanjani is also known for its beautiful handicrafts such as knives, traditional sandals called charoogh and malileh. Malileh is a handicraft made with silver wires. Zanjani artists make many things like various decorative dishes and their special covers as well as silver jewelry. In ancient times, Zanjani was known for its stainless and sharp knives. But this tradition is gradually becoming extinct by introduction of Chinese knives to the market which are cheaper and better made than these primitive industries. Many villagers today are traditional carpet weavers. This is perhaps Zanjani's most popular handicraft.

The province economy is benefiting from the geographical location which is connecting central part of Iran to the north western provinces. The Railway and...
highway that connects Iran's capital city Tehran to Tabriz and Turkey is passing through Zanjan Province.

History: Zanjan city was a major city in pre-historic Azerbaijan. The name of Azerbaijan derives from Atropates, an Iranian satrap of Media under the Achaemenid empire, who later was reinstated as the satrap of Media under Alexander of Macedonia. The original etymology of this name is thought to have its roots in the ancient Zoroastrianism, namely, in Avestan Frawardin Yasht ("Hymn to the Guardian Angels"), there is a mentioning of: āterepātahe ashaonô fravashîm ÿazamaide, which literally translates from Old Persian as "we worship the Fravashi of the holy Atare-pata". Atropates ruled over the region of present-day Iranian Azerbaijan.

In Ptolemy's Geography, the city is referred to as Aganzana. It is said that the Sassanid king Ardashir I of Persia, reconstructed the city and called it Shahin but later it was renamed to Zangan, of which the present name is the arabicized form of. In past times Zanjan's name was Kharmseh, which means 'province with five tribes'.

II. Literature Review

Depending on the product being manufactured, a company will employ one of the following production methods: Continuous processing creates a homogeneous product through a continuous series of standard procedures. Cement and petrochemicals are produced by this manufacturing method. Typically, under this approach firms attempt to maintain finished goods inventory at levels needed to meet expected sales demand. The sales forecast in conjunction with information on current inventory levels triggers this process.

Batch processing produces discrete groups (batches) of product. Each item in the batch is similar, requiring the same raw materials and operations. To justify the cost of setting up and retooling for each batch run, the number of items in the batch is usually large. This is the most common method of production. It is used to manufacture such products as automobiles, household appliances, and computers. The triggering mechanism for this process is the need to maintain finished goods inventory levels in accordance with projected sales requirements.

Make-to-order processing involves the fabrication of discrete products in accordance with customer specifications. This process is initiated by sales order; rather than depleted inventory levels.

The actual procedures that make up the production system will vary with manufacturing method in use. The following discussion will focus on the processing system. This system determines in advance the exact quantity and of input materials, as well as the physical operations required to produce each batch.

a) Physical Reorganization Of The Production Facilities

Traditional manufacturing processes tend to evolve in piecemeal fashion over years into snake-like sequences of activities. Products move back and forth across shop floors, and upstairs and downstairs through different activities. Figure 1 shows a traditional factory layout. The inefficiencies inherent in the layout of traditional plants add handling costs, conversion time, and even inventories to the manufacturing process. Furthermore, because production activities are usually organized along functional lines, there is a tendency for parochialism among employees. This "us versus them" mentality is contrary to the team attitude and creates bottlenecks in the process.

A flexible manufacturing system is a much-simplified process. Figure 2 illustrates this idea. The flexible production system is organized into flows. Computer-controlled machines, robots, and manual tasks that constitute the flow activities are grouped together physically into factory units called cells. This arrangement shortens the physical distances between the activities, thus reducing setup processing time, handling costs, and inventories in the flow.

b) Research and Developing

Understanding the intricate relationships between market structure and propensity for R&D, the origins and evolution of inter-firm heterogeneity within a
given industry, and the forces behind entry and exit, is broadly viewed as one of the most pervasive challenges of industrial organization. Accordingly, several rich and largely independent streams of theoretical literature have attempted to shed light on these complex issues, the two most important of which are arguably those dealing with R&D and market structure, and industry dynamics. The former strand, in its dominant form, as represented e.g. by Brander and Spencer (1983) and d’Aspremont, and Jacquemin (1988).

c) The nature of the R&D activities

In order to define the nature of the R&D, the tasks of the R&D function are to be identified. Traditionally, R&D has been seen as a series of stages mirroring the progress of a certain technological programme (research, development, engineering etc.). Research works in different fields of study help to view it from a different perspective. Hedlund (1986) states that strategy can be seen as \(^1\) an action patterns over time, of which there are two intertwined aspects\(^2\): there are programmes of experimentation, the primary aim of which is to seek opportunities, and programmes of exploitation seeking the effective use of given resources. Key characteristics of experimentation programmes are a continuous search for new techno-organizational solutions, and a learning process aimed at enhancing the firm’s knowledge base. Exploitation programmes aim to create value through current activities, and to innovate by exploiting the skills embedded in a firm’s human resources and technical systems. Therefore, whereas exploitation programmes seek to identify and use the potential of the current paradigm, experimentation programmes aim to identify and define the future paradigm. In turn, technological activities have to fulfill two major tasks: the exploitation of the resources and knowledge base available to compete in the short term (exploitation programmes), and the development of a knowledge base that helps to sustain competition in the long term (experimentation programmes). This distinction is central to our analysis. Recently Coombs (1996) has stated that R&D has two major articulations: the investment mode, in which activities are concerned with the development of the firm’s technological capabilities, and the harvesting mode in which the R&D function participates with the other functions to the market-driven exploitation of specific artefacts and services for customers. He also underlines that the characteristics of technology associated to the two ways of employing R&D activities change.

d) Quality Management Systems

The quality management (QM) movement started in Japan during the 1950s. During the 1980s it became increasingly popular in the United States and Europe most likely as a result of the success of Japanese firms in a number of global markets (Lawler, 1994). During the 1990s, QM is fast becoming one of the main issues in many organizations and is usually referred to as total quality management (TQM). A report, based on a survey of Fortune 1000 companies, concluded that 76% of the companies implemented TQM programs (Lawler et al., 1995). TQM is a management philosophy embracing all activities through which the needs and expectations of the customer and the community and the objectives of the organization are satisfied in the most efficient and cost effective way by maximizing the potential of all employees in a continuing drive for improvement (BS. 4778: Part 2, 1991). The three main principles of TQM are customer focus, continuous improvement, and teamwork (Dean & Bown, 1994). People are the key element in achieving these principles (Kanji et al., 1995). TQM pushed the development and the enormous spread of the ISO 9000 quality standards. Adopting these standards enable an organization to demonstrate to its customers that its processes are both capable and under control, and there is effective control over procedures and systems (Dale, 1994). For many organizations attaining ISO 9000 certification is a necessity in order to survive (Meegan & Taylor, 1997). Both ISO 9000 and TQM focus on quality, but ISO 9000 lacks the participative decision-making (PDM) and the continuous improvement principles, two basic principles of TQM. The present study attempts to examine the contribution of these two variables within the QM context.

The scholarly published material on quality programs is rather limited (Shani & Rogberg, 1994). Most of the research on TQM has been performed from the manager’s point of view. Research on employee responses is scarce. The present study attempts to fill in the gap by focusing on the employees and their responses. Specifically, the study attempts to tease apart PDM from the quality effort and estimate the impact of this component on employee improvement effort. The following sections briefly review the major topics of importance to the study.

Properly implemented, formal quality management systems provide a vehicle for achieving quality (i.e. conformance to established requirements). As defined by ANSI, a quality system is “the organizational structure, responsibilities, procedures, processes, and resources for implementing quality management” (Arnold, 1994). Quality management refers to the set of quality activities involved in producing a product, process, or service, and encompasses prevention and appraisal (Burati et al., 1992). It is “a management discipline concerned with preventing problems from occurring by creating the attitudes and controls that make prevention possible” (Crosby, 1979). Quality activities include the determination of the quality policy, objectives, and responsibilities and implementing them through quality planning, quality control, quality assurance, and quality improvement, within the quality system (ASQC, 1997).
Service meets established requirements (AASHTO, 1995, cited in Weigel et al., 1996). Quality assurance (QA) refers to the activities performed to provide adequate confidence that a product or service will meet established requirements (AASHTO, 1995, cited in Weigel et al., 1996). ISO 9000 series standards furnish conceptual guidelines with which to structure and implement the elements of a quality system (Arnold, 1994). They provide guidance on quality management, and present models for quality assurance by fostering the structure through which to implement the total quality management (TQM) business philosophy (Arnold, 1994). TQM means thinking about quality as a system approach using all functions of the enterprise as a process, and integrating them at all levels (Omachonu and Ross, 1994). This management approach is geared towards engaging the entire organization in a system, for the purpose of satisfying customers through continuous improvement (Drummond, 1992). Quality is a product of the system, thus the system must be designed to guarantee that requirements will be met. Figure 4 displays the system approach to quality management for achieving quality.

In construction, achieving conformance to established requirements consists of a series of quality management activities during the various phases of a project. In the design phase, quality requirements for the end products and/or their performance are specified to meet the user’s needs. Depending on whether the specifications are method-type, end-result or performance-related, construction methods and materials are specified by the owner’s agent, or defined later by the contractor, to permit achievement of these requirements, and quality management procedures are developed to ensure compliance with the specifications. During construction, nonconformance in terms of end products (the finished state of the constructed product), output products of activities (the states through which the end-product passes during its construction), and/or in-process characteristics may be detected. Appropriate actions must then be taken to rectify nonconforming situations and, if possible, diagnosis and elimination of the reasons causing nonconformance, in order to avoid similar situations during the remainder of the project and on future projects (Battikha and Russell, 1998).

\[\text{Fig. 3. System Approach to Quality Management}\]

e) Accounting and production Cycle

The production cycle is a recurring set of business activities and related data processing operations associated with the manufacture of products. Information flows to the production cycle from other cycles, e.g.: The revenue cycle provides information on customer orders and sales forecasts for use in planning production and inventory levels. The expenditure cycle provides information about raw materials acquisitions and overhead costs. The human resources/payroll cycle provides information about labor costs and availability. Information flows to the production cycle from other cycles, e.g.: The revenue cycle provides information on customer orders and sales forecasts for use in planning production and inventory levels. The expenditure cycle provides information about raw materials acquisitions and overhead costs. The human resources/payroll cycle provides information about labor costs and availability. Decisions that must be made in the production cycle include:
f) **The objectives of cost accounting**

To provide information for planning, controlling, and evaluating the performance of production operations; to provide accurate cost data about products for use in pricing and product mix decisions; and to collect and process information used to calculate inventory and COGS values for the financial statements.

g) **Production planning and control systems**

Section 2 described the developments in the USA, Europe and Japan which were shown to be different, which has had an important impact on the organisation of production and production control in these parts of the world. Together with a historical overview and review of production planning and control systems, the development of ‘pull’ control systems for make-to-order production environments was discussed in detail. Kanban, ConWIP, and Polca ‘pull’ systems were discussed and compared. The review concludes that the developments in ‘pull’ system design focuses upon adapting well-known ‘pull’ mechanisms to different situations. The differences between the three systems relate to the characteristics of different production environments. The developments also place new demands on the type of IT support needed to implement these systems successfully in practice (Jan Riezebos and etc 2009).

h) **Next generation manufacturers and IT**

The agenda of IT functions for next generation manufacturers is likely to become dominated by the requirements for corporate transformation. Many management problems are likely to feature on the IT agenda. The search for synergy across, as well as within, companies is likely to be of a higher priority. As more manufacturers become networked to embrace customers and suppliers, compatibility of systems is likely to become a more significant issue. According to Hum and Sim (1994), competition, technological advancement and the ever-changing consumers’ needs have led to a constant evolution of competitive strategies. In this evolution, three components of IT have emerged as the tools for achieving sustainable competitive advantage. These are: Internet-based e-business; knowledge management systems; and enterprise integration using ERP systems. In this part of the paper, we present a model that shows the role of information technology in NGM. The model is a revised version of Yusuf’s agile manufacturing model. The new model describes how time, quality and costs are central to the value adding in next generation manufacturing. It also specifies risks (external and internal) as a critical set of factors to the performance of next generation manufacturing.

The model also identifies information technology as a prerequisite to successful next generation manufacturing. Recent advances in information technology and, in particular, Internet technology, knowledge based systems and enterprise resources planning (ERP) systems make it essential that information technology be used to reduce risks and improve value adding activities. These three technologies are well suited to provide to next generation manufacturers opportunities to reap huge benefits that might include: increase in productivity, ability to command a price premium, increase in market share, and increases customer loyalty. These benefits are influenced by the ability of next generation manufacturers to use IT to enhance the value adding activities and to minimize the risks involved in manufacturing. This important role of IT is supported by the findings of Hum and Sim (1994). They suggested that managerial reorientation to new priorities should recognize the importance of information technologies, its impact on managerial and organizational strategies, and more importantly, its impact on creating and managing the future learning organization. Accordingly, the proper use of these technologies would enhance the ability of the NGM to become time-based competitors.

The development of the Internet-based e-business has emerged as a fast growing trend in business. According to Mougayar (1997), the use of Internet based electronic-business has quickly become essential for companies. Next generation manufacturers’ key strategies are likely to include the implementation of Internet-based e-business in their operations. Adopting inter-company trade over the Internet can cut costs, reduce order-processing time, and improve information flow (Cronin, 1996). For most next generation manufacturers, the rise in trade over the Internet also coincides with a marked decrease in telephone and facsimile use, allowing salespeople to concentrate on pro-actively managing customers’ accounts rather than serving as information givers and order takers.

The Internet and its application tools have led to a global business information infrastructure, which now rivals the conventional telephone systems in size, coverage and popularity. As the commercial use of the Internet grows, it is becoming increasingly recognized that this is a very different business environment from its physical counterpart. Common ways of exploiting the Internet as a business tool include marketing and information distribution, electronic mail for inter-company communication, and provision of services and products. Rayport and Sviokla (1995) also suggested that next generation manufacturers could use the Internet to gain access to marketplaces (or ‘markets paces’), which might otherwise be inaccessible.

The role of e-business in next generation manufacturing is to improve the business processes and hence improve the efficiency and competitiveness of the organization. Therefore using e-business could lead to enhancing the operational and strategic
decisions, reducing rework, standardizing many operational practices, increasing cross functional team effort as well as ensuring concurrent engineering in the processes of developing products and services.

Gide (1999) studied the success factors for the implementation of e-commerce and was able to identify the following ten critical success factors (CSF) for the implementation of e-commerce in manufacturing:

- Management commitment and support for e-commerce.
- Organizational and management objectives for e-commerce.
- Communication between users and e-commerce department.
- E-commerce system security and reliability.
- E-commerce department's service function.
- Integrating e-commerce into existing business functions.
- Change management for e-commerce system implementation.
- Appropriate e-commerce system applications.
- User participation and satisfaction for e-commerce implementation.
- Technological competence for e-commerce implementation.

III. Research Hypothesis

1- Accounting department affects the optimum application of production cycle.
2- Management department affects the optimum application of production cycle.
3- Research and Development department affects the optimum application of production cycle.
4- Quality management department affects optimum application of production cycle.
5- Marketing department affects optimum application of production cycle.
6- Office department affects optimum application of production cycle.

IV. Research Methodology

To achieve the goal of this research a questionnaire with Likert five option scales was provided and sent to 100 production firms (Small, Medium and Large firms). Of all only 85 questionnaires were received and became a basis for researcher to make conclusion. In order to analyze the collected information research has utilized Descriptive-deductive statistics. In descriptive statistics the number of examined firms and their human resources (firm size) and in deductive statistics T-test has been utilized to assess the effect of each variable and Friedman test to measure the conformity of research variables importance and Kruskal-Wallis test to examine the effects of firm size on research independent variables have been used in this research.

a) T-Test

Based on uni-sample T-test, all research hypotheses have been tested. In this test we considered the theoretical and practical comparison. The theoretical mean is the average of the codes 3 pacified to the options of any question in which this average value is equal to 3. If the observed mean is meaningful less than theoretical mean, then the test formula as follow:

\[ t = \frac{\bar{X} - \mu_0}{S_X} \]

Where \( \bar{X} \) is Sample - Mean, \( S_X \) the Standard Error of \( \bar{X} \) which measured as \( S_X = \frac{s}{\sqrt{n}} \)

b) Friedman Test

This test used to compare group based on their mean degrees and determine that F these groups are obtained from one society or not? The scale in this test must, at least, be in grade. This test is the non parametric corresponding type of Friedman test and typically is used instead of F in grade scales and replaces it. There is some homomorphism of variances which is considered less in the grade scales.

c) Pearson Correlation Test

This test means the determination of statistical fool correlation to define the type and degree of a quantitative variable with other quantitative variable (with other one). The coefficient of correlation is one of the standards used to determine correlation. The coefficient of correlation indicates the intensity of the relation and also the type of velation (direct and reverse). This coefficient varies between 1 and -1 mean while it is equal zero if there is not any relation between two variables Pearson correlation coefficient (r) is formulated as follow:

\[ r = \frac{\sum xy - n\bar{x}\bar{y}}{\sqrt{\sum x^2 - n\bar{x}^2} \sqrt{\sum y^2 - n\bar{y}^2}} \]

d) Kruskal-Wallis Test

In statistics, the Kruskal–Wallis one-way analysis of variance by ranks (named after William Kruskal and W. Allen Wallis) is a non-parametric method for testing equality of population medians among groups. It is identical to a one-way analysis of variance with the data replaced by their ranks. It is an extension of the Mann–Whitney U test to 3 or more groups. Since it is a non-parametric method, the Kruskal–Wallis test does not assume a normal population, unlike the analogous one-way analysis of variance. However, the test does assume an identically-shaped and scaled distribution for each group, except for any difference in medians.
V. Analysis

a) Research Validity and Reliability

A good test must contain some suitable features such as Objectivity, Execution Simplicity, Practicability, Comment Simplicity, Validity, and Reliability. Considering the above mentioned features, we focus more on Validity and Reliability here. Dealing with Reliability researcher has utilized Cronbach's Alpha and based on table 1 the measured value of Cronbach's Alpha done by Spss softwares equal to 0.76 which is more than 0.7; therefore the test is considerably valid in the view of its reliability. In Validity examination, 10 questionnaires were sent to subjects and after a week the same questionnaires were sent again to be answered. This research shows the uniformity of the answers during a week which indicates the questionnaires Validity.

<table>
<thead>
<tr>
<th>Table No.1 Reliability Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cronbach's Alpha</td>
</tr>
<tr>
<td>0.760</td>
</tr>
</tbody>
</table>

b) Firm size

In this research the size of studied firms is defined based firms human resources numbers, meanwhile table 2 shows firms classification frequency and their frequency percents.

<table>
<thead>
<tr>
<th>Table No.2 Frequency of Firms Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firm size</td>
</tr>
<tr>
<td>Small</td>
</tr>
<tr>
<td>Middle</td>
</tr>
<tr>
<td>Large</td>
</tr>
<tr>
<td>Very Large</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

c) Testing of Hypothesis

In order to test all hypotheses, Validation and Rejection hypothesis have been applied as following:

H0: \( \mu > 3 \)
H1: \( \mu \leq 3 \)

<table>
<thead>
<tr>
<th>Table No.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Value = 3</td>
</tr>
<tr>
<td>Description</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>First Hypothesis</td>
</tr>
<tr>
<td>Second Hypothesis</td>
</tr>
<tr>
<td>Third Hypothesis</td>
</tr>
<tr>
<td>Fourth Hypothesis</td>
</tr>
<tr>
<td>Fifth Hypothesis</td>
</tr>
<tr>
<td>Sixth Hypothesis</td>
</tr>
</tbody>
</table>

d) Testing of first hypothesis

Considering the statistical value \( T \), -0.123 (Df) 84 and \( \text{sig}=0.902 \), the assumption of H0 is rejected in the level of more than 5% and H1 is valid in the meaningfulness level of 5% (Table N.3), therefore we can conclude that the Development and Research unit has no considerable effect on optimum application of production cycle.

e) Testing of second hypothesis

Considering the statistical value \( T \), 0.421, (Df) 84 and \( \text{sig}=0.675 \) H0 is rejected in the level of more than 5% and H1 is valid in the meaningfulness level of 5% (Table N.3). So we can say that the accounting unit has no considerable effect on optimum application of production cycle.

f) Testing of third hypothesis

Considering the statistical value \( T \), 6.408, (Df) 84, \( \text{sig}=0.000 \) H0 is valid in the level of less than 5%, H1 is rejected in the meaningfulness level of 5% (Table N.3). So we can say that the Marketing unit has considerable effect on optimum application of production cycle.
j) Testing of fourth hypothesis
Considering the statistical value $T = -1.910$, (Df) 84 and sig=0.060 H0 is valid in the level of less than 5%, H1 is rejected in the meaningfulness level of 5% (Table N.3). So we can say that the Office unit has no considerable effect on optimum application of production cycle.

h) Testing of fifth hypothesis
Considering the statistical value $T = 2.526$ (Df) 84, sig= 0.060 H0 is valid in the level of less than 5%, H1 is rejected in the meaningfulness level of 5% (Table N.3). So we can say that the Management unit has considerable effect on optimum application of production cycle.

i) Testing of sixth hypothesis
Considering the statistical value $T = 3.826$, Df 84, sig=0.000 H0 is valid in the level of less than 5%, H1 is rejected in the meaningfulness level of 5% (Table N.3). So we can say that the Management unit has considerable effect on optimum application of production cycle.

j) Research independent variables Uniformity Testing
In order to prioritize and define the importance rate of each research independent variables (internal factors) Friedman test has been utilized in this research. This test states that if there is a factor more important than others among Preventive Factors or all of them are uniform in importance. Researcher has utilized following hypothesis (rejection-validation) in his testing as follow:

H0: Research independent variables (internal factors) have uniform importance in view of their effectiveness.
H1: Research independent variables (external factors) have not uniform importance in view of their effectiveness.

Considering the value in Table 3, P-value = 0.000 and Df=5 and statistic value of chi-square=50.09 we can conclude that the assumption of H0 is valid in meaningful level of %5, while H1 is rejected, in other words research independent variables (internal factors) have uniform importance in view of their effectiveness and classification order of independent variables is shown in Table 4.

<table>
<thead>
<tr>
<th>Table No.4 Friedman test statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
</tr>
<tr>
<td>Chi-Square</td>
</tr>
<tr>
<td>Df</td>
</tr>
<tr>
<td>P-value</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table No.5 Mean Ranking of Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent Variable Descriptive</td>
</tr>
<tr>
<td>Mean Rank</td>
</tr>
</tbody>
</table>

k) Firm size and research independent variables
In this paper, in order to examine the effect of firm size on research independent variables (internal factors) Kruskal-Wallis test has been utilized by researcher. Table 5 shows the number and also the mean of each independent variable ranks based on firms size.
## Table No.6

<table>
<thead>
<tr>
<th>Descriptive Independent Variables</th>
<th>Firm size</th>
<th>N</th>
<th>Mean Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>R&amp;D Dep</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small</td>
<td></td>
<td>19</td>
<td>53.66</td>
</tr>
<tr>
<td>Medium</td>
<td></td>
<td>22</td>
<td>31.34</td>
</tr>
<tr>
<td>Large</td>
<td></td>
<td>24</td>
<td>40.63</td>
</tr>
<tr>
<td>Very large</td>
<td></td>
<td>20</td>
<td>48.55</td>
</tr>
<tr>
<td>Accounting Dep</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small</td>
<td></td>
<td>19</td>
<td>54.34</td>
</tr>
<tr>
<td>Medium</td>
<td></td>
<td>22</td>
<td>32.80</td>
</tr>
<tr>
<td>Large</td>
<td></td>
<td>24</td>
<td>35.90</td>
</tr>
<tr>
<td>Very large</td>
<td></td>
<td>20</td>
<td>51.98</td>
</tr>
<tr>
<td>Marketing Dep</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small</td>
<td></td>
<td>19</td>
<td>41.13</td>
</tr>
<tr>
<td>Medium</td>
<td></td>
<td>22</td>
<td>42.84</td>
</tr>
<tr>
<td>Large</td>
<td></td>
<td>24</td>
<td>35.63</td>
</tr>
<tr>
<td>Very large</td>
<td></td>
<td>20</td>
<td>53.80</td>
</tr>
<tr>
<td>Official Dep</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small</td>
<td></td>
<td>19</td>
<td>33.87</td>
</tr>
<tr>
<td>Medium</td>
<td></td>
<td>22</td>
<td>42.43</td>
</tr>
<tr>
<td>Large</td>
<td></td>
<td>24</td>
<td>41.04</td>
</tr>
<tr>
<td>Very large</td>
<td></td>
<td>20</td>
<td>54.65</td>
</tr>
<tr>
<td>Management Dep</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small</td>
<td></td>
<td>19</td>
<td>41.16</td>
</tr>
<tr>
<td>Medium</td>
<td></td>
<td>22</td>
<td>54.95</td>
</tr>
<tr>
<td>Large</td>
<td></td>
<td>24</td>
<td>43.58</td>
</tr>
<tr>
<td>Very large</td>
<td></td>
<td>20</td>
<td>30.90</td>
</tr>
<tr>
<td>Quality Management Dep</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small</td>
<td></td>
<td>19</td>
<td>41.47</td>
</tr>
<tr>
<td>Medium</td>
<td></td>
<td>22</td>
<td>36.73</td>
</tr>
<tr>
<td>Large</td>
<td></td>
<td>24</td>
<td>39.71</td>
</tr>
<tr>
<td>Very large</td>
<td></td>
<td>20</td>
<td>55.30</td>
</tr>
</tbody>
</table>

## Table No.7 the Results of Kruskal-Wallis Test

<table>
<thead>
<tr>
<th>Independent Variables Descriptive</th>
<th>R&amp;D Dep</th>
<th>Accounting Dep</th>
<th>Marketing Dep</th>
<th>Official Dep</th>
<th>Management Dep</th>
<th>Quality Dep</th>
</tr>
</thead>
<tbody>
<tr>
<td>Df</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>P-value</td>
<td>0.016</td>
<td>0.006</td>
<td>0.099</td>
<td>0.062</td>
<td>0.001</td>
<td>0.051</td>
</tr>
<tr>
<td>Asymp.sig</td>
<td>Difference is meaningful</td>
<td>Difference is meaningful</td>
<td>Difference is not meaningful</td>
<td>Difference is not meaningful</td>
<td>Difference is meaningful</td>
<td>Difference is not meaningful</td>
</tr>
</tbody>
</table>
Considering the values, sig, in table N.7 we can conclude that the firm size significantly affects the variables of research and development unit, accounting unit and management unit but has no effect on variables of marketing unit, office unit and measurement control unit.

VI. Results and Research Findings

This paper tries to present the result of a survey research obtained from some active manufacturing firms which are classified as Small, Medium, Large and Very large. The results obtained from T-test show the effects of marketing unit, management unit and quality management on optimum application of production cycle but Research and Development unit, accounting unit, and office unit have no effects on these variables. This result demonstrates that the units of marketing, management, and duality management have been succeed to make a good relationship with production cycle and fulfill all its demands and requirements. In other words, these units have satisfied all software needs of production cycle, but the units of Research and Development, accounting and office have not been succeed to do their duties in this area. The results obtained from Friedman test state that all six research independent variables have uniform importance to effect the production cycle. The results of Kruskal-Wallis test show the uniform effects of Research and Development, accounting, and management units between firms with different sizes, while marketing office and quality managements have not uniform effects. The result of Kruskal-Wallis test shows the effect of all variables except to variable N.4 (management related problems).

In general we can state that the competition between firms in world markets have been more complicated and complex than the past and customers have many options to purchase their favorite goods. Nowadays high acceleration in technology development has brought more production and similar services about and provided customers with more purchase options. In this situation firms can survive and continue their production cycle it is necessary for firms to update their accounting information systems based on new technologies.

VII. Conclusion

Considering the importance of the subject matter and regarding the results obtained from research data some recommendation are listed as follow:

1- The main goal of the Research and Development unit is to provide required conditions in order to maintain and develop the technology efficiency of the organizational groups. Therefore it is recommended that the Iranian firms must try to benefit from expert association of the Research and Development unit and utilize new methods.

2- It is necessary to apply some supportive policies in order to transfer research findings from research centers to manufacturing firms.

3- Regarding the importance of firms accounting information systems and their roles in optimum application of production cycle it is necessary for the firms to update their accounting information systems based on new technologies.

4- Firms must replace traditional and individualized methods by cooperative methods and multi-skilled personnel in order to increase the quality and minimize the firm cost.
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