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By  Mridul Kanti Das, Goutam Biswas, Md. Masudur Rahman, 
 Dr. Md. Nasim Akhtar 

 Dhaka University of Engineering & Technology (DUET), Gazipur, Bangladesh  

Abstract - An evaluation of aggregate functions in relational database system considerable 
impact on performance in many application areas like geographic information systems and 
statistical and scientific databases. The problem with existing systems is inefficient execution of 
aggregate functions with large data volumes and lack of flexibility. It is not possible to extend the 
systems with new aggregate (average) functions. We show how this could be implemented into a 
database. We also describe how support for special kinds of aggregate queries and data 
structures can help in designing future high performance systems. 

Keywords  :  Aggregate Function, NULL, SQL, Boolean Algebra, Sub Queries. 
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Table bank  

name  Address  account_no  amount  

Mridul  Sylhet  49501  500  

outam  Gopalganj  49502  NULL  

Masud  Narial  49503  600  

Ashim  Khulna  49504  600  

Swapan  Dinajpur  49505  800  

Kishor  Kushtia  49506  600  

Shahid  Khulna  49507  1100  

 

A New Approach for Calculating Average Value    
(Including Null) Without Aggregate Function 

Mridul Kanti Dasα,  Goutam BiswasΩ, Md. Masudur Rahmanβ,  Dr. Md. Nasim Akhtarψ

Abstract - An evaluation of aggregate functions in relational 
database system considerable impact on performance in 
many application areas like geographic information systems 
and statistical and scientific databases. The problem with 
existing systems is inefficient execution of aggregate functions 
with large data volumes and lack of flexibility. It is not possible 
to extend the systems with new aggregate (average) functions. 
We show how this could be implemented into a database. We 
also describe how support for special kinds of aggregate 
queries and data structures can help in designing future high 
performance systems. 
Keywords : Aggregate Function, NULL, SQL, Boolean 
Algebra, Sub Queries.  

I. INTRODUCTION 

ggregate functions perform a calculation on a set 
of values and return a single value.

 
Aggregate 

function avg( ) only calculate average without null 
values. It provides average result, eliminating null 
values. Null does not have a value (and is not a member 
of any data domain) but it is a placeholder or “mark” for 
missing information. Comparisons with Null can never 
result in either True or False but always in the third 
logical result is  Unknown. So comparing  two  null is   
difficult.    We discus about  

  

(1) review of the research for handling null 
values in database system using aggregate function (2)  
problem structure with null value with respect to 
database (3) describes existing solution and proposed 
solution and its algorithm as well as how it works (4) 
details the experimental work that has been carried out. 
The experimental evaluation has been performed using 
a large amount of datasets.  

Application:   
Database System & its related Application software. 
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Related woks:  
Baekgraard and Mark [1] on this work, 

developing a nested algebra for describing sub-queries, 
but without considering aggregates, duplicates, or null 
values, 
 Jeff Smith [2] is software developer, he 
compare all columns in database, and also handles 
comparing NULL values to other NULLs, Using UNION 
operator. 
 Aggregate function avg (X) returns the average 

value of all non-NULL  X within a group ignoring 
null values . 

So, we do not get appropriate result.  

Aggregate avg ( ) function with Null value problem 
solution:  
 
 SQL>select avg (Amount) from bank;  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

II.
 EXISTING SOLUTION

 


 

Aggregate avg ( ) function with Null value problem 
solution: 

 


 

SQL>select sum (amount)/count(*) from bank;  
 

 
 
 
 
 

A 

Normal Avg Query Result is 

Avg=(4200)/6 

=700 
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Table bank
 

Amount of Data
 

Amount of NULL
 

Existing solution
 Execution Time

 
(sec) 

 
40000

 
1000
 

0.2840
 

80000
 

4000
 

0.5720
 

120000
 

6000
 

0.8440
 

160000
 

7000
 

1.1841
 

180000
 

7000
 

1.3301
 

200000
 

7000
 

1.5511
 

220000
 

7000
 

1.7511
 

240000
 

7000
 

1.9371
 

260000
 

8000
 

2.0601
 

280000
 

8000
 

2.1851
 

 

Table bank
 

Amount of 
Data

 

Amount of NULL

 

Proposed Solution

 Execution Time

 

(sec)

 

40000

 

1000

 

0.2460

 
80000

 

4000

 

0.5040

 
120000

 

6000

 

0.8250

 
160000

 

7000

 

1.1591

 
180000

 

7000

 

1.3011

 
200000

 

7000

 

1.5011

 
220000

 

7000

 

1.5781

 
240000

 

7000

 

1.7641

 
260000

 

8000

 

1.9671

 
280000

 

8000

 

2.0762

 

 

 

    

    

    

    

    

    

    

    

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 III.

 

PERFORMANCE MEASURE TABLE

 

 
 
 
 
 
 
 
 
 
 
    

 
 
 
 
 
 
 
 
 
 

 IV.

 

PROPOSED ALGORITHM

 1.

 

Algorithm  Average_WN (d, Avg, size )

 2.

 
// d is a data table which like two dimensional 
//array,   size is maximum data row. r and c //mean 
row and column of data table //respectively. 

 3.

 
// By this algorithm find the average value 
//considering NULL

 4.
 

{
 5.

 
sum:=0.0, Avg:=0.0;

   

         

 6.
 

size:=row size of data table;
 7.

 

For r:=0 to size-2  step 2

 
8.

 

{

 
9.

 

If( d[r][c]=NULL and d[r+1][c] = NULL ) then ;

 
10.

 

else if( d[r][c]=NULL ) then

 
11.

 

sum:=sum+ d[r+1][c] ;

 
12.

 

else if( d[r+1][c]=NULL ) then

 
13.

 

sum:=sum+ d[r][c] ;

 
14.

 

else

 
15.

 

sum:=sum+ d[r][c] + d[r+1][c] ;

 
16.

 

}

 
17.

 

If( size mod 2=1)

 
18.

 

{

 
19.

 

If(size=1) then

 
20.

 

sum := sum + d[r][c];

 
21.

 

else

 
22.

 

sum := sum + d[r-1][c];

 
23.

 

}

 
24.

 

Avg:=sum/size ;

 
25.

 

Print AVG ;

 
26.

 

}

 
 V.

 

PERFORMANCE MEASURE TABLE OF 
PROPOSED SOLUTION

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

In this solution we see that if the number of data 
in database gradually increased then the execution time 
is increased. Built-in function sum() and count() scan 
record individually from top to bottom in a table. 
Therefore Existing query are not efficient to calculating 
average value in large amount of data with Null values.

 
 

 

Normal Avg Query Result is

 
Avg=(4200)/7

 
=600
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A New Approach for Calculating Average Value (Including Null) Without Aggregate Function

Table bank

name Address account_no amount

Mridul Sylhet 49501 500

outam Gopalganj 49502 NULL

Masud Narial 49503 600

Ashim Khulna 49504 600

Swapan Dinajpur 49505 800

Kishor Kushtia 49506 600

Shahid Khulna 49507 1100



Table bank 

Amount of 
Data 

Existing solution 
Execution Time (sec)  

Proposed Solution 
Execution Time (sec) 

40000 0.2840 0.2460 

80000 0.5720 0.5040 

120000 0.8440 0.8250 

160000 1.1841 1.1591 

180000 1.3301 1.3011 

200000 1.5511 1.5011 

220000 1.7511 1.5781 

240000 1.9371 1.7641 

260000 2.0601 1.9671 

280000 2.1851 2.0762 

 

VI.
 

COMPARISON TABLE BETWEEN 
EXISTING AND PROPOSED SOLUTION

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 From comparison table we see that our 
propose system takes less times than existing system. 
By proposed system can reduce time and reduce the 
problem of existing system. To understand easily a 
graph chart is given below. 

 

VII. GRAPH OF EXISTING SOLUTION VS. 
PROPOSED SOLUTION 

Our propose solution is efficient to calculate 
average value with Null values from large amount of 
data.

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

From the above graph Green bar indicates 
Existing solution time and Red Bar indicates proposed 
solution time. We see that in proposed system needs 
execution time less than existing system.

 

VIII.

 

CONCLUSION

 

At the age of globalization most of all bank 
already has been computerized. They store their 
customer information, balance, transaction etc. in 
database. And they need to calculate average number 
of transaction after a certain period of time. Even stock 
exchange Ltd. Hospital, Airlines etc. need to calculate 
average number of transaction frequently. So our 
proposed system will be best for them which can save 
their times. 
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The Spam e-mail has become a major problem for companies and private users. This 
paper associated with spam and some different approaches attempting to deal with it. The most 
appealing methods are those that are easy to maintain and prove to have a satisfactory 
performance. Statistical classifiers are such a group of methods as their ability to filter spam is 
based upon the previous knowledge gathered through collected and classified e-mails. A 
learning algorithm which uses

 

the Naive Bayesian classifier has shown promising results in 
separating spam from legitimate mail.
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Bayesian Spam Filtering Using Statistical Data 
Compression

Gumpina V V Satya Prasadα,  Satya P Kumar SomayajulaΩ
 

Abstract - The Spam e-mail has become a major problem for 
companies and private users. This paper associated with 
spam and some different approaches attempting to deal with 
it. The most appealing methods are those that are easy to 
maintain and prove to have a satisfactory performance. 
Statistical classifiers are such a group of methods as their 
ability to filter spam is based upon the previous knowledge 
gathered through collected and classified e-mails. A learning 
algorithm which uses the Naive Bayesian classifier has shown 
promising results in separating spam from legitimate mail.  

I. INTRODUCTION 

pam has become a serious problem because in 
the short term it is usually economically beneficial 
to the sender. The low cost of e-mail as a 

communication medium virtually guaranties profits. Even 
if a very small percentage of people respond to the 
spam advertising message by buying the product, this 
can be worth the money and the time spent for sending 
bulk e-mails. Commercial spammers are often 
represented by people or companies that have no 
reputation to lose. Because of technological obstacles 
with e-mail infrastructure, it is difficult and time-
consuming to trace the individual or the group 
responsible for sending spam. Spammers make it even 
more difficult by hiding or forging the origin of their 
messages. Even if they are traced, the decentralized 
architecture of the Internet with no central authority 
makes it hard to take legal actions against spammers. 
The statistical filtering (especially Bayesian filtering) has 
long been a popular anti-spam approach, but spam 
continues to be a serious problem to the Internet 
society. Recent spam attacks expose strong challenges 
to the statistical filters, which highlights the need for a 
new anti-spam approach. The economics of spam 
dictates that the spammer has to target several 
recipients with identical or similar e-mail messages. This 
makes collaborative spam filtering a natural defense 
paradigm, wherein a set of e-mail clients share their 
knowledge about recently receivedspame-mails, 
providing a highly effective defense against a substantial 
fraction of spam attacks. Also, knowledge sharing can 
significantly alleviate the burdens of frequent training 
stand-alone  spam   filters.   However,   any   large-scale  
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collaborative anti-spam approach is faced with a 
fundamental and important challenge, namely ensuring 
the privacy of the e-mails among un trusted e-mail 
entities. Different from the e-mail service providers such 
as Gmail or Yahoo mail, which utilizes spam or 
ham(non-spam) classifications from all its users to 
classify new messages, privacy is a major concern for 
cross-enterprise collaboration, especially in a large 
scale. The idea of collaboration implies that the 
participating users and e-mail servers have to share and 
exchange information about the e-mails (including the 
classification result). However, e-mails are generally 
considered as private communication between the 
senders and the recipients, and they often contain 
personal and confidential information. Therefore, users 
and organizations are not comfortable sharing 
information about their e-mails until and unless they are 
assured that no one else (human or machine) would 
become aware of the actual contents of their e-mails. 
This genuine concern for privacy has deterred users and 
organizations from participating in any large-scale 
collaborative spam filtering effort. To protect e-mail 
privacy, digest approach has been proposed in the 
collaborative anti-spam systems to both provide 
encryption for the e-mail messages and obtain useful 
information (fingerprint) from spam e-mail. Ideally, the 
digest calculation has to be a one-way function such 
that it should be computationally hard to generate the 
corresponding e-mail message. It should embody the 
textual features of the e-mail message such that if two e-
mails have similar syntactic structure, then their 
fingerprints should also be similar.Afew distributed 
spam identification schemes, such as Distributed 
Checksum Clearinghouse (DCC) [2] and Vipul’s Razor 
[3] have different ways to generate fingerprints. 
However, these systems are not sufficient to handle two 
security threats: 1) Privacy breach as discussed in detail 
in Section 2 and 2) Camouflage attacks, such as 
character replacement and good word appendant, 
make it hard to generate the same e-mail fingerprints for 
highly similar spam e-mails.  

II. STATISTICAL DATA COMPRESSION 

Probability plays a central role in data 
compression: Knowing the exact probability distribution 
governing an information source allows us to construct 
optimal or near-optimal codes for messages produced 
by the source. A statistical data compression algorithm 

S 

© 2011 Global Journals Inc.  (US)

G
lo
b a

l 
Jo

ur
na

l 
of
 R

es
ea

rc
he

s 
in
 E

ng
in
ee

ri
ng

  
    
 

V
ol
um

e 
 X

I 
 I
ss
ue

 vvvvV
II
  

V
er
si
on

 I
 

  
  
  

  
  

  
  

  
  

5

( I
)

  2
01

1
D
ec

em
b e

r



exploits this relationship by building a statistical model 
of the information source, which can be used to 
estimate the probability of each possible message. This 
model is coupled with an encoder that uses these 
probability estimates to construct the final binary 
representation. For our purposes, the encoding problem 
is irrelevant. We therefore focus on the source modeling 
task 

III. PRELIMINARIES 

We denote by X the random variable associated 
with the source, which may take the value of any 
message the source is capable of producing, and by P 
the probability distribution over the values of X with the 
corresponding probability mass function p. We are 
particularly interested in modeling of text generating 
sources. Each message x produced by such a source is 

naturally represented as a sequence X=x1
 n 

= x1….xn      
    Σ*of symbols over the source alphabet Σ. The length    
       of a sequence can be arbitrary. For text generating 
sources, it is common to interpret a symbol as a single 
character, but other schemes are possible, such as 
binary (bitwise) or word-level models. The entropy H (X) 
of a source X gives a lower bound on the average per-
symbol  code  length  required  to   encode  a  message  
 without loss of information: H(x)=

 
 This bound is achievable only when the true probability 
distribution P governing the source is known. In this 
case, an average message could be encoded using no 
less than H(X)

 

bits per symbol. However, the true 
distribution over all possible messages is typically 
unknown. The goal of any statistical data compression 
algorithm is then to infer a probability mass function over 

 
 
sequences                     

 

which    

 

matches 

 

    the     true

 
 

distribution of the source as accurately as possible. 
Ideally2, a sequence x is then encoded with L(x) bits, 
where L(x) = -

 

log f (x). The compression algorithm must 
therefore learn an approximation of P in order to encode 
messages efficiently. A better approximation will, on 
average, lead to shorter code lengths. This simple 
observation alone gives compelling motivation for the 
use of compression algorithms in text categorization. 

 
IV.

 

BAYESIAN SPAM FILTERING

 
Bayesian spam filtering can be conceptualized 

into the model presented in Figure 1. It consists of four 
major modules, each responsible for four different 
processes: message tokenization, probability 
estimation, feature selection and Naive Bayesian 
classification. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

When a message arrives, it is firstly tokenized 
into a set of features (tokens), F .

 

Every feature is 
assigned an estimated probability that indicates its 
spaminess. To reduce the dimensionality of the feature 
vector, a feature selection algorithm is applied to output 
a subset of the features. The Naive Bayesian classifier 
combines the probabilities of every feature in 1 F , and 
estimates the probability of the message being spam. In 
the following text, the process of Naive Bayesian 
classification is described, followed by details 
concerning the measuring performance. This order of 
explanation is necessary because the sections 
concerned with the first three modules require 
understanding of the classification process and the 
parameters used to evaluate its improvement. 

 

V.

 

PERFORMANCE EVOLUTION

 

Precision and recall a well employed metric for 
performance measurement in information retrieval is 
precision and recall. These measures have been 
diligently used in the context of spam classification 
(Sahami et al.1998). Recall is the proportion of relevant 
items that are retrieved, which in this case is the 
proportion of spam messages that are actually 
recognized. For example if 9 out of 10 spam messages 
are correctly identified as spam, the recall rate is 0.9. 
Precision is defined as the proportion of items retrieved 

Bayesian Spam Filtering Using Statistical Data Compression

(- ) 

f:∑* , 

Incoming text (e-mail)

Message 

Probability 

Feature selection

Bayesian classfier

Remove message Process message

that are relevant. In the spam classification context, 
precision is the proportion of the spam messages 
classified as spam over the total number of messages 
classified as spam. Thus if only spam messages are 
classified as spam then the precision is 1. As soon as a 
good legitimate message is classified as spam, the 
precision will drop below 1. Formally: Let gg n be the 
number of good messages classified as good (also 
known as false negatives). Let gs n be the number of 
good messages classified as spam (also known as false 
positives).(9). Let ss n be the number of spam 
messages classified as spam (also known as true 
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positives). Let sg n be the number of spam messages 
classified as good (also known as true negatives). The 
precision calculates the occurrence of false positives 
which are good messages classified as spam. When 
this happens p drops below 1. Such misclassification 
could be a disaster for the user whereas the only impact 
of a low recall rate is to receive spam messages in the 
inbox. Hence it is more important for the precision to be 
at a high level than the recall rate. The precision and 
recall reveal little unless used together. Commercial 
spam filters sometimes claim that they have an 
incredibly high precision value of 0.9999% without 
mentioning the related recall rate. This can appear to be 
very good to the untrained eye. A reasonably good 
spam classifier should have precision very close to 1 
and a recall rate > 0.8. A problem when evaluating 
classifiers is to find a good balance between the 
precision and recall rates. Therefore it is necessary to 
use a strategy to obtain a combined score. One way to 
achieve this is to use weighted accuracy. 

 

VI.

 

CROSS VALIDATION

 

There are several means of estimating how well 
the classifier works after training. The easiest and most 
straightforward means is by splitting the corpus into two 
parts and using one part for training and the other for 
testing. This is called the holdout method. The 
disadvantage is that the evaluation depends heavily on 
which samples end up in which set. Another method 
that reduces the variance of the holdout method is k -
fold cross-validation. In k -fold cross-validation (Kohavi 
1995) the corpus, M , is split into k mutually exclusive 
parts, k M ,M ,...M 1 2 . The inducer is trained on i M \

 

M 
and tested against i M . This is repeated k times with 
different i such that iÎ{1,2,...,k}. Finally the performance 
is estimated as the mean of the total number of tests. 

 

VII.

 

CONCLUSION

 

Optimal search algorithm called SFFS was 
applied to find a subset of delimiters for the tokenizer. 
Then a filter and a wrapper algorithm were proposed to 
determine how beneficial a group of delimiters is to the 
classification task. The filter approach ran about ten 
times faster than the wrapper, but did not produce 
significantly better subsets than the base-lines. The 
wrapper did improve the performance on all corpuses 
by finding small subsets of delimiters. This suggested 
an idea concerning how to select delimiters for a near-
optimal solution, namely to start with space and then 
add a few more. Since the wrapper generated subsets 
had nothing in common apart from space, the 
recommendation is to only use space as a delimiter. The 
wrapper was far too slow to use in spam filter. 
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Three Dimensional Discrete Wavelet Transform 
Based Robust Multiple Watermarking Algorithm 

for Spectral Images
 S.Maheswariα, K.RameshwaranΩ

 

Abstract - Three Dimensional (3-D) imaging is a fast growing 
technology in the areas of computer graphics, robotics, 
metrology, medicine and cultural heritage etc. With the 
development of internet, 3-D contents are easily manipulated, 
transmitted and widely distributed. Watermarking has been 
proved to be an efficient technology in copyright protection of 
multimedia information. In this paper, a novel blind multiple 
watermarking algorithm for copyright protection of spectral 
images is presented. Watermarking is based on 3-D Discrete 
Wavelet Transform (DWT). Dual binary watermarks are 
proposed to embed in the mid frequency bands of cover 
image. One level 3-D DWT is applied to the original spectral 
image and one level 2-D DWT is applied on two binary 
watermarks. Eigen values of selected subbands of spectral 
image are modified by the eigen values of selected subbands 
of two binary watermarks. Inverse SVD (Singular Value 
Decomposition) and Inverse 3-D DWT is taken on the modified 
subbands to obtain the watermarked image. During extraction 
process, two binary watermarks are recovered from the test 
image with the help of a secret key. An experimental result 
shows that, the proposed algorithm produces very high 
imperceptibility and robustness against various types of 
attacks like low pass filtering, median Filtering, JPEG 
compression, histogram equalization, cropping, various 
angles of rotation and addition of noise like Gaussian, Salt 
&Pepper, Speckle, Poisson etc.  
Keywords : DWT, 3-D DWT, SVD and Multiple 
Watermarking.  

I. INTRODUCTION 

igital watermarking and steganography 
techniques are used to address digital rights 
management, protect information, and conceal 

secrets. During the last decade, 3-D meshes have been 
widely used in industrial, medical and entertainment 
applications. Since 3-D watermarking has also become 
an active research topic to protect 3-D information, we 
present a new frame work for copyright protection of 3-D 
spectral images in this paper. Spectral imaging is a 
practical tool for various applications like medical 
imaging, industrial quality control, digital commerce and 
maintenance of cultural heritage in digital museums etc 
[1]. In spectral color imaging, color of an object can be 
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represented more accurately as compared to traditional 
three channel RGB images.  

Three conflicting requirements of watermarking 
systems are robustness, imperceptibility and capacity 
[2]. Any watermarking system should allow embedding 
large number of secret information. Embedding of 
secret message should not degrade the quality of 
image; it should withstand in the image; for all kinds of 
attacks like JPEG compression, low pass filtering, 
median filtering, noise addition, histogram equalization, 
rotation, scaling, cropping etc. Embedding of multiple 
watermarks enhances the robustness property. 
Embedding of multiple watermarks, instead of a single 
one into one cover image improves the robustness of 
watermarking scheme [3].  

Transform domain technique offers very high 
robustness as compared to spatial domain technique; 
but it needs more computational complexity because 
input images are converted into transform coefficients 
by using various image transforms like DCT [4-5], DFT 
and DWT [6-9] etc. 3-D watermarking techniques are 
classified into two types [10], similar to that of 2-D 
watermarking, spatial domain technique [10] and 
spectral domain technique [4-9]. Spatial domain 
techniques are further classified into two types. They are 
Geometry modification technique and Topology 
modification technique. In spectral method; information 
can be embedded in one of the mesh transform 
domains like mesh spectral decomposition, wavelet 
transform or spherical transform.  

The use of wavelets in image and video coding 
has increased significantly over the years, mainly due to 
the superior energy compaction property of wavelets 
compared with the traditional transforms like DCT [11]. 
In this paper, we have proposed a method to embed the 
watermark in wavelet transform domain. The 3-D object 
is processed for obtaining 2-D slices, so that each 3-D 
objects are represented by a set of 2-D slices. A 3-D 
DWT domain, obtained by performing a 2-D spatial 
wavelet transform and then a temporal 1-D wavelet 
transform [12]. The Haar Wavelet Transform consistently 
outperforms the more complex ones when using non-
coloured watermark [13]. Therefore, we propose 3-D 
Haar Wavelet Transform based watermarking scheme. 
Eigen values of mid frequency subbands of a cover 
image and two binary watermarks are obtained by 

D 
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Singular Value Decomposition (SVD)[1, 8]. Eigen values 
of mid frequency subbands are modified by the Eigen 
values of dual binary watermarks. Section (2) deals with 
3-D DWT. Section (3) discusses about the proposed 
embedding and extraction algorithm, Section (4) gives 
the experimental results of proposed scheme, followed 
by conclusion in section (5).  

II. THREE DIMENSIONAL DWT 

A 3-D DWT performs wavelet transform in the 
three directions x, y and z on the image. A 3-D image is 
an extension of 2-D image along with time axis. To use 
the wavelet transform for 3-D images, we must 
implement a 3-D version of analysis and synthesis filter 
banks [12]. Figure 1 shows the decomposition structure 
of one level 3D-DWT.  

 
 

 
 
 
 
 
 
 
 
 
 

Fig.1:

 

One Level 3-D DWT

 If the data is of the size of npixels. The steps of 
the 3-D Discrete Wavelet Transform are defined as 
follows. n

1
, n

2 
and n

3
.

 

After applying DWT in one 

dimension, we obtain two subbands of the size of n
1
/2, 

n
2 

and n
3
. After applying DWT in second dimension, we 

obtain four subbands of the size of n
1
/2, n

2
/2 and n

3
. 

After applying third dimension, we obtain the eight 
subbands of the size of n

1
/2, n

2
/2 and n

3
/2 [11]. Let X is 

an image of size                       pixels. The steps of the 3-
D Discrete Wavelet Transform are defined as follows.

 Step 1
 
:
 
In the horizontal

 
direction,  

 
the   original   image

               x    
 

   is filtered by the filters H
0
(n) and      

H
1
(n)respectively.

 

                                                                                       
are 

produced.

 Step 2

 

: In

   

the   vertical    direction,    the   

 

two   images 

 
                                                                   are filtered by 

the filters H
0
(n) and H

1
(n) respectively.  This 

gives  four  images 
 

 
 Step 3

 
:
 
In

  
the 

 
temporal   direction,

  
the   

 
four   images, 

                                                                           are filtered 
 by the filters

 
H

0
(n) and H

1
(n) respectively. This 

gives eight images                                                      
                                             

                      

 where  
 
 

Step 4 : Steps 1 to 3 can be repeated on  the  subimage   
                                                  so  as  to  get  the  other 

subimages for the next scale.  

Figures 2 and 3 show the analysis and 
synthesis filter banks of 3-D DWT.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 : Analysis Filter Bank of 3-D DWTFig.3 Synthesis Filter Bank of 3-D DWT 
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,

.



 

 

 

 

 

 

 

 

 

 

 

 
Fig.3 : Synthesis Filter Bank of 3-D DWT 

III. PROPOSED METHOD 

In recent years, several 3-D watermarking 
techniques have been proposed for gray scale and 
colour images for authentication, copyright protection, 
finger printing and ownership assertion. Here, we 
propse a novel blind watermarking scheme based on 
wavelet transform for spectral images. Designing of 
blind watermarking i.e. extracting the watermark without 
original image and original watermark is a very difficult 
task [9]. In this paper, blind watermarking scheme has 
been employed. Watermark is extracted with the help of 
a secret key.Mid frequency bands are selected to 
embed the secret message in order to compromise 
between imperceptibility and robustness. Watermark 
embedding and extraction processes are explained in 
the following sections.  

a) Embedding Algorithm  
One level 3-D DWT is applied on the spectral 

image (X). It decomposes the cover image into eight 
subbands (X

lll, 
X

llh, 
X

lhl, 
X

lhh, 
X

hll, 
X

hlh, 
X

hhl, 
X

hhh
). One level 2-

DDWT is applied on the dual binary watermark (W
1 

& 

W
2
). It decomposes each watermark into four 

subbands(W
ll, 

W
lh 

W
hl 

W
hh

).Singular Value Decomposition 

(SVD) is applied on the selected mid frequency 
subbandsof a cover image (X

llh, 
X

lhl, 
X

hlh, 
X

hhl
) and 

watermark image (W
lh1, 

W
hl1, 

W
lh2, 

W
hl2

). Eigen valuesof the 

selectedsubband (σ
llh

, σ
lhl

, σ
hlh

, σ
hhl

) is modified with the 

Eigen values of mid frequency subbands of binary 
watermark (σ

lhw1, 
σ

hlw1, 
σ

lhw2, 
σ

hlw2
) which is multiplied with 

appropriate strength factor (α). Inverse SVD is applied 

on the new Eigen values (σ
llh

*
, σ

lhl

*
, σ

hlh

*
, σ

hhl

*
) to obtain 

the modified subbands(X
llh

*

,
X

lhl

*

,
X

hlh

*

,
X

hhl

*
) and inverse 

3D-DWT is applied on the modified subbands to obtain 

the watermarked image (X
*
). PSNR value is calculated 

for the watermarked image. Watermark embedding 
scheme has been shown in Figure 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4
 
: Watermark Embedding Algorithm
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Fig.5 : Watermark Extraction Algorithm 

b) Extraction Algorithm  

One level 3-D DWT is applied on the Test image 

(X
*
). It decomposes the cover image into eight 

subbands (X
lll

*

, 
X

llh

*

, 
X

lhl

*

, 
X

lhh

*

, 
X

hll

*

, 
X

hlh

*

, 
X

hhl

*
, X

hhh

*
). Singular 

Value Decomposition (SVD) is applied on the selected 
mid frequency subbands of a test image 

(X
llh

*

,
X

lhl

*

,
X

hlh

*

,
X

hhl

*
). Eigen values of mid frequency 

subbands of binary watermark (σ
lhw1

*
, σ

hlw1

*
, σ

lhw2

*
, σ

hlw2

*
) 

is recovered from the Eigen values (σ
llh

*
, σ

lhl

*
, σ

hlh

*
, σ

hhl

*
) 

of selected subband(X
llh

*

,
X

lhl

*

,
X

hlh

*

,
X

hhl

*
) of test image with 

the help of strength factor (α). Inverse SVD is applied on 

the obtained Eigen values (σ
lhw1

*
, σ

hlw1

*
, σ

lhw2

*
, σ

hlw2

*
) to 

Recover the subbands and inverse 2D-DWT is applied 

to reconstruct the watermark (W
*
). Normalised 

Correlation of recovered watermark is calculated on 
comparing with original watermark. Watermark 
extraction scheme has been shown in Figure 5.  

IV.
 

EXPERIMENTAL RESULTS
 

The experiments were performed on two 
different hyperspectral natural images [14]. Natural 
image of the

 
size 256x256x30 and two binary 

watermarks of size 32x32 were taken to evaluate the 
proposed algorithm. A single level 3-D DWT was taken 
on the host image and single level 2-D DWT was taken 
on the two binary watermarks. Eigen values of selected 
mid frequency subbands (σ

llh
, σ

lhl
, σ

hlh
, σ

hhl
) of the original 

image and two binary watermarks (σ
lhw1, 

σ
hlw1, 

σ
lhw2, 

σ
hlw2

) 

were obtained by applying SVD. Eigen values of binary 
watermarks were multiplied with the strength factor 
(α=10 for scene2) and modified with the Eigen values of 
selected subbands. Watermarked image was obtained 
by applying inverse SVD and inverse 3-D DWT to the 
modified sub bands. Figure 6 illustrate the Host image, 
Original watermarks w

1 
and w

2
, Watermarked image and 

recovered watermarks w
1

*
, w

2

*
. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6
 
:
 
(a) Host image (b) Original Watermark (c) Watermarked Image (d) Extracted Watermark
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PSNR value of the watermarked image is 
calculated by using the equations (1) and (2).  
 

     (1)  
 
 

     (2)  
 
 

where  m, n, and l are dimensions of the  image                   
and         are the pixel values of the original and 
watermarked image. Normalized Correlation (NC) 
between original watermark and extracted watermark 
from the test image is calculated by using the equation 
(3).  
 

      (3) 
 

 
  

PSNR value of the watermarked image and 
Normalised Correlation of recovered watermark are 
shown in Table 1. 

 
 
 
 

Table 1: PSNR Value of Watermarked Image and NC 

 

 

 

 

 

 
Any watermarking system should be robust 

against various image processing attacks. It should not 
be removable by unauthorized users and it should not 
degrade the quality of the images. There are many 
attacks against which image watermarking system could 
be judged. The attacks include JPEG compression, 
Histogram equalization, various filtering operations like, 
average filtering, median filtering, addition of noise like 
Salt and Pepper noise, Gaussian noise, speckle noise 
and Poisson noise, cropping, various angles of rotation 
and so on. These attacks are applied to the 
watermarked images to evaluate recovery process. 
Table 2, 3 and 4 shows the PSNR value and NC under 
various attacks. Table 5 shows the extracted watermark 
image under various attacks from Natural Image I.

Table 2 :

 

PSNR Value of Watermarked Image Under various Attacks.
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PSNR 
Value in dB 

Normalised 
correlation 

W1
* W2

* 

Natural Image I 69.7494 1 1 

Natural Image II 57.7162 1 1 

Image Type PSNR in db of Watermarked image under various Attacks 

Histogram equalization 

Natural Image I 50.247 

Natural Image II 51.778 

JPEG Compression 

Natural Image I 36.0904 

Natural Image II 36.0912 

Low pass filtering 

 3x3 5x5 7x7 9x9 11x11 15x15 

Natural Image I 72.0312 72.3203 72.4340 72.5012 72.5499 72.6231 

Natural Image II 58.4857 58.5827 58.6308 58.6664 58.6968 58.75 
Median filtering

3x3 5x5 7x7 9x9 11x11 15x15 

Natural Image I 71.61 72.2512 72.4937 72.6184 72.9642 72.7934 

Natural Image II 58.3489 58.5241 58.6099 58.6576 58.6923 58.7413 

Angle of rotation 

15 30 45 60 75 90 

Natural Image I 71.2821 71.6741 71.7716 71.7003 71.2946 69.7760 

Natural Image II 58.4666 58.8021 58.9701 58.8654 58.6201 57.7558 
Addition of noise

Gaussian Salt&Pepper Speckle Poisson 

Natural Image I 69.5155 67.5837 75.1603 75.1603 

Natural Image II 64.2688 63.0395 63.9917 64.0872 



Table 3 : Normalised Correlation of Recovered Watermark (W
1
) under various Attacks. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Table 4 :

 

Normalised Correlation of Recovered Watermark (W
2
) under various Attacks.
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Image Type 
Normalised Correlation of Recovered Watermark (W1) under 

various Attacks 

Histogram equalization 

Natural Image I 0.9864 

Natural Image II 0.9653 
Cropping 

Natural Image I 0.9855 

Natural Image II 0.9716 

JPEG Compression 

Natural Image I 0.9307 

Natural Image II 0.9307 

Low pass filtering 

 3x3 5x5 7x7 9x9 11x11 15x15 

Natural Image I 0.9582 0.9473 0.9429 0.9399 0.9378 0.9355 

Natural Image II 0.9598 0.9486 0.9416 0.9389 0.9374 0.9359 

Median filtering 

 3x3 5x5 7x7 9x9 11x11 15x15 

Natural Image I 0.9697 0.9548 0.9471 0.9418 0.9382 0.9349 

Natural Image II 0.9706 0.9579 0.9470 0.9420 0.9393 0.9365 

Angle of rotation 

 15◦ 30◦ 45◦ 60◦ 75◦ 90◦

Natural Image I 0.9531 0.9473 0.9471 0.9417 0.9382 0.9443 

Natural Image II 0.9594 0.9546 0.9481 0.9428 0.9406 0.9443 

Addition of noise 

 Gaussian Salt&Pepper Speckle Poisson 

Natural Image I 0.9757 0.9771 0.9782 0.9782 

Natural Image II 0.9658 0.9672 0.9664 0.9680 

Image Type 
Normalised Correlation of Recovered Watermark (W2) under 

various Attacks 

Histogram equalization 

Natural Image I 0.9864 

Natural Image II 0.9653 

Cropping 

Natural Image I 0.9843 

Natural Image II 0.9698 

JPEG Compression 

Natural Image I 0.9307 

Natural Image II 0.9307 

Low pass filtering 

 3x3 5x5 7x7 9x9 11x11 15x15 

Natural Image I 0.9576 0.9477 0.9429 0.9401 0.9378 0.9355 

Natural Image II 0.9590 0.9493 0.9413 0.9394 0.9374 0.9360 

Median filtering 

 3x3 5x5 7x7 9x9 11x11 15x15 

Natural Image I 0.9697 0.9550 0.9472 0.9418 0.9383 0.9350 

Natural Image II 0.9704 0.9583 0.9469 0.9423 0.9393 0.9365 

Angle of rotation 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 5 : Image Results of Recovered watermarks from Natural Image I
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 15◦ 30◦ 45◦ 60◦ 75◦ 90◦

Natural Image I 0.9531 0.9473 0.9467 0.9415 0.9383 0.9443 

Natural Image II 0.9594 0.9544 0.9479 0.9428 0.9404 0.9443 

Addition of noise 

 Gaussian Salt&Pepper Speckle Poisson 

Natural Image I 0.9759 0.9772 0.9782 0.9782 

Natural Image II 0.9659 0.9672 0.9664 0.9680 

Addition of Noise 
JPEG 

Compression 
Histogram 

Equalization 

Gaussian 

0.9757,0.9759 

Salt and Pepper 

0.9771,0.9772 

Poisson 

0.9795,0.9795 

Speckle 

0.9782,0.9782 

QF=10 

NC=0.9307 
0.9864,0.9864 

Low Pass Filtering 

3x3 

0.9582,0.9576 

5x5 

0.9473,0.9477 

7x7 

0.9429,0.9429 

9x9 

0.9399,0.9401 

11x11 

0.9378,0.9378 

15x15 

0.9355,0.9355 

Median Filtering 

3x3 

0.9697,0.9697 

5x5 

0.9548,0.9550 

7x7 

0.9471,0.9472 

9x9 

0.9418,0.9418 

11x11 

0.9382,0.9383 

15x15 

0.9349,0.9350 

Rotation 

α=0.25 

0.9843,0.9845 

α=0.5 

0.979,0.9782 

α=0.75 

0.9711,0.9709 

α=1 

0.9857,0.9857 

α=15 

0.9531,0.9531 

α=30 

0.9473,0.9473 

α=45 

0.9471,0.9461 

α=60 

0.9417,0.9415 

α=90 

0.9443,0.9443 

α=180 

1,1 

α=270 

0.9443,0.9443 

Cropping 

0.9855,0.9843 

The proposed watermarking scheme is 
compared with existing recently published papers by 
Arto Kaarna et al [15], Long Mal et[16],the results are 
shown in Tables 6 and 7. 

Table 6 : Comparison of PSNR value of Watermarked 
Image in Proposed method and existing methods

Methods PSNR in dB 

Arto Kaarna et al 38.95 

Long Mal et al 48.74 

Proposed method 69.74 

Table 7 : Comparison of Proposed Method and 
Existing Methods under Image Processing Attacks 

LPF Arto 
Kaarna et 

al

Long 
Mal 
et al 

Proposed 
method 

W1 W2

3 * 3 0.66 0.73 0.9582 0.9576 

5 * 5 0.43 0.56 0.9473 0.9477 

7 * 7 0.30 0.43 0.9429 0.9429 



  

   
 

 

 

 

 

 

 

 
 

 
 
 
 
 

V.

 

CONCLUSION

 

Three Dimensional mesh watermarking is an 
interesting and promising research area. In this paper, a 
novel blind multiple watermarking algorithm based on 3-
D DWT for copyright protection of spectral images has 
been proposed. Dual binary watermarks have been

 

proposed to embed in mid frequency bands to increase 
the robustness against attacks and to improve 
imperceptibility. Extracting the secret message without 
the help of original image and original watermark is a 
very difficult task. We extracted dual binary

 

watermarks 
with the help of details of subband selection and 
strength factor only. Experimental result shows that the 
proposed scheme achieves very high imperceptibility 
and robustness against various image processing 
attacks like LPF, Median Filtering, JPEG Compression, 
histogram equalization, cropping, various angle of 
rotation and addition of noise like Gaussian, Salt & 
Pepper, Speckle, Poisson etc. 
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Cohesion Metric and Its Relation with Coupling: 
A Class Level Variable Assessment Approach 

Dr.M.V.Vijaya Saradhiα,
 
Dr.B.V.Ramana MurthyΩ

Abstract - Cohesion Metrics is an important technical 
development which helps for the better Assessment Of class 
cohesion that is the measurement of relatedness among 
members In a class. The higher this relatedness is the best the 
performance will be. Hence this is an important feature of 
Object oriented systems. Present paper presents an advanced 
metrics. The pervious metrics have got few limitations. 
Whereas this advanced metrics considers few more 
characteristics of class Cohesion. This is based on common 
object parameters. Moreover this metric is statistically 
advanced and measures cohesion by observing the 
relationship between cohesion Metric and Coupling. This is 
cohesion measurement tool for Java and it is tested on several 
systems. These systems which are used for the experiment 
are deferent in size and domain. This test proved that this 
extended metrics captures other pairs of relatedness among 
members in a class and also the correlation between cohesion 
Metric and coupling. 
Keywords : Metrics, Cohesion, LCOM, CBO, MIC, DCD, 
DCDE, DCI, TCC, LCC,MIC,DCIE, Coupling, Class level 
variables, Spearman correlation,MPC,CLC,OLC. 

I. INTRODUCTION 

n Software Engineering there is a raising importance 
to Metrics and cohesion which are interlinked [28, 27]. 
Metrics are very much useful in assessing several 

software characteristics such as complexity, cohesion, 
coupling and size. Cohesion helps for the better 
performance and metrics to decide the level of 
cohesion. So both are equally important in the field of 
software development. Hence research is going on to 
improve the cohesion as well as metrics which is a tool 
to measure it. Cohesion can be defined as the degree of 
relatedness among elements in a component. It was first 
introduced and utilized by Yourdon and Constantine in 
the context of traditional applications. They used it as a 
tool to estimate level of functional relationships of the 
elements in a module [30]. These modules are 
structured for different uses. Class cohesion is a very 
important feature of object oriented software. This 
feature of software is of great help to software 
developers  and   managers  to   improve   the   software  
quality during the development process. 
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(Telephone : +91-9849275094, E-mail : meduri_vsd@yahoo.co.in), 
Author Ω : Professor in the Dept.of CSE at Jyothismathi College of Eng. 
& Tech, Shamirpet, R.R.Dist, Andhra Pradesh, India. 
(Telephone : +91-9247331980, E-mail : drbvrm@gmail.com) 

There are three different types of cohesions. 
Functional, sequential and coincidental etc [19] is few 
among them. This feature of software is important 
because of its wide range uses. If the component has 
good range of cohesiveness among its members, it can 
be reused and maintained well [25,7,9,13]. With the help 
of cohesion one can evaluate the structure quality of 
class. A class which has good cohesiveness can not be 
broken easily. It can be used to find out the poorly 
structured classes. In addition while designing a class 
cohesion is of great assistance to bring out the best 
[24]. As a reference we can observe Grady Booch 
views. He describes that high functional cohesion can 
be achieved it the elements of a component has good 
cohesiveness among them which provides some well 
bounded behavior [8]. This can be brought with single 
logical function. If all the parts of a class contribute to 
this single logical function high degree of cohesiveness 
can be achieved. In contrast if the members are 
desperate and non related then the coherence will be 
very low. Since cohesion has such a large scale 
importance, much number of metrics was proposed to 
estimate it in object oriented systems. Most of these 
metrics have been experimented and widely discussed 
in literature [19,12, 16, 18, 11, 5]. From the above 
paragraph one can understand that class cohesion is a 
very important feature of object oriented systems. Many 
successful metrics have been elaborated and 
categorized in [10]. These metrics estimate the 
cohesiveness according to them relatedness among the 
elements of the class. They count two features; first one 
is the number of instance variable used by methods and 
second is the number of method pairs that share 
instance variables. Though many metrics were 
proposed in literature they were not total successful in 
finding out the cohesiveness of classes [22, 13, and 3]. 
There are some basic reasons for this failure. Some of 
them are that they do not undertake few features of 
classes that are the size of cohesive components and 
relatedness among elements as said in [13]. 

Few other serious drawbacks which above 
stated metrics are that they are based only on few 
categories like instance variable and number of method 
pairs as stated in [23]. This often leads to wrong 
estimation of the cohesiveness among members in a 
component. So the previous metrics face a serious 
problem when the systems work in functional 
relationship. In this category, cohesiveness can not be 

I 
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decided by the above said connections but has to be 
done with the help of the relationships that may exist 
among methods. If the same old metrics is followed 
many features of class cohesion will not represented. 
Hence we believe that class cohesion will not be exact if 
it does not go beyond above cited categories. Research 
on source code on several systems tells us that several 
methods functionally attached even without sharing any 
instance variable and these can’t be divided into 
different classes. As such the focus is to be extended by 
taking into account different ways of

 
estimating class 

cohesion and should not be restricted to any two. First 
development of the metrics is that connections among 
class methods will be considered [5, 6]. These systems 
help to find out much number of pairs of related 
methods which are not found by previous cohesion 
metrics. This criterion proved successful when it was 
tested on several Java systems. In these experiments 
they gave correct statistical information. In these last 
years many such developments were brought in. of 
them [17], concentrates on tradition of maintainability 
[Zho 03] and [1] on the intimation of mistakes, and [23] 
on examine the relationship between cohesion and 
coupling in the one hand and the relationship between 
cohesion and changeability in the other hand. The area 
has a raising importance in these last years.

 Till now cohesion metrics were limited to object 
oriented systems but we used this information for other 
systems also [5, 6]. The previous metrics were based 
only on instant variables and number of methods pairs. 
But this information is very primitive to depend on. With 
this one cannot give good cohesion results. As such 
research was undertaken to find out other categories 
which are more authentic and will be helpful to give 
exact cohesive results. This paper gives an extension of 
two methods that is DCD and DCI which was proposed 
in [5, 6]. A new criterion of common object parameters 
was introduced to calculate cohesion levels. This 
criterion tells us that two methods of a given class can 
very well share same object passage in a parameter 
without being correlated. It does not need to share a 
method or an instance variable to get connected. So 
depending on instance variable take us wrong, where as 
this object passage can present authentic results. 
Further more it was discovered that in the object context 
objects themselves collaborate to accomplish a given 
task. As such certain design principles [24] like design 
patterns among others and classes play an important 
role in successful completion of a given job. This 
collaboration can be located at two levels. One at the 
group of objects belonging to different classes, second 
at the collaboration between groups of methods with in 
a unique given class. This last kind of collaboration can 
be observed among other things also. These are used in 
the form of instance variable or passes as arguments at 
the method level, public in particular. In this kind of 
collaboration cohesion helps to assign responsibilities to 
classes [24] in a cohesive manner. Form the above 

conclusions and according to the experiments done 
since 2003, this new category to estimate cohesion 
levels is more dependable. This is proved after 
conducting many experiments on systems. These 
clearly show that the extended cohesion metrics based 
on the addition of the proposed category captured more 
pairs connected methods than the old metrics DCD and 
DCI did. These experiments that were done on several 
systems gave correct, authentic, statistical results.

 
Software Engineering developers state that 

there is a correlation between cohesion and coupling. 
They state

 

that if the cohesion is high, coupling will be 
low and vice versa [24, 28, 27]. But this notion was not 
proved by any empirical work. Many experiments were 
done to bring out the realities and they could only 
present the necessity for a refined cohesion metrics. 
They failed because of the limitations of the previous 
metrics [23]. This paper presents such an extended 
cohesion metrics. This technique is tested to find out the 
truth in the relationship between extended cohesion and 
coupling. Here it was decided to use both the old and 
new cohesion metrics. The experiment shows that there 
is a significant correlation between our cohesion metrics 
and the considered coupling metrics [CBO –

 

Coupling 
between objects] of Chidamber et al [14, 15]. But the 
correlation degrees between them varied much when 
they are presented by the considered cohesion metrics. 
The empirical experiments as well as the obtained 
results are discussed in section [7]. Our final goal is to 
validate the new cohesion metrics as a good indicator 
for changeability, testability and for many more things. 
This will be dealt seriously

 

in the future research.

 
The following paper is arranged in the following 

way: Section 2 presents an overview of major class 
cohesion metrics. Section 3 gives the idea of coupling 
between objects and few important coupling metrics. 
Section 4 gives some related work which focuses the 
relatedness of object-oriented metrics and few quality 
characteristics. Section 5 redefines class cohesion that 
was proposed depending on the new criterion that we 
introduced in this paper. Section 6 gives the first step of 
the experiment that was done (statistic test). Section 7 
gives the empirical investigation that we have done to 
find out the relationship between cohesion and 
coupling. Finally, conclusions and future work ideas are 
presented in section 8.

 II.

 

CLASS COHESION METRICS

 
Classes are that primary units of object oriented 

software. In these classes we find cohesion. It is an 
important feature in software design. The higher the 
cohesion better the performance will be. A class will 
have best cohesiveness as stated in [13] if large number 
of its instance variables are used by a method (LCOM5 
[19], Coh [10]), or a larger number of methods pairs 
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share instance variables (LCOM1 [14], LCOM2 [15], 
LCOM3 [25], LCOM4 [21], Co [21], TCC and LCC [7], 
DC [ 4]). Other than the above two, sometimes these 



metrics also observe the relatedness between the 
methods to assess cohesion. To get such good 
cohesion software developers struggle hard at the 
design phase of classes. If the modeling of these 
classes is not at its best then cohesion will automatically 
go down. Hence after designing the classes one would 
like to assess class cohesion. To assess them many 
metrics have been proposed in literature. Different 
authors have defined class cohesion by proposing their 
cohesion metrics. These cohesion

 

metrics have been 
presented in detail and are

 

categorized in [10]. One 
such cohesion metric is LCOM. It is lack of cohesion in 
methods. It is a metric which is defined by Chidambar 
and Kemeter [14,15,16]. This metric stands as a role 
model for many other proposed cohesion metrics. In 
addition to other proposed metrics, few others tried to 
redefine LCOM itself. All this cohesion metrics have 
come into literature to find out the class cohesion in 
objected oriented systems.

 

a)

 

Coupling Between Classes

 

Cohesion metrics measure cohesion between 
members. Whereas coupling measures the strength of a 
connection between two modules. Stevens & al [29] 
explain coupling as one which assesses the strength of 
the association which is formed by the relatedness 
between two modules. Coupling between classes helps 
to assess in which proportion an entity uses other 
entities. There are both positive and negative effects of 
the coupling. To speak of the positive low coupling 
between components helps to minimize 
interdependencies and

 

gives a chance for evolution [24, 
28, 27]. If the modules are structured with low coupling 
then the complexity of a system can also be minimized. 
On the negative side because of high coupling module 
becomes complex. Because of this complexity module 
will be tough to understand, tough to detect and correct 
errors, and to change that module. After analyzing these 
effects one can understand that low coupling is 
preferable. So it is always encouraged by software 
engineers. After much research it was discover that with 
the help of these coupling metrics the maintainability of 
the oo systems can be easily imagine. Moreover there 
are few empirical insufficiencies due which there is lot of 
importance to coupling metrics for the prevision in 
maintainability [17]. Among coupling metrics, we cite 
CBO (Coupling between Objects) of Chidamber and 
Kemerer [15], MPC (Message-Passing Coupling) and 
DAC (Data Abstraction Coupling) of Li and Henry [25, 
26] or OLC (Object Level Coupling) and CLC (Class 
Level Coupling) of Hitz and Montazeri [21]. Brian & al. 
counted 23 coupling metrics [9]. For this research work 
CBO was used which is proposed by [15]. Largely 
known as a good coupling metric between classes. In 
our future work, we plan on extending our study to 
integrate other coupling metrics.

 
III.

 

RELATED WORK

 
During the research of the last three decades 

many software metrics like coupling, cohesion, and 
complexity were proposed to calculate certain aspects 
like maintainability, testability, changeability and many 
more things. But in

 

finding out the quality these were not 
totally successful. Few reasons are that they are to 
some extent based on the little understanding of the 
empirical hypothesis. In addition to it all these proposed 
metrics can

 

be used to determine any aspect of quality. 
There is no particular division that this metrics is for the 
assessment of this quality. As such there is no 
information about which metric is most suitable to 
assess a quality. This is the second major problem. 
Through the research it was also found that of all the 
metrics only six are efficient and can present sufficient 
information to depend on. Whereas all the remaining 
metrics can’t give any extra information and they just 
correspond to subsets of the retained metrics. These 
drawbacks were discussed by many engineers. Dag &al 
opines in [17] about the prediction of maintainability. He 
argues that because of the empirical insufficiencies that 
these metrics have got the assessment will not be very 
much dependable. Of all the research papers Dagpinar 
& al [17] paper presents in new development. In this 
paper they opines that inheritance cohesion and indirect 
exportation coupling are not the right factors by which 
maintainability can be measured well. They advise 
taking to consideration metrics of size and direct 
coupling importation which can give good results. A lot 
of research was undertaken to find out the correlation 
among the proposed coupling metrics and how much 
they are prone to fault results. One such research was 
done by Aggar & al [1]. In prediction model of [2] it was 
clearly proved that these metrics are very much prone to 
fault reasons. Zhou & al [31] also undertake similar work 
to find out the relationship among design metrics ( CBO 
,WMC, RFC, LCOM etc) and fault proneness when 
taking fault

 
severity into account. This was understood 

after conducting a thorough research on many number 
of oo coupling metrics [1]. This study focuses to find out 
the best methods according to the given data. After all 
the research about the relationship between coupling 
and cohesion leads us to confusion that their may exist 
a connection between cohesion and for example 
maintainability, testability as well as fault proneness. Any 
how a lot more is necessary to find out the direct 
relationship that may exist between cohesion and above 
said attributes. This final aspect will be the subject of 
further research and is out of discussion of the present 
paper.
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IV.
 

CLASS COHESION ASSEMENTS : A NEW 
MEASURE

 
Class cohesion at the beginning of this paper is 

defined as the relative
 
number of related members in a 

class. This definition is redefined twice in this paper so 
as to get best methodology which can give authentic 
assessments. As a first step, two more strategies were 
added to the relative number. First one is the extension 
of the methods invocation criteria and indirect utilization 
of the characteristics explained by Bienan & al in [17]. 
This idea was extended to the methods invocation 
criterion as well. After defining the new methodology 
was tested on several

 
systems [5,6]. This shows a lot of 

improvement in assessment than the first noted 
procedure. From the results one can observe that new 
criteria and the extension of the original criteria are 
capable of finding out more pairs of connected methods 
which were not found by the old methods. To come to 
this conclusion the procedure was tested on several 
systems. These experiments gave a chance to observe 
the code of some program. With this code observation 
and from the obtained results it was found that methods 
of a class may be functionally, related in other ways. In 
addition some facts about attributes were also found. 
From the experiment it was known that attributes, on 
which first development is dependent on, are not unique 
to any method. These attributes in reality are reference 
attribute. Such a one which is not unique but shared is 
used to assess class cohesion. Many systems were 
analyzed to come to the above conclusion and 
observations say that more than 20% of the attributes 
were reference attributes. This is very much possible oo 
systems because classes collaborate in accordance 
with the respective responsibilities so as to finish a given 
task. Reference attributes are utilized to confirm the 
needed visibility between objects [24]. Because of these 
drawbacks we tend to improve this second definition 
also. We tried to bringing in criteria which will not be 
primitive, shared but will be more authentic. For this a 
new criteria that is common objects parameter is 
introduced. In the following page we explain this and the 
metrics which work with this new methodology. Our first 
and second procedures to assess cohesion were 
already talked about and also tested in the previous 
papers [5, 6]. This newly introduced criterion is the one 
which will be prominently discussed in this paper. Both 
these ways have got many similarities. This new way to 
assess class cohesion is very much dependent on 
different connections that are present between its 
methods. All the three proposed criterions: Attributes 
Usage Criterion, Methods Invocation Criterion, and 
Common Objects Parameters will be utilized to find out 
the functional cohesion in a class. Class cohesion can 
be said as the connectedness of public methods of a 
class, with the help of functionalities utilized by its 
clients. The others methods of the class are included 
indirectly through the public methods.

 

a)

 

Attributes Usage Criterion (UC)

 

Let us take a class C. Let A = {A1, A2,…, Aa} 
be the group of its characteristics and SPM ={M1, M2, 
…, Mn} be the group of its public methods. Let UCMi be 
the group of all the characteristics used directly or 
indirectly by the public method Mi. A characteristic is 
used directly by a method Mi, if the characteristic shown 
in the body of the method Mi. The characteristic is 
indirectly used by the method Mi, if it is used directly by 
another method of the class that is implored directly or 
indirectly by Mi. There are n sets UCM1, UCM2, …, UCMn. 
Two public methods Mi

 

and

 

Mj

 

are directly related by the 
UC relation if UCMi

 

∩

 

UCMj# Φ. It shows that there is at 
least one characteristic shared (directly or indirectly) by 
the two methods.

 

b)

 

Methods Invocation Criterion (MIC)

 

Let us take a class C. Let SPM = {M1, M2, …,

 

Mn} be the group of its public methods and PRM = {I1, 
I2, …, Ik} be the group of its other (private and 
protected) methods. Let SPMMi be the group of all the 
public methods of the class C, which are implored 
directly or indirectly by the public method Mi.

 

A public 
method Mj is called directly by a public method Mi, if Mj 
is seen in the body of Mi. A public method Mj is 
indirectly called by a public method Mi, if it is called 
directly by another method of the class C that is 
implored directly or indirectly by Mi. There are n sets 
SPMM1, SPMM2, …, SPMMn. Let PRMMi

 

be the group of all 
the other methods (private and protected) of the class 
C, which are implored directly or indirectly by the public 
method Mi. There are n sets PRMM1, PRMM2, …, PRMMn. 
Let MICMi

 

= PRMMi

 

U SPMMi

 

be the group of all the 
methods of the class C, which are implored by the 
public method Mi. There are n sets MICM1, MICM2, …, 
MICMn. Two public methods Mi and Mj are directly 
connected by the MIC relation if MICMi ∩

 

MICMj

 

# Φ. We 
also take it into account that Mi and Mj are directly 
related if Mj Є

 

MICMi or Mi Є

 

MICMj.

 

c)

 

Class level variables (CO)

 
 

 

d)

 

Cohesion based on the direct relation

 

Two public methods Mi and Mj may be directly 
interlinked in different ways: they share at least one 
instance variable in common (UC relation), or get 
connected at least with another method of the same 

© 2011 Global Journals Inc.  (US)

  
Jo

ur
na

l 
of

R
es
ea

rc
he

s 
in
 E

ng
in
ee

ri
ng

  
  

  
V
ol
um

e 
 X

I 
 I
ss
ue

 V
II
  

V
er

si
on

 I
 

  
  

  
  

  
  
  

  
  

20

G
l o
ba

l 
 

  
 

 I
 )

20
11

D
ec

em
b e

r
(

Cohesion Metric and Its Relation with Coupling: A Class Level Variable Assessment Approach

Let us consider a class C. Let SPM = {M1, M2, 
…, Mn} be the group of its public methods. Let UCOMi 
be the group of all the parameters (of object type) of the 
method Mi. There are n sets UCOM1, UCOM2, …, 
UCOMn. Two public methods Mi and Mj are directly 
related by the UCO relation if UCOMi ∩ UCOMj #  Φ. 
From the above we understand that there is at least one 
parameter of object type that is utilized by the two 
methods.

class (MIC relation), or share at least one object passed 
as argument (CO relation). In this context, the two 
methods may be directly interlinked by one or more 



criteria. It shows that the two methods are directly 
interlinked if: UCMi

 

∩ UCMj # Φ

 

or MICMi

 

∩ IMMj

 

# Φ

 

or 
UCOMi ∩ UCOMj

 

# Φ.Let us consider a class C with SPM 
= {M1, M2, …, Mn

 

in character are directly connected. 
Let ED be the number of edges in the graph GD. The 
level of cohesion in the class C is dependent on the 
direct connection between its public methods is 
explained as: DC} the group of its public methods. The 
highest number of public methods pairs, is n * (n –

 

1) / 
2. Let us take an undirected graph GD, in which vertices 
are the public methods of the class C, and there is an 
edge between two vertices if the methods which are 
equal

 

DCDE

 

= |ED| / [n * (n –

 

1) / 2] [0,1]. DCDE

 

(as an 
extension of DCD

 

[5, 6]) presents the percentage of 
public methods pairs, which are directly (as defined 
below) connected. The Lack of Cohesion in the Class 
(LCCDE) is than given by : LCCDE

 

= 1-

 

DCDE

 

€ [0,1].

 

e)

 

Cohesion based on the indirect relation

 

Two public methods Mi and Mj can be indirectly 
connected if they are directly or indirectly related to a 
method Mk. The indirect relation, brought in by Bieman 
and Kang in [7], is the transitive closure of the direct 
relation. We use this idea in our method to mark the 
indirect related methods. Let us take now an undirected 
graph GI, where the vertices are the public methods of 
the class C, and there is an edge between two vertices if 
the methods are directly or indirectly connected 
(transitive closure of the graph GD). Let EI be the 
number of edges in the graph GI. The degree of 
cohesion in the class C in this case (direct and indirect 
relations) is said as: DCIE = |EI| / [n * (n –

 

1) / 2] Є

 

[0,1]. DCIE (as an extension of DCI [5, 6]) presents the 
percentage of public methods pairs, which are directly 
or indirectly related. The Lack of Cohesion in the Class 
(LCCIE) is than given by: LCCIE = 1-

 

DCIE Є

 

[0, 1].

 

V.

 

EXPERIMENTAL STUDY

 

Several systems were downloaded from the 
web to experiment on the new criterion. The goal was to 
achieve significant and general results. To collect the 
significant data was the main goal of these experiments. 
Hence many number of Java classes from different 
systems are taken. Through this experiment it was 
explored if the proposed criterion is statistically 
significant before more investigation. We extended the 
cohesion measurement tool (in Java) for Java programs, 
that we developed for [6], to automate the computation 
of our metrics (DCD, DCDE, DCI and DCIE). Many 
classes in the chosen systems have only one method or 
do not have any methods. These classes were taken as 
special classes and have not used for our 
measurements. All abstract classes are also not used. 
Overloaded methods within the same class were taken 
as one method. In addition to it, all special methods 
(constructors, destructors) were not used. We gathered 
the values for all the selected metrics from the test 
systems. For each metric, we calculated some 

descriptive statistics (minimum, maximum, mean, 
median, and standard deviation).

 

VI.

 

SELECTED SYSTEMS

 

The experiment concerned more than 800 
classes. The followed methodology and the obtained 
results are presented in the following sections. The 
selected systems are:

 

•

 

System1

 

:

 

JIU0.10 (Java Imaging Utilities) is a library 
in Java for the change, the edition, the analysis and the 
backup of pixels of image files 
(http://sourceforge.net/projects/jiu). This system 
consists of 180 classes.

 

•

 

System2

 

:

 

JIU0.11 (Java Imaging Utilities) is an 
improvement of the first system 
(http://sourceforge.net/projects/jiu) and consists of 191 
classes.

 

•

 

System3

 

:

 

FujabaUML is a software development tool 
which helps for the easy betterment of UML and the 
progress with Java by adding plug-ins 
(http://www.fujaba.de). This system consists of 186 
classes.

 

•

 

System4

 

:

 

Wbemservices is a Java open source 
implementation of Web Based Enterprise Management 
(WBEM) for commercial and non commercial 
applications. It is compiled of API,

 

of servers, client 
applications and tools 

 

http://wbemservices.sourceforge.net/). It contains 463 
classes.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1:

 

Average values of cohesion.
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Systems Des. 
Stat

DCD DCDE DCI DCIE

Jiu1 Mean 0.16027 0.17384 0.1922 0.2178

Sdt.dev 0.13686 0.1378 0.1638 0.2178

Jiu2 Mean 0.2497 0.2635 0.3102 0.3350

Sdt.dev 0.16466 0.1714 0.2292 0.2246

Fujaba Mean 0.01597 0.05244 0.0207 0.0656

Sdt.dev 0.01479 0.05861 0.0201 0.0739

WBEM Mean 0.08138 0.2286 0.1013 0.2747

Sdt.dev 0.14164 0.2051 0.1678 0.2332

VII. RESULTS

We assessed cohesion values for the 4 chosen 
systems. Table 1 gives the mean values of the metric for 
the chosen system. The results that we have got for 
DCDE et DCIE show clearly that they find more pairs of 
connected methods than DCD et DCI did.



  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1:

 

Representation and comparison of the average 
values of selected systems

 

From the above figures we can come to a 
conclusion that DCDE and DCIE are able to find out 
many other details of attributes of classes which are not 
found by other metrics. Through this research we would 
like to prove the importance of new criteria. Hence we 
are not going to evaluate the cohesion values of the 
selected systems. From the above given statistics in 
table 1, it can be said that these systems don’t have 
cohesiveness.

 

VIII.

 

VALIDATION OF THE NEW 
CRITERION

 

The goal of this chapter is to check the effects of DCD 
and DCDE on one side and the effects of DCI and DCIE 
on the other. The goal of this comparison is to find out if 
there is any difference brought by the introduced new 
criteria. Through this we would like to prove that DCDE 
and DCIE are much preferable to DCD and DCI. 
Because DCDE and DCIE help to find out more pairs of 
related methods. To prove our above said assumption 
we have under taken one statistical test: the PAIRED t-
TEST [20]:

 

Let μ1 be the mean value of DCDE (or DCIE) and μ2 be 
the mean value of DCD (or DCI).

 

Below we give two statistical hypotheses :

 

• H0 : μ1= μ2 The metrics are equivalent.

 

• H1 : μ1> μ2 DCDE (or DCIE) is more significant than 
DCD (or DCI).

 

Let Diff be the value of (μ1-

 

μ2). The above test is 
equivalent to:

 

• H0 : Diff = 0.

 

• H1 : Diff >0.

 

The test statistic is: Z =d/ [Sd / sqrt(N)]

 

With d : the mean value of sample Diff

 

Sd : the standard deviation of sample Diff and

 

N : the number of classes in sample Diff.

 

Tables 2 and 3 present respectively the 
comparison between DCD and DCDE on one side and 
DCI and DCIE on the other.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2 :

 

Comparison between DCD and DCDE

 

The methodology consists on comparing Z, for 
each system, to a value Zα

 

(the value of α

 

is 0.05). If the 
value of Z is higher than Zα, we do not agree with 
hypothesis H0 : Diff = 0 and accept H1 : Diff > 0. In this 
case, the statistical test is significant and we can 
conclude that metric DCDE (or DCIE) is preferable than 
metric DCD (or DCI). This means that the added 
criterion is significant and allows capturing an additional 
aspect of classes’ properties. We have taken data on 
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Systems Des. 
Stat

DCD DCDE Diff Z Zα

Jiu1 Mean 0.16027 0.17384 0.01356 1.799 1.645

Sdt 
.dev

0.13686 0.1378 0.01685

Jiu2 Mean 0.2497 0.2635 0.0228 2.4635 1.645

Sdt 
.dev

0.16466 0.1714 0.0207

Fujaba Mean 0.01597 0.05244 0.03646 2.6547 1.645

Sdt 
.dev

0.01479 0.05861 0.05663

WBEM Mean 0.08138 0.2286 0.1472 4.7917 1.645

Sdt 
.dev

0.14164 0.2051 0.1869

the metrics from the selected systems and estimated 
Diff and Z for these systems. These observations are 
given in tables 2 and 3.

Systems Des. DCI DCIE Diff Z Zα

Jiu1 Mean 0.1922 0.2178 0.0255 1.620 1.645

Sdt .dev 0.1638 0.2178 0.0352

Jiu2 Mean 0.3102 0.3350 0.02485 1.5498 1.645

Sdt .dev 0.2292 0.2246 0.0358

Fujaba Mean 0.0207 0.0656 0.0448 2.6494 1.645

Sdt .dev 0.0201 0.0739 0.0697

WBEM Mean 0.1013 0.2747 0.1734 5.7969 1.645

Sdt .dev 0.1678 0.2332 0.1819

 Stat

Table 3 : Comparison between DCI and DCIE
They clearly show that, for the many tested 

systems Zα lower than Z. The systems for which Zα is 
higher than Z are the systems for which N is low. 
Through out the world, the results show that DCDE (or 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  

  

 

DCIE) is preferable than DCD (or DCI). This statistical 
validation shows the applicability of the new cohesion 
criterion for finding new pairs of connected methods. 
The results that we have got prove that the extended 
cohesion metrics, based on the newly introduced 
criteria, find more pairs of connected methods than 
metrics DCD and DCI.

 

IX.

 

THE RELATIONSHIP BETWEEN 
EXTENDED COHESION ASSESSMENT 

AND COUPLING

 

To validate our metrics we went for further 
experimentation. Software developers believe that 
cohesion and coupling are correlated. Though not 
proved it is said that coupling will be low when cohesion 
is high and vice versa [24, 28, 27]. Using our new 
criteria of cohesion we tried to know the facts about this 
belief. If the facts about this can be brought out, we can 
prove that new metrics on the new criteria is most 
successful way of assessment. Through these 
experiments we can bring out the relationship that the 
metrics can directly have with high level quality attributes 
like testability, changeability and maintainability. But this 
is a very beginning stage and no conclusions can be 
brought. We need more research to confirm the above 
relationship.

 

An empirical study

 

The experiment we performed considered six 
systems that vary in size (number of classes) and 
domain. The selected systems are (more than 500 
classes):

 

• System 1 :

 

Gnujsp 1.0.1, GNUJSP is a free 
implementation of Java Server Pages of Sun 
(http://klomp.org/gnujsp). This system contains 56 
classes.

 

• System 2 :

 

JIU 0.12, JIU (Java Imaging Utilities) is a 
library in Java for loading, editing, analyzing and saving 
pixels in image files (http://sourceforge.net/projects/jiu). 
This system has 77 classes.

 

• System 3 :

 

fujabaUml.4, FujabaUML is a software 
development tool allowing the easy extension of UML 
and Java development with the use of plug-ins 
(http://www.fujaba.de). This system contains 60 classes.

 

• System 4 :

 

jexcelapi 2.6, JExcelApi is a Java library 
that grants the possibility of reading, writing and 
modifying Microsoft Excel Worksheets 
(http://sourceforge.net/projects/jexcelapi). It contains 
110 classes.

 

• System 5 :

 

moneyjar 0.8, Moneyjar is a Java library for 
financial applications. It simplifies treasury management, 
currency exchange, tax calculations and invoice 
management (http://sourceforge.net/projects/moneyjar). 
It contains 20 classes.

 

• System 6 :

 

wbemservices 1.0.0, Wbemservices is an 
open source Java implementation of Web Based 
Enterprise Management (WBEM) for commercial and 
non commercial applications. It is a project composed 

of APIs, of servers, of client applications and of tools 
(http://wbemservices.sourceforge.net/). This system 
contains 180 classes.

 

Experimental Process: First phase

 

We started our experiment to find out the 
relationship between cohesion and coupling. Of all the 
selective

 

systems six were chosen and taken for the 
experiments. From these data is collected about the four 
cohesion metrics and also about the CBO metrics. The 
study conducted with this data proves that there is a 
definite correlation between cohesion and coupling. 
Here after it is not a belief but fact that when cohesion is 
high coupling will be low and inverse is also true.

 

Experimental Process: Second phase

 

In this second step we would like to explain how 
we have

 

come to the above conclusion. From the 
following results we can prove the hypothesis that there 
exists a relationship between coupling and cohesion. To 
prove the above four cohesion metrics: DCI, DCD, 
DCDE and DCIE and for coupling CBO metric are 
undertaken. As a first step data on the selected metrics 
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from each of the considered systems is collected. Later 
to find out the relationship Spearman coefficient was 
used. This experiment is important because it proves the 
above said belief. This test is well suited since the 
dependence seems to be non linear as stated to the 
previous graphs. Studies of the data sets are done by 
calculating the Spearman dependence coefficients for 
each pair of metrics (a metric of cohesion, CBO). The 
Spearman statistic is based on ranks of the 
observations. The value of the Spearman statistic is a 
number between -1 and 1, -1 being a perfect negative 
dependence and +1 a perfect positive dependence.
Results

X. REGRESSION STUDY

Main aim of this study is to find out if there is 
any linear connection between cohesion metrics and 
coupling. For this a regression study was done between 
coupling and under different cohesion metrics. As a first 
step cohesion metric connected to the retained 
coupling.

Later a regression evaluation between two 
variables was done. Below are some terms utilized in 
this section of the paper.
• Regression model: It is the regression model used. 

DCDE, DCIE, DCD, DCI are the variables which are 
not dependent and coupling metric CBO is not 
independent

• Dependant variable: A random variable to predict;
• Independent variable: A predictive variable;
• R

2

(r-square): The percentage of change in the 
dependent variable described by the independent 
variables in the regression model for the given 
example of the population. 



 

 
 

   

 

 

 
 

 
  
  
 

 
 

 
 

 
 

 
 

 
 

 

To analyze some other variant of this 
relatedness between the metrics of cohesion and the 
coupling metric, the logarithm of the coupling value was 
explained. To get this value a regression between this 
logarithm and the cohesion is undertaken. The out come 
of the above is given in table 5.

 

For this first experiment we have utilized R2 
statistic through this we have tried to find out the areas 
that connect coupling and cohesion. To find out this, 
values of system JIU are used. For this DCDE and DCIE 
values are 0.0228 and 0.0267 respectively. These values 
present the variance of coupling brought in by the 
cohesion metrics, which can be said as 2.28% and 
2.67% in percentages.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 4 :

 

Values of R2

 

in the different systems.

 

Concerning table 5, for the above said JIU 
system, values 0.0341 and 0.0430, respectively for 
cohesion metrics DCDE and DCIE, present the 
percentages of the logarithm

 

of the variance described 

by the cohesion metrics. Hence, 3.41% and 4.3% of the 
logarithm of variance is described respectively by 
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Jo

ur
na

l 
of

R
es
ea

rc
he

s 
in
 E

ng
in
ee

ri
ng

  
  

  
V
ol
um

e 
 X

I 
 I
ss
ue

 V
II
  

V
er

si
on

 I
 

  
  

  
  

  
  
  

  
  

24

G
l o
ba

l 
 

  
 

 I
 )

20
11

D
ec

em
b e

r
(

Cohesion Metric and Its Relation with Coupling: A Class Level Variable Assessment Approach

System Cohesion Metric R2 vs Coupling

FujabaUml DCDE 0.0118

DCIE 0.0081

DCD 0.0081

DCI 0.0054

Gnujsp DCDE 0.2835

DCIE 0.2676

DCD 0.4657

DCI 0.4506

JIU DCDE 0.0228

DCIE 0.0267

DCD 0.0186

DCI 0.0221

Moneyjar DCDE 0.0226

DCIE 0.0237

DCD 0.032

DCI 0.0331

• Population : The group of classes that are chosen 
into consideration at the experiment level; 

• Adjusted R-square: The percentage of change in 
the dependent variable described by the 
independent variables in a regression model of the 
population;

• Sum of squares of regression: The variance of the 
dependent variable described by the regression 
model;

• Sum of squares of residual: The change is not 
described by the dependent variable;

• Mean squares of residual: Total of squared residues 
divised by the number of freedom degrees of the 
residues;

cohesion metrics DCDE and DCIE. Given the obtained 
values in this test and observing the noted observations 
in previous part (the relationship seems to be non 
linear), we undertook a second experiment utilizing the 
Spearman correlation.

System Cohesion Metric R2 vs logCoupling

FujabaUml DCDE 0.0118

DCIE 0.0081

DCD 0.0081

DCI 0.0054

Gnujsp DCDE 0.2835

DCIE 0.2676

DCD 0.4657

DCI 0.4506

JIU DCDE 0.0228

DCIE 0.0267

DCD 0.0186

DCI 0.0221

Moneyjar DCDE 0.0226

DCIE 0.0237

DCD 0.032

DCI 0.0331

Table 5 : R2 obtained with the log of a coupling value

Spearman Correlation study (rank statistic)
Further, we calculated the correlation degree 

(according to Spearman) between the cohesion metrics 
and coupling in the chosen systems. Table 6 gives the 
results that we have got.

The aim of this research was to identify a 
correlation (negative) between the cohesion metrics and 
coupling metric we have chosen. This tests main goal is 
to find out if the connectedness is significatively lower 
than 0 (in the statistical sense) for a negative 
dependence. A statistical research was conducted. The 
statistical research must then be correlated to a Student 
variable computed with n-2 freedom degrees, and 
where n is the size of the example. The P-value shows 
the probability of getting such a value under the null 
hypothesis of absence of dependence. In general, if P-
value < 0.05 (error margin), we come to a conclusion 
that a negative dependence is significant. Hence, for the 
group of tested systems and from the values of table 6, 
only the moneyjar system has P-values > 0.05 for all 
combinations (cohesion metric – coupling metric). We 
examine values of 0.48996, 0.46740, 0.4649, and 
0.442451 for, respectively, cohesion metrics DCIE, 
DCDE, DCI, DCD correlated to the coupling metric CBO. 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   

 

 

 

 

  

For the remaining chosen systems, the P-values are all 
< 0.05 for the whole group of combinations (cohesion 
metric –

 

coupling metric). As per table 6, all systems 
show a significant negative dependence between 
cohesion and coupling. But this is not possible with 
moneyjar system. The reason behind this exception is 
that this particular system has got less number of 
classes [20] than the other systems. Hence we can 
come to a conclusion that to observe significant 
negative dependency is better to select systems with 
high number of classes. From the above results, it can 
be said that there is a correlation between cohesion 
metric and coupling metric.

 

Other than this it is also observed that if the 
number of classes are high in a system then the 
dependency level between cohesion and coupling (Non 
linear dependency relations) can be confirmed easily. 
Different kind of systems were selected to prove the 
correlation between cohesion and coupling and is 
proved. But there are many other kind of systems on 
which it is not tested. Hence it is better to prove the 
same on other systems also before we give any global 
declaration.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 6 :  Results of the Spearman rank statistic 
method  
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XI. CONCLUSION

With the help of this research we introduced a 
new criterion and gave a better, revised definition of 
class cohesion [5, 6]. Common objects parameters are 
the new criteria which is introduced and also validated in 
this paper. This becomes the new way to measure class 
cohesion. We enhanced a cohesion measurement tool 
for Java programs to automate the calculation of the 
class cohesion metrics that we propose. Different kinds 
of systems were taken for the experiment to prove that 
the new criterion and the proposed metrics for class 
cohesion give the best assessment. These systems are 
very much different in size and domain. In this test many 
number of classes were analyzed. After all the 
experiments it was understood that the extended 
metrics with the help of new criterion is capable of 
finding out more pairs of connected methods. In 
addition to the above experiment one more was also 
conducted. It helped to validate our new metrics. This 
was helpful to prove the correlation between cohesion 
and coupling. To the second step we got a chance to 
observe several hundreds of classes. From this second 
test it was found in the selected systems that there 
exists a negative correlation between cohesion and 
coupling. More over through the results we could see 
that if the number of classes in a system is high then the 
dependency relation between cohesion and coupling 
can be confirmed easily.
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Abstract -
 
Data mining and classification systems utilize decision tree algorithms since they 

proffer rapid speediness, advanced exactness and also simple organization of those algorithms. 
An ideal decision can be built only when the appropriate attributes are chosen. This paper 
focuses on throwing light on choosing characteristics based on the theory of attribute support 
degree on account

 
of which a unique decision tree construction algorithm is proposed on the 

basis of rough set and granular computing theory. It is henceforth proved that the decision tree 
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Abstract  -  Data mining and classification systems utilize 
decision tree algorithms since they proffer rapid speediness, 
advanced exactness and also simple organization of those 
algorithms. An ideal decision can be built only when the 
appropriate attributes are chosen. This paper focuses on 
throwing light on choosing characteristics based on the theory 
of attribute support degree on account of which a unique 
decision tree construction algorithm is proposed on the basis 
of rough set and granular computing theory. It is henceforth 
proved that the decision tree proposed by the new approach 
yields far more better results in terms of precision and 
consistency as compared to the decision trees yielded by ID3, 
C4.5 and DTBAS.  
Keywords : rough set: decision tree: granular 
computing: attribute support degree: attribute selection  

I. INTRODUCTION 

ecision sets can be denoted using tree structures 
with the help of decision tree which is a unique, 
spontaneous, data illustration scheme and also a 

competent classifier. Quinlan et al[1] proposed ID3, 
decision tree algorithm and hence has been persistently 
augmented which have been advanced to C4.5 [2]. The 
preeminent attribute is chosen as the existing attribute 
which is then recursively inflates the decision tree 
branches unless and until the conditional statement is 
achieved, which ultimately makes use of top-down 
greedy algorithms. There are different classification 
schemes that can be achieved concerning different 
solutions which poses two issues [3] in decision tree 
construction. Choosing characteristics for crafting new 
branches in a tree is one issue while the other one is 
pruning which is all about omitting and decreasing the 
tree. DTBAS[10] considered the Assortment of attribute 
as main concern, which was refined and improved by 
considering assortment of continuous labels also that is 
discussed in this paper.  

Z. Pawlak et al[4] recommended rough set 
theory which is an expansion of set theory for studying 
intelligent systems which is followed up by inadequate 
and   partial   data    information.   There   is   a   thriving 
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submission of the rough set theory in the disciplines of 
data mining, pattern recognition, machine learning, 
decision analysis etc in recent times. Models are 
categorized into various resembling classes that houses 
imperceptible objects in terms of few attributes. Issues 
pertaining to feature selection, data reduction and 
pattern extraction can be amicably taken care of such 
that it can liberate the system of redundant data in 
systems containing null values or missing data.  

Lin et al[5] proposed the expression of Granular 
Computing which spans itself covering all aspects of 
concerning theories, tactics, practices and means 
essential in solving a problem that makes use of 
granules. Granular Computing has witnessed vast 
inputs from different practices such as fuzzy sets, rough 
sets, shadowed sets, probabilistic sets etc.  

A crucial step that needs to be taken care of 
while building a decision tree is choosing characteristics 
of nodes of a tree that houses minimum number of 
branches. Decision tree based on continuous label 
support degree (DTBLSD) algorithm is introduced which 
is considered as a splitting criterion on account of rough 
set theory and granular computing. Trial results have 
approved the usage of DTBLSD algorithm that assures 
and provides uncomplicated structures and superior 
categorization accuracy.  

The rest of the paper is organized as follows: 
Section 2 discusses concepts relevant to rough set 
theory and granular computing. Section 3 gives a basic 
introduction to our new method and presents a simple 
example. Experimental comparison of the proposed 
method with 103 and C4.S is given in section 4. The final 
section concludes the research work of this paper.  

II. BASIC CONCEPT 

Few fundamental concepts of rough set theory 
[6, 7] and granular computing[8] are first initiated for 
ease of demonstration.  

Definition 1 (Information System) : An information 
system can be labeled as                           wherein U is a 
finite set of object known as the universe;               , 
which is a non-vacant finite group of attributes; C and D 
depict set of condition and decision attributes 
respectively     as     also                                       , which says 
that       

  
is

    
a

    
value

   
set

    
of

    
the

   
attribute

   
a

   
and                       

D 
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                           is known as the information function 
also   known   as    total   decision   function,  such   that                                        
                      , for every              . 

Definition 2 ( Lower and Upper Approximation of Sets, 
Boundary of                        Let                         be an 
information system, and let            and              . X can 
be estimated using information present in R by building 
lower

   
and 

  
upper 

 
estimate           

   
and                  and 

 

                    known as boundary of X. We can now 

designate             , and                     as follows.  

 

 

 

 

 

 

 

Definition 

  

3   

 

(     Indiscernibility       Relation     )   

   

Let 

  

                               be an information system and subset

 

               

 

be known as the indiscernibility relation, 
indicated by IND(P), that can be termed as 

 

 

 

 

 

Where IND(P)

 

is an equivalence relationship 
that separates U into equivalence classes labeled as 

 

          , which contains group of 

 

objects

  

that

  

is

 

 

unobvious concerning A.

 

 

Definition 4

 

(Granular Degree) suppose                         is 
a repository.                        is equivalence relations in 
the universe U known as knowledge.           depicts 
Granular degree of knowledge R. Its definition is as 
follows: 

 

 

 

 

 

Where       

 

is the cardinal number of                  .

 

When in an equivalence relation R, the granular 

degree of R reaches the minimum size                         

 

; 
When R is a domain relation, the granular degree of R 
attains the maximum size 

 

Definition 5

 

:

 

Assume

   

R 

  

is 

  

knowledge

   

of 

  

repository         

 

                                                                    ,

 

the granular 
degree of basic knowledge is defined as 

 

 

 

 

 

 

III.

 

PROPOSED ALGORITHM 

 

This section aims at familiarizing the algorithm 
of building a decision tree on the basis of attribute 
support degree. 

 

a)

 

The Principle of Label and Attribute Selection 

 

The label that represents least average 
uncertainty is supposed to be chosen as the 
test label and then choose attribute with less 
uncertainty as test attribute from the class 
represented by the selected label, which 
because it makes apt decisions when 
compared to existing test attribute selection in 
different decision tree algorithms. 

 

Definition 6

 

:

 

(Label support Degree) let Label 
representing the group of attributes here is total number 
of attributes grouped under label .Then average 
uncertainty represented by label can measure as 

 

 

 

 

 

Here            

 

represents average uncertainty of label      

 

        

        

    

               Represents uncertainty of attribute    

   

of label 

 
 

Definition 

  

7

 

     (      Attribute         

 

Support       Degree

  

) 

  

Let                                            

 

be an information system      

 

       

 

is a label contains subset of attributes represented 
as                  . Attribute support degree can be denoted 
as follows based on the definitions mentioned above. 

 

 

 

                                                                                  

 

               

 

                                                                                      
Where                            denotes the cardinal number of

  

   

 

                                  .
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. Definition 5 states that whenever we get the 

relations among them, namely, when GD(R) is smaller, 
the distinguishable degree is stronger and S(Q,D) is 
greater, thereby Q is better sets of test attribute of D. On 
the contrary, the smaller S(Q,D) is, the worse we get Q 
as sets of test attribute of D. 

b) The Description of DTBLSD 
The basic notion of DTBLSD expresses the 

point that whenever label support degree with 
association of label level attribute support degree is 
made use of as a customary for choosing a test attribute 
concerning every node in the decision tree. The attribute 
reduction set assists in selecting a condition attribute 
that possesses the highest degree of label level attribute 
which can be put to use at the root of the decision tree. 
There will be a testing of the remaining condition 
attributes on each and every branch of the root node 

S (Q,D)
D  using  Q can be estimated with the help of a measure 



 

 
 

  

 

addition of new sub-trees to every division until the leaf 
is reached. 

 

According to the above idea, using the S(Q,D) 
as the splitting criterion, we propose our algorithm 
DTBLSD. Current sample set is depicted by T, set of 
labels depicted by L, condition attribute set of a label is 
depicted   by   the         .            depicts  the   number  of 
attributes in the condition attribute set of label    . All 
attributes of the condition attribute set

 

are discrete and 
continuous values are discretized by continuous 
labeling. Following are the specific steps of the 
algorithm. 

 
 

Algorithm

 

: A decision tree is created by DTBLSD (T, 
attribute list) that using the given training data. 

 

Input

 

:

 

The training set samples, represented by discrete 
valued attributes; the set of condition attribute, attribute 
list. 

 

Output

 

: A decision tree. 

 

Step1

 

: create a node N; 

 

Step2

 

: if samples are all of the same class C, then 
return N as a leaf node labeled

 

with the class C; 

 

Step3

 

: if attribute list is empty, then return N as a leaf 
node labeled with the most common class in 
the samples; 

 

Step 4

 

: Select  a  label  

 

that represents average 
uncertainty is low.

 

Step5

 

: select  test  attribute  in       with the highest 
degree of attribute support; 

 

Step6

 

: label node N with test attribute; 

 

Step7

 

: for each known value aj of test attribute, grow a 
branch from node N according to the condition 
test attribute= aj; 

 

Step8

 

: let Sj be the set of samples in samples for

 

which 
test attribute= aj; 

 

Step9

 

: if Sj is empty, then attach a leaf labeled with the 
most common class in samples; 

 

Step10

 

: else   attach  

 

the

   

node 

 

returned 

 

by . 

 

The top-down recursive divide and conquer 
approach for construction of a decision tree wherein the 
recursion related division takes place only when any one 
criterion mentioned below is gratified. A common class 
contains : 

 

1.

 

AII specimens for a specific branch which restores 
a leaf that is termed with the concerned class. 
Here, a large case of voting is provisioned to 
change the present working node into a leaf that 
is termed with the concerned class that in in 
demand from amongst various specimens. 

 

2.

 

In addition, there are no more specimen test 
attributes and the class division specimens can 
be placed wherein a leaf is generated and termed 
with the most featured class in specimens. 

 

IV.

 

EXPERIMENTS

 

a)

 

Example Analysis 

 

Table 1 showcases a data tuple training group 
originated from All Electronics customer records that are 
implemented using polic mentioned in reference (6). The 
first step is to estimate the degree of attribute support 
for each situational attribute or characteristic. 
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l

l

all

( , , _ )i alDTBLSD s l test attribute . 

( )

U

IND al
= { {l,2,8,9, 11 },{3,7,12,13},{ 4, 5, 6, 10, 

14}}; 

( )

U

IND az
= { {1, 2, 3, 13},{4, 8, 10, 11, 12, 14}, { 5, 

6, 7, 9}}; 

( 3)

U

IND a
= {{1, 2, 3, 4, 8, 12, 14}, {5, 6, 7, 9, 10, 11, 

13}}; 

( 4)

U

IND a
=  { {l,3,4,5,8,9,10,13},{2,6,7,11,12,14}}; 

( )

U

IND d
=  { {1 ,2,6,8,14 },{3,4,5,7,9, 10, 11,12, 

13}}; 

( , )

U

IND al D
= {{I, 2, 8},{3, 7, 12, 13},{4,S, 1 0},{6, 

14},{9, II}}; 

( , )

U

IND az d
= {{1, 2},{3, 13},{4, 10, 11, 12},{5, 7, 

9},{6},{8, 14}}; 

Decision Tree Construction: A Continues Label Support Degree Based Approach

( , )

U

IND az d
=  {{l, 2, 8, 14}, {3, 4, 12}, {5, 7, 9, 10, 

11, 13}, {6}}; 

and so, the algorithm persists in a recursive manner by 

( 4, )

U

IND a d
= {{1, 8}, {2, 6, 14}, {3, 4, 5, 9, 10, 13}, 

{7, 11, 12}}. 

1
1

1

| ( ) |
( , ) 0.636

( )

IND a d
S a d

IND a

∪
= =

2
2

2

3
3

3

4
4

4

| ( ) |
( , ) 0.559

( )

| ( ) |
( , ) 0.633

( )

| ( ) |
( , ) 0.580

( )

IND a d
S a d

IND a

IND a d
S a d

IND a

IND a d
S a d

IND a

∪
= =

∪
= =

∪
= =



 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Table

 

I

 

:

 

Training data tuple from the AIIElectronics customer database

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Notations used in example descriptions:

 

Age, Income, Student, Credit, Buy

     is selected as the min root of the decision 
tree  and  is  tagged  with  age   since                    

 

is the 
maximum extent of a degree from amongst all the 
condition attributes as also various number of divisions 
which are branched in reference to a range of different 
attributes. In case where age=1, all the specimens that 
are grouped into this should belong to the same class 
and hence a leaf should be generated at the end of 
every division and should be tagged with d=yes. The 
figure above depicts the final decision tree that is built 
by DTBLSD.

 

 

 

b)

 

Experimentl Comparison 

 
 

Experimental comparison of DTBLSD with 
respect to ID3[1], C4.5[2] and DTBAS[10] is discussed 
in this section. The real datasets that are used in this are 
approved from University of California, Irvine (UCI), and 
is known as the machine learning database repository 
where C++ design language is implemented to form 
the requisite algorithm. WEKA 3.7 is used for successful 
accomplishment of ID3[1] and C4.5[2] which is a 
compilation of machine learning algorithms used for 
data mining generated and procured by Frank that 
involved the 10 fold cross estimation to calculate 
classification authenticity. All experiments were 
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U age income student credit buy

1 <=30 high no fair No 

2 <=30 high no excellent No 

3 31<=age<=40 high no fair yes 

4 >40 medium no fair yes 

5 >40 low yes fair yes 

6 >40 low yes excellent No 

7 31<=age<=40 low yes excellent Yes 

8 <=30 medium no fair No 

9 <=30 low yes fair Yes 

10 >40 medium yes fair Yes 

11 <=30 medium yes excellent Yes 

12 31<=age<=40 medium no excellent Yes 

13 31<=age<=40 high yes fair Yes 

14 >40 medium no excellent No 

1a

1( , )S a d

Decision Tree Construction: A Continues Label Support Degree Based Approach

performed on a PC, Intel(R) Pentium(R) 4 CPU, 
2.93GHz, 512MB RAM. 

It has been observed from the analytical results 
that as compared to ID3, C 4.5 and DTBAS, our 
specified algorithm has better accuracy and lower 
computation cost. Listing of comparison report follows: 

Table II : Tabular representation of accuracy comparison 
between ID3, C4.5, DTBAS, DTBLSD


Dataset ID3 C4.5 

DTBA

S 

DTBLS

D 

ZOO 0.899 0.901 0.911 0.914 

Lymphograph

y 0.75 0.791 0.765 0.767 

Iris 0.932 0.936 0.943 0.947 

Monk 0.637 0.6 0.821 0.824 

Breas t cancer 0.9 0.9 0.912 0.916 

Sick 0.931 0.937 0.955 0.959 

(a) Line Chart of Comparison report 



 

 
 

 

 

 

 

 

 

 

 

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b)

 

Bar chart of comparison report

 
 

Fig 1: Accuracy comparison graphs

 

V.

 

CONCLUSION

 

The paper first focuses on explaining the basic 
notion of label support degree and attribute support 
degree [10] and selecting it as a basic decisive factor 
on the basis of degree of involvement between condition 
attribute and decision attribute accordingly where a 
unique decision algorithm tree based on continuous 
label support degree and label level attribute support 
degree (DTBLSD) is recommended. Accordingly a 
suitable methodology is devised which is flexible 
enough to accommodate and provides lower complexity 
and high level of accuracy as compared to other 
algorithm generating methods. A disadvantage 
identified in [10] is issues pertaining to adjustment with 
adaptability of samples, which has been overcome 
successfully in our model. 
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WiMAX is one of the latest techniques for providing Broadband Wireless Access in 

metropolitan area. Phenomenal growth in the demand for higher bandwidth increases the 
importance of subcarrier allocation. WiMAX uses OFDMA techniques based on multiuser 
diversity such as Adaptive Modulation Coding. Resource Allocation Algorithm improves 
performance based on user channel condition. Fair Allocation Algorithm maximizes the minimum 
data rate and allocates equal bandwidth to all users. However this allocation reduces the 
bandwidth efficiency of the system. In order to overcome this drawback Heuristics allocation 
such as Proportional Allocation and Equal Capacity Increment are proposed. To improve their 
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Equal capacity increment algorithms) is proposed. The other objective is to share better trade off 
between bandwidth efficiency and fairness. Performance has been compared on the basis of bit 
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C-Proeq Algorithm for Subcarrier Allocation for 
Wimax  

V. Pradeep Sunderα, M. ArunΩ

 

Abstract -  WiMAX is one of the latest techniques for providing 
Broadband Wireless Access in metropolitan area. Phenomenal 
growth in the demand for higher bandwidth increases the 
importance of subcarrier allocation. WiMAX uses OFDMA 
techniques based on multiuser diversity such as Adaptive 
Modulation Coding.  Resource Allocation Algorithm improves 
performance based on user channel condition. Fair Allocation 
Algorithm maximizes the minimum data rate and allocates 
equal bandwidth to all users. However this allocation reduces 
the bandwidth efficiency of the system. In order to overcome 
this drawback Heuristics allocation such as Proportional 
Allocation and Equal Capacity Increment are proposed. To 
improve their performance, both allocations are combined and 
C-Proeq (Combination of Proportional and Equal capacity 
increment algorithms) is proposed.  The other objective is to 
share better trade off between bandwidth efficiency and 
fairness. Performance has been compared on the basis of bit 
error rate with respect to signal to noise ratio and various user 
distances from base station. 
Keywords :  Adaptive Modulation Coding, Subcarrier 
allocation, WiMAX. OFDMA. 

I. INTRODUCTION 

he consumer demand in multimedia applications 
for high data rate services, has led to grow the 
expansion of wireless communication systems. 

Major companies such as Intel and Motorola are 
promoting the WiMAX interfaces. Deregulation of the 
telecom industry and rapid growth of the internet, 
evaluated in favour of WiMAX. According to WiMAX 
forum, Physical represents Broadband Wireless Access 
Techniques. WiMAX operates in both LOS and NLOS 
operation such as 10-66 GHz and 2-11 GHz. Multipath 
fading occurs mostly in NLOS operation region, since 
each frequency arrives at the receiving point via a 
different radio path. This can be reduced by increasing 
delay spread. Frequency selective fading can also be 
equalized or reduced at the subcarrier level.  

Inter Symbol Interference is reduced by cyclic 
prefix and longer symbol period.  Fading can be 
completely removed using diversity techniques where 
multiple antennas are connected at transmitter and 
receiver ends. This paper deals with Multiuser Diversity 
such   as   Adaptive   Modulation   Coding   for   OFDMA  
 
 
Author α : Assistant Professor/ ECE, 
Author Ω :  Associate Professor / ECE,  
Sri Krishna College of Engineering and Technology.  
Coimbatore-641 008.  
( Ph.No : 9487974733. E-mail : pradeepvsunder@gmail.com) 

(Wiesbeck, 2004), where different constellations are 
being used. 

According to the IEEE 802.16 standard OFDM 
is to divide the available higher data rate into several low 
parallel data rate and these low data rate are mapped to 
individual subcarrier and being modulated. Orthogonal 
Frequency Division Multiplexing Access (OFDMA) uses 
multiuser diversity for adjacent subcarriers. Symbols are 
allocated to different users based on different data rate 
and channel condition. In OFDMA (Pinola, 2005), these 
subcarriers are divided to smaller group of subcarrier 
called sub channel. 

Scheduling (Marco Cecchi, Romano Fantacci 
and Daniele Tarchi, 2008) of the multimedia traffic has 
become recent trend for research community. In this 
paper various adaptive modulation schemes are being 
identified and adapted to improve the bandwidth 
efficiency of the system according to the various 
channel condition. 

To have more flexibility and higher efficiency, 
adaptive OFDM schemes are adopted to maximize the 
system capacity and maintain the desired system 
performance in the inherent multi-carrier nature of 
OFDM allows the use of link adaptation techniques 
according to the narrow-band channel gains. 
Performance improvement (Alessandro Biagioni and 
Romano Fantacci, 2009) in Bit Error Rate and users 
various distances from base station has been simulated 
in this paper. Techniques for transmission which does 
not adapt for the transmission parameters to the fading 
channel are designed to maintain at acceptable 
performance under the worst-case channel conditions 
with a consequent of insufficient utilization of the 
available resources. Hence if the channels fade level is 
known at the transmitter then the Shannon capacity can 
be approached by matching transmission parameters to 
time-varying channel.  

To improve the performance of existing 
algorithms (Alessandro Biagioni and Romano Fantacci, 
2009), a combined proportional and equal capacity 
increment algorithm, C-Proeq, is proposed in this work.  

II. SYSTEM MODEL 

Our system uses Mobile WiMAX OFDMA-PHY 
where K users communicate with the base station using 
a group of subcarrier called as sub channel or slot. 
Each subcarrier as in (Marabissi,  Tarchi, Genovese, 
and  Fantacci,2007)is assigned power, user bit 

T 
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 modulation to QAM symbols. These symbols are 
combined using IFFT, then they are transmitted to time 
varying, frequency selective channel, with each user 
experiencing an independent channel. Important to 
know that Channel State Information (CSI) are known at 
the transmitter level so that transmitter can adapt to the 
time varying channel condition and attempts to use 
available resource in efficient way(Ian Wong and Brain 
Evans,2008).

 According to Mobile WiMAX, slot or sub channel 
is formed by group of adjacent subcarrier which is 
subdivided into 48 data subcarrier and 6 pilot subcarrier 
for a total of 54 sub carriers. This structure uses TDD 
hence uplink and downlink

 
is same. In this paper a bin is 

formed which has 6 subcarrier in which 5 data 
subcarrier and 1 pilot subcarrier. Total of 54 bits per 
channel transmitted, hence 6x54=324 bits are being 
transmitted. Fig 1 represents OFDMA sub channels.

 
 

 
Fig.1 : Subchannel Allocation in OFDMA 

 

Mobile WiMAX uses SOFDMA which scales FFT 
size to the channel bandwidth and also keeping 
frequency spacing constant 10.94 kHz. Sub carrier 
spacing is obtained by channel bandwidth multiplied by 
sampling rate where sampling rate is 28/25 i.e. 
10*(28/25)/1024=10.94 kHz. Frame duration is 8ms and 
1024FFT for 10 MHz channel bandwidth. Total OFDMA 
Symbol time is 102.8 ms, i.e. symbol time 91.4 + guard 
time.11.4.

 

TDD structure has guard time 5 µs for uplink 
and 5 µs for downlink. This structure is solution for data 
traffic such as IP based multi rate and multi-QoS 
services. 40 OFDM symbols for downlink sub frame and 
39 OFDM symbol for uplink .Total of 79 OFDMA 
symbols per frame.

 
 

a)

 

Adaptive Modulation Coding

 

Adaptive Modulation Coding chooses best 
modulation and channel coding schemes according to 
the propagation condition of radio link channel known at 
the transmitter end. In our paper channel degradation is 
due to path loss and multipath fading. Throughput 
maximization, Fig 2 is without any constraint of data 
reliability.

 

 
                               Fig.2

 
:
 
Example of Adaptive Modulation Coding

 
III.

 
RESOURCE ALLOCATION

 
In OFDMA system, resources are considered 

both in the low frequency and time dimension where 
different user can be assign sub carriers on a slot basis 
belonging to different frequencies or to different OFDM 
symbol times within the same frame. Hence, the 
available resources within the OFDMA frame form a grid 
of slots that are assigned to users according to suitable 
criteria. Subcarrier is divided into group of subcarrier 
called slots known as grid of frames.

 Resource Allocation is usually formulated by 
two ways 1.minimization of total transmitted power 
under the constraint of user data rate. 2. Maximization of 
total data

 
rate under the constraint of total transmitted 

power. Earlier Technique of Max Sum Rate or Greedy 
Optimization Algorithm is used to maximize the sum rate 
of the users with given power constraint.

 Pk,l denotes transmitted power in the subcarrier 
l. Signal to interference plus noise ratio for user k in 
subcarrier l

 
denotes as     SINR k, l , can be expressed 

as in eq(1)
 

 
𝑆𝐼𝑁𝑅𝑘,𝑙

  
=

𝑃𝑘,𝑙
  
ℎ𝑘,𝑙
2

∑ 𝑃𝑗,𝑙
  
ℎ
𝑘,𝑙

  
+

 
𝜎2

 
𝐵
𝐿

2𝐾
𝐽=1

  
𝐽=𝐾                  (1) 

 
Using Shannon capacity formula as the throughput 
measure, MSR algorithm maximizes the quantity by 
eq(2) 
 

𝑚𝑎𝑥𝑃𝑘,𝑙 ��𝐵
𝐿 
� log�1 + 𝑆𝐼𝑁𝑅𝑘,𝑙�                       (2)

𝐿

𝑙=1

𝐾

𝑘=1
 

                                         
With Total Power constraint is given by eq(3) 

��𝑃𝑘,𝑙
2

𝐿

𝑙=1

𝐾

𝑘=1

≤ 𝑃𝑡𝑜𝑡                                                         (3) 
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The sum capacity is maximized if total 
throughput is maximized. Hence maximum sum 
capacity optimization problem can be decoupled into L 
simpler problem, one for each sub carrier. Further, 
capacity in subcarrier

 

l is denoted as Cl written as in 
eq(4)

 
 𝐶𝑙 = �𝑙𝑜𝑔

𝐾

𝑘=1

�1 +
𝑃𝑘,𝑙

𝑃𝑡𝑜𝑡,𝑙−𝑃𝑘,𝑙 + 𝐵
𝐿
�

                         

(4)

 

 
 

                                                        

 

a)

 

Fair Allocation

 

In Fair allocation a slot is assigned the user in 
order to maximize the minimum number of users with 
user capacity Ck. This can be obtained by searching

 

for 
each slot allocation matrix Xk that guarantees the 
minimum of Ck for k=1,2,....K. For example if 100 user 
are available then all available resources are allocated to 
them equally .The main drawback is more bandwidth is 
wasted for poor channel condition and Complexity. The 
fair allocation problem is formulated as follows as in eq 
(5),(6),(7)

 
 

argmax(min𝐶𝑆𝐿𝑂𝑇𝑘 )

                                       

(5)

 
                                                                                 

 
Subjected to

 
 

�𝑥𝑙,𝑗𝑘 = 1

                                                                    

(6)

 

�� 𝑥𝑖,𝑗𝑘
 

≥ 1
𝐵−1

𝑗=0

𝐴−1

𝑖=0                                                        
(7)

 

  
                                                                   

 
b)

 

Proportional Allocation

 
User with the best channel condition obtains 

lower number of resource with respect to the user with 
worst channel condition and hence channel capacity 
condition is not fully exploited. This is one of the 
drawbacks of Fair allocation this can be overcome by 
different allocation strategy by assuming the user with 
the best channel condition obtains larger amount of 
capacity. Being Maximum capacity is allocated to the 
each user given by (Keller and Hanzo, 2000), the slot 
allocation for the algorithm consideration searches for 
the capacity values for each user  

 
 𝐶1:𝐶2: … . . :𝐶𝐾

 

= 𝐶𝑚𝑎𝑥,1:𝐶𝑚𝑎𝑥,1:𝐶𝑚𝑎𝑥,2: … . :𝐶𝑚𝑎𝑥,𝐾

 
 Problem formulation i.e. maximization of 
ergodic rates is not instantaneous rate. This allocation is 
based on priority based allocation algorithm expressed 
as in eq (8),(9)&(10)

 
 argmax(min 𝐶𝑘

𝐶𝑚𝑎𝑥,𝑘
)                                   (8)

 

  

                                       

 

Subjected to

 
 

�𝑥𝑖,𝑗𝑘

𝑘=1

= 1

                                                                 

(9)

 

 

��𝑥𝑖,𝑗

 

𝑘 ≥ 1
𝐵−1

𝑗=0

𝐴−1

𝑖=0

                                                        

(10)

 

  

                                           

 

The main difference between fair and this 
allocation algorithm is that in this case the selected user 
is the one who has the minimum ratio between the 
actual capacity value and maximum obtainable capacity 
value. For the fair allocation case suboptimal allocation 
achieves result close to optimal solution with low 
complexity.

 

c)

 

Equal Capacity Increment Allocation

 

The equal increment of capacity for the entire 
user with respect to non adaptive strategy. For example 
100 user are active in a network under some 
circumstances 10 user became inactive then for these

 

user power is divided equally among them self. Thus 
bandwidth is not wasted. Slot is belonging to the 
different user can be distinguished only by the position 
in the time domain different channel condition has 
different frequency are averaged and the amount of 
capacity assigned to the Kth user results to be as in 
eq(11)

 
 

𝐶𝐾′ =
1
𝑘

 

𝐶𝑚𝑎𝑥,𝑘 =
1
𝑘

  

��𝐶𝑆𝐿𝑂𝑇𝑖,𝑗𝑘

                       

(11)
𝐵−1

𝑗=0

𝐴−1

𝑖=0

 

  

                                   

 

                            

 

This value is used to be estimation of capacity 
of non adaptive algorithm. Gk is the difference between 
assigned capacity assigned in eq (12) to the k-th user 
and C’K

 
 

𝐺𝑘 = 𝑅𝑘 − 𝐶𝐾′

                                                     

(12)

 
   

                           

 

Equal capacity increment allocation scheme is 
consider in maximizing the minimum Gk for all the users. 
It follows optimal slot allocation problem accordingly in 
eq(13),(14),(15)

 
 

argmax(min𝐺𝑘)=argmax(min(𝑅𝑘 − 𝐶𝑘′ ))         (13)

 
 

Subjected to

 
 

�𝑥𝑖,𝑗𝑘

𝑘=1

= 1

                                                                    

(14)
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��𝑥𝑖,𝑗𝑘 ≥ 1
𝐵−1

𝑗=0

𝐴−1

𝑖=0

(15)



 

                                                              

                                                        

 

d)

 

Combined Proportional And Equal Capacity 
Increment Algorithm (C-Proeq)

 

In this paper we combine proportional allocation 
algorithm with equal capacity increment allocation 
algorithm by allocating priority in adaptive manner. This 
allocation is done by BPSK modulation schemes. The 
computational complexity is low and suboptimal solution 
is obtained. The same equations are being carried for 
proportional and equal capacity increment.

 

IV.

 

SIMULATION RESULT AND 
DISSCUSION

 

In this section result of MATLAB simulation is 
presented and the system performance is assumed in 
carrying out our analysis.

 

Simulation results are based on

 

1.

 

OFDMA system based on 1024 FFT

 

2.

 

Channel bandwidth of 10Mz

 

3.

 

Rayleigh  channel fading is assumed

 

4.

 

No of active user is 20

 

5.

 

Radio carrier frequency Fc =3.5Ghz

 

6.

 

Guard band is 1/8 of OFDMA symbols duration

 

Neglecting path loss on the performance of 
consideration of allocation schemes when users are at 
the same distance from base station the total number of 
active user is 20 and

 

maximum throughput is achieved 
by adaptive modulation and coding. The path loss 
formula (Hata,1980) and (Okumura, Ohmori, and Fukua, 
1968) is given by eq(16)

 
 

PL =L+10

 

. 𝛾. 𝑙𝑜𝑔10 �
𝐷
𝐷0
� ,𝐷 > 𝐷0

                             

(16)

 

Where D is the distance between user and base station, 
Do is the reference base station (100 meters) γ

 

is the 
path loss exponent (set to 4.375 accordingly to an urban 
environment) and L

 

equal to

 

20 log10 (4πD0 )

 

is the path 
loss value at the reference distance (with respect to the 
wavelength

 

λ ) that, in this case, is equal to 83.32 dB. 
Cell radius of 10 km has been considered and the 
system provides SNR 7dB at the edge of the cell.

 
 

 

Fig.3 :

 

Simulation of SNR vs

 

BER

 

In figure3 the performance of the bit error rate 
vs. signal to noise ratio has almost same optimal 
solution when the path loss effect is removed.

 

Figure 4 shows the best performance of 
throughput up to 7 km for combination allocation .This 
shows more spectral efficient. Fair allocation produces 
constant throughput at any distance, resulting 
disadvantages for the user near to the base station 
(because it has lower throughput than combined 
allocation) and profitable for the user far from the Base 
station

 

Station.

 

Figure 5 represents users are at the same 
distance to the base station, fixed QAM modulation 
measures throughput with respect to distance. Hence 
adaptive allocation allows improving performance with 
respect to non adaptive allocation schemes.

 

 

Fig.4

 

:

 

Simulation of Distance vs Throughput
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Fig.5 : Simulation of 64 QAM Throughput vs Distance
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Fair
combination allocation

Figure 7 shows when the user are far from the 
base station throughput is high at the near end in 
combination allocation case as distance increases fair 
allocation regains throughput this is mainly due to the 
fact that fair allocation algorithm allocates subcarrier in 



 

 
   

the fair manner while the other combination allocation 
allocates in order to maximize the cell capacity by 
damaging far user.

 
 

 

Fig.6

 

:

 

Simulation of User Near to the BS

 

Figure 6 shows when user close to the base 
station the throughput is same (high) up to 3km after 
that throughput reduces as the distance proceeds.

 

 

Fig.7

 

:

 

Simulation of User Far to the Base Station

 

V.

 

CONCLUSION

 

The proposed C-Proeq resource allocation 
algorithm is proposed in adaptive manner for the 
different user based on the different channel condition. 
By combining the equal capacity and proportional fair 
allocation algorithms, better bandwidth efficiency of C-
Proeq algorithm is obtained and better trade-off 
between fair and bandwith efficiency is achieved. Thus 
the performance is compared with respect to bit error 
rate vs signal to noise ratio & user with different distance 
from base station.
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A Unified Field Approach on Fractional-Ordered 
Micropolar Thermoelasticity with Diffusion 

Soumen Shawα, Basudeb MukhopadhyayΩ
 

Abstract - The present paper is completely devoted on 
derivation of some basic fundamental relations in generalized 
thermodiffusive micropolar elasticity with fractional-ordered 
derivatives. The generalized heat conduction and mass 
diffusion equations have been modified by using fractional 
calculus. A variational principle is obtained and hence the 
uniqueness theorem for those equations has been proved.  
Keywords : Fractional calculus, Micropolar elasticity, 
Thermodiffusion, Variational principle, Uniqueness 
theorem. 

I. INTRODUCTION 

t is well established that the thermoelasticity theory is 
a fusion of the theory of heat conduction and the 
theory of elasticity. In classical theory of 

thermoelasticity there was a diffusive phenomenon on 
the heat propagation and thermal signals propagate 
with infinite speed. This physically unacceptable 
drawback of infinite speed of heat propagation was 
inherent in that theory. Modifying the Fourier’s law of 
heat conduction, Lord-Shulman [1] introduced one non-
classical theory of heat propagation with one relaxation 
time which can avoid that paradox. Green-Lindsay [2], in 
the year 1972, Proposed another one with two relaxation 
times. These non-classical theories are referred as 
generalized theory of thermoelasticity. Dhaliwal and 
Sherief [3] extended that generalized theory for 
anisotropic media. Later on, during the year 1991-1993 
Green and Naghdi [4, 5, 6] introduced a new theory of 
thermoelasticity and divide their theory into three parts, 
referred as types I, II and III. In an extensive review work 
on the development of generalized/ hyperbolic 
thermoelasticity till 1998 is available in the review article 
of Chandrasekharaiah [7].  

Diffusion can be defined as the random 
movement of the particles from the higher concentrated 
regions to the lower concentrated regions because of 
the non-zero concentration gradient which can be 
expressed in terms of changes of the concentration at 
that position. In recent past it has been observed that 
there are so many researchers are interested to study on 
this aspects due to a great application in geophysics 
and in industry e.g. so many oil companies are 
interested   in   the  thermodiffusion  process   for   more  
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efficient extraction of oil from the oil deposits.Diffusion is 
used to form base and emitter in bipolar transistors, 
form integrated resistors and used to introduce 
‘dopants’ in controlled amounts into the semiconductor 
substrate. The thermodiffusion in elastic solids is due to 
the coupling among the temperature, elastic strain and 
mass diffusion in addition with the exchange between 
heat and mass in the nature.  

In 1974, Nowacki [8-11] developed the theory of 
coupled thermoelastic diffusion. The generalized theory 
in thermoelastic diffusion was introduced by Sherief et 
al. [12] in 2004. Again, in the year 2005, Sherief et al. 
[13] studied a half space problem in the theory of 
generalized thermoelastic diffusion. The influence of 
diffusion on generalized thermoelastic problems of 
infinite body with a cylindrical cavity studied by Rong-
hou et al. [14]. Singh [15, 16] in his couple of papers 
discussed the reflection of waves from the free surface 
in generalized thermoelastic diffusion. In recent times 
Kumar and Kansal [17, 18] studied about the Rayleigh 
and Lamb wave propagation on free surface in 
transversely isotropic thermoelastic diffusion. Sharma et 
al. [19-20] studied on thermodiffusive surface wave 
propagation in heat conducting materials and Kumar et 
al. [21] discussed on the plane strain deformation in 
generalized thermoelastic diffusion in 2007-2008. 

The linear theory of micropolar thermoelasticity 
has been developed by extending the theory of 
micropolar elasticity including thermal effect by Eringen 
[22, 23] and Nowacki [24, 25]. Minagawa et al. [26] 
discussed the propagation of plane harmonic waves in 
a cubic micropolar medium. Kumar and Rani [27] 
studied time harmonic sources in a thermally 
conducting cubic crystal and Mechanical/ thermal 
sources in a micropolar thermoelastic medium with 
cubic symmetry by Kumar and Aliawalia [28]. In the year 
2006, Kumar and Aliawalia [29] studied on deformation 
due to time harmonic sources in micropolar 
thermoelastic medium with two relaxation times.  

Fractional calculus has been used successfully 
to modify many existing model of physical process. In 
the formulation of tautochrone problem, Abel applied 
fractional calculus to solve integral equation and that 
was first application of fractional derivatives. Using 
fractional derivatives, for the description of viscoelastic 
materials, Caputo [30], Caputo and Mainardi [31] found 
an agreement between the experimental results with 
theoretical one. Recently, Sherief et al. [32] introduced 

I 
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A Unified Field Approach on Fractional-Ordered Micropolar Thermoelasticity with Diffusion

the fractional ordered thermoelasticity by using Caputo’s 
[30] Phenomenon. 

In the present investigation we are concerned 
about the interaction between thermoelastic diffusion 
with micropolar-elasticity by using fractional derivatives. 

Nomenclature:
:U Internal energy per unit mass, K : Kinetic energy per 

unit mass, L : Power of external force, Q : Heat 
absorbed by the material body, W: Quantity of heat 
generated in unit time in unit volume, :q Heat flux 

vector, :F


External body force, :l


Body Couple, :lσ
Microstretch rotatory inertia, :ρ Constant mass density 

of the medium, :u Displacement vector, :ξ


Micro-

displacement vector, :φ


Microrotation vector, :j
Microinertia, :n Outward drawn normal vector, :ijt Stress 

tensor, :ijm Coupled stress tensor, :ijε Micropolar strain 

tensor, ii φυ : , time rate change of microrotation 

component, j,i: φγ ij , microrotation tensor, :η


Flow of 

diffusion mass vector, :T Absolute temperature, :S
Entropy per unit mass, :P Chemical potential per unit 
mass, :C Concentration, :,µλ Lame’ constants, 

:,,, κγβα Micropolar elastic constants,

( ) tακµλβ ++= 231 , ( ) cακµλβ ++= 232 , :tα
Coefficient of linear thermal expansion, :cα Coefficient 

of linear diffusion expansion, :EC Specific heat at 
constant strain, :a Measure of thermodiffusion effects,

:b Measure of thermodiffusive effects, :υ Thermal 
relaxation time, :τ Diffusion relaxation time, :D
Thermoelastic diffusion constant, :K Coefficient of 
thermal conductivity, :ijkε Permutation tensor, :ijδ
Kronecker delta.

II. FUNDAMENTAL EQUATIONS

The Riemann-Liouville fractional integral is introduced as a natural generalization of the convolution type 
integral [33, 34, 35, 36, 37],

( ) ( ) ( ) ( )∫ −−
Γ

=
t

dfttfI
0

11 τττ
α

αα ,   ( )0>α     (2.1)

The Laplace transform for this fractional integral is defined by,

( )[ ] ( )[ ]tfL
s

tfIL α
α 1

= .                                        (2.2)

The Riemann-Liouville derivative of fractional of fractional order α is defined as the left-inverse of the 

fractional integral αI as

( ) ( ) ( ) ( ) ( )∫ −−− −
−Γ

==
t

n
n

n
nn

RL dft
dt
d

n
tfIDtfD

0

11 τττ
α

ααα

  

,   nn <<− α1                                                 (2.3)

and for Laplace transform, the initial values of the fractional integral ( )tfI n α− and its derivatives of order 

1,...,3,2,1 −= nk are required, where

( )[ ] ( )[ ] ( )∑
−

=

−−−−=
1

0

1 0
n

k

nkkn
RL fIDstfLstfDL ααα ,    nn <<− α1 .                                                                  (2.4)

An alternative definition of fractional derivative was proposed by Caputo [30] as,

( ) ( ) ( ) ( )∫ −−−
−Γ

=
t

n

n
n

C df
dt
dt

n
tfD

0

11 τττ
α

αα ,      nn <<− α1                                                                      (2.5)

and for the Laplace transform, this definition has an advantage, the initial values of ( )tf and its integer derivatives 

of order 1,...,3,2,1 −= nk are required unlike the fractional ordered derivatives given by the equation (2.3), so that

( )[ ] ( )[ ] ( ) ( )∑
−

=

−−−=
1

0

1 0
n

k

kk
C fstfLstfDL ααα ,   nn <<− α1                                                                               (2.6)
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A Unified Field Approach on Fractional-Ordered Micropolar Thermoelasticity with Diffusion

Here we shall use the fractional derivatives of order ( ]1,0∈α , according to Caputo [30].
Let V be any arbitrary volume element of a material body bounded by the closed surface A. Now the first law 

of thermoelasticity, the law of conservation of energy for the volume element V can be written in the following form:

∫
Vdt

d ρ ( U +K ) = L +
dt
dQ

                            (2.7)

Here, 

L ( ) ( )∫∫ +++=
A

jijiiji
V

iiii dAnmutdVluF υυρ    (2.8)

∫∫ +−=
VA

i WdVdAniqQ                                         (2.9)

Now the equations of the motion are as follows:

iijji uFt ρρ =+,                                           (2.10)

llmnlmnkkl ltm ρσρε =++,                        (2.11)

where    nlmnklmlklk jj υυευσ += 

After using divergence theorem and the equations of motion (2.10), (2.11) we obtain from the equation (2.7), 

∫
Vdt

d ρ ( U +K ) = (∫ 


V dt
d ρ K ( ) dVqjmut jjljiklijkjijikijkjiji 




−++++ ,,,) υυυρευυε (2.12)

Now for micropolar thermoelastic solids, the deformations, micro-rotations and the changes of temperature 
are very small in natural state of the body, so a linear approximation is possible. For linear approximation we 
introduce, as was done by Eringen [23], the norm function of the array  

( )iiiuW ,,, ,,,, θθφφ


=

by  ( ) 2
1

WWW ⋅==ε   

and for some neighborhood of 0=ε , there exist positive constants k and n such that 

( ) .0,0, >>≤Ο nkk nn εε

Now, for linear (1st order) approximation equation (2.12) can be written in the following form:

Wqm iiijjiji +−+= ,jitU γερ                           (2.13)

Where, kijkjiji u φεε += ,                                       (2.14)  

                                                                                                                                                     
Now we consider the entropy balance law,

WPqST iiii ++−= ,, ηρ                                        (2.15)
                                              

The equation of conservation of mass:

Cii
−=,η                                                     (2.16)
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A Unified Field Approach on Fractional-Ordered Micropolar Thermoelasticity with Diffusion

where C is the concentration. 
Now using the equations (2.15) and (2.16), from the equation (2.13) we obtain,

PdCTdSdmdd ijjiji +++= ργερ jitU           (2.17)

For further proceedings, we introduce the helmholtz free energy function Ψ given by,

TS-U=Ψ                                       (2.18)

Now using the equation (2.17), the total differential of the function Ψ can be written as,

SdTPdCdmdtd ijjijiji ργερ −++=Ψ       (2.19)

Here the function Ψ and all other functions under consideration can be expressed in terms of the independent 
variables TCklkl ,,,γε . Now by chain rule we get,

dC
C

dT
T

ddd ij
ij

ji
ji ∂

Ψ∂
+

∂
Ψ∂

+
∂
Ψ∂

+
∂
Ψ∂

=Ψ ρργ
γ

ρε
ε

ρρ                                                 (2.20)

  Comparing the equations (2.19) and (2.20) we obtain,

ji
jit

ε
ρ
∂
Ψ∂

=                                                            (2.21) 

ij
jim

γ
ρ
∂
Ψ∂

=                                                           (2.22) 

C
P

∂
Ψ∂

= ρ                                                              (2.23)

θ∂
Ψ∂

−=
∂
Ψ∂

−=
T

S                                                (2.24)

Now expanding the function Ψ into the Taylor series in terms of independent variables about its natural 
state, we obtain,

                              (2.25).........
2
1

2

1

2

1

2
22

0
000

+++++

−++++−++++Ψ=Ψ

kljijiklijijijijklijijkl

jijijijilkjijilk
E

ijijjiji

CCdcB

CaCbaAbC
T

C
BCbAa

γεγθγγγ

θεθεεεθ
ρ

γεθρρ

where 00 , TTT −=θ is the temperature of the medium in natural state such that 1
0

<<
T
θ

.

In the natural state of the material body, we consider,

.0,0,0,0,0,0 ======Ψ ijijij Ct γεθ

and we obtain,

.0,0,0,0,0 000 =====Ψ ijji BbAa

Now equation (2.25) can be recast in following form keeping only second order terms,

θγγγθεθεεεθ
ρ

ρ ijijklijijkljijijijilkjijilk
E cBCaCbaAbC

T
C

++−++++−=Ψ
2
1

2
1

2
1

2
22

0

.kljijikl

ijij

C

Cd

γε

γ

+

+

                                                                                     (2.26)

© 2011 Global Journals Inc.  (US)



 
 
 

 

  

  

 
 

  

 

 

 .                                                   

 

                                                                              

 
 

  

 

                                                                                                              

 

  
 

  

 

 
 

  

 

 

  

 
 

© 2011 Global Journals Inc.  (US)

G
lo
b a

l 
Jo

ur
na

l 
of
 R

es
ea

rc
he

s 
in
 E

ng
in
ee

ri
ng

  
    
 

V
ol
um

e 
 X

I 
 I
ss
ue

 vvvvV
II
  

V
er
si
on

 I
 

  
  
  

  
  

  
  

  
  

43

(
I
)

  2
01

1
D
ec

em
b e

r

A Unified Field Approach on Fractional-Ordered Micropolar Thermoelasticity with Diffusion

Now from equations (2.21) – (2.24) and equation (2.26) we obtain,

lkijlkijijklijklij CCbaAt γθε +++=                   (2.27)

lkjiklijijklijklji CCdcBm εθγ +++=                  (2.28)

ijijjiji dabbCP γθε +−+=                               (2.29)

ijijjiji
E caCa

T
CS γεθ
ρ

ρ −+−=
0

                     (2.30)

Now, in isotropic solids, from the equation (2.26) it has been seen that, since free energy is a scalar 
quantity, each terms of right hand side of equation (2.26) are scalars and hence,

( ) jkiljlikklijijklA δµδδδκµδλδ +++= , jlikjkilklijijklB δγδδβδδαδ ++= , 0=ijklC ,                      

ijija δβ1−= , ijijb δβ 2−= , 0=ijc .

Diffusion is a random walk of the particles of the material body from higher concentrated regions to lower 
concentrated regions. Here ijd represents the coupling coefficients between ijγ and the concentration C of the 

body, in an isotropic solid the gradient of microrotation and the concentration are independent. So we take 0=ijd
in isotropic body. In addition, the material is called spin-isotropic if αβαβ δjj = .

Hence, in isotropic solids constitutive equations are,

( ) ijijjiijijkkij Ct δβθδβµεεκµδλε 21 −−+++=
                                                                                       

(2.31)

jiijijkkijm γγβγδαγ ++=                                                                                                                           (2.32)

θεβ abCP kk −−= 2                                                                                                                                     (2.33)

CaTTCST kkE 0010 ++= εβθρρ                                                                                                                    (2.34)  

Now, the linear equations of balance law are given by,

ααββα ρρ uFt =+,                                              (2.35)

αααββα φρρε jltm mnmn =++,                          (2.36)

The linearized form of heat conduction is,

WqST ii +−= ,
ρ                                                 (2.37)

and without contradiction with the second law of thermodynamics, we assume a generalized form of Fourier’s law of 
heat conduction equation as,

ii Kq
t ,01 θτ α

α

−=







∂
∂

+                                      (2.38)

where α   is a constant such that 10 ≤≤α .                                                  
Now using the equations (2.34) and (2.37), from the equation (2.38) we obtain,

t
C

t
aT

tt
T

tt
CK kk

kk
Eii ∂

∂








∂
∂

++
∂
∂









∂
∂

++
∂
∂









∂
∂

+= α

α

α

α

α

α

τε
ε

τβθτρθ 000010, 111 W
t 








∂
∂

+− α

α

τ 01      (2.39)  
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A Unified Field Approach on Fractional-Ordered Micropolar Thermoelasticity with Diffusion

We may consider the equation (2.39) is an extended version of fractional ordered heat conduction equation 
in isotropic, micropolar, thermodiffusive elastic solids.
Now we consider the equation of mass flux vector,

ii DP
t ,11 −=








∂
∂

+ ητ α

α

                                       (2.40)

Now using the equation (2.16) and (2.33), from the equation (2.40) we obtain,

t
C

t
DaDDbC iikkii ∂

∂








∂
∂

+++∇= α

α

τθεβ 1,
2

2, 1

        

(2.41)

This equation may be considered as the fractional ordered generalized mass diffusion equation in isotropic, 
micropolar elastic solids.

Special cases :
When 1→α , equations (2.39) and (2.41) reduces to

( ) ( ) W
t

CCaT
tt

TCK kkEii 







∂
∂

+−++







∂
∂

+
∂
∂

++= υυευβθυθρθ 102

2

01,
                                     (2.42)

C
tt

DaDDbC iikkii 







∂
∂

+
∂
∂

++∇= 2

2

,
2

2, τθεβ                                                                                       (2.43)

These are the generalized heat conduction and mass diffusion equations in isotropic, micropolar elastic solids.
Again, when 0,1 →→ κα equations (2.39), (2.41) transform to

( ) W
tt

C
t

aTu
t

T
tt

CK Eii 







∂
∂

+−
∂
∂









∂
∂

++⋅∇







∂
∂

++
∂
∂









∂
∂

+= υυυβθυρθ 1111 001,




                     
(2.44)

( )
t
C

t
DauDDbC iiii ∂

∂









∂
∂

+++⋅∇∇= τθβ 1,
2

2,


                                                                                    (2.45)

Equations (2.44) and (2.45) represent the heat conduction and mass diffusion equations for isotropic elastic solids, 
as was done by Sherief et al. [12].

III. A VARIATIONAL PRINCIPLE

The variational theorem in classical thermoelasticity first derived by Biot [38] and explained their applications 
by means of several examples. The variational theorem on classical thermoelastic diffusion was done by Sherief et 
al. [12]. In micropolar thermoelasticity the variational principle and uniqueness theorem was done by Eringen [22, 
23]. Recently, a variational principle of fractional order generalized thermoelasticity was done by Youssef and Al-
Lehaibi [39]. Now we shall present a compact derivation of a variational principle on fractional-ordered micropolar 
thermoelastic diffusion.
We consider,

W [ ]∫ +=
V

mnklklmnmnklklmn dVBA γγεε
2
1

,            (3.1)

where the integrand is homogeneous quadratic form of strain tensor and microrotation tensors.
Now we consider a virtual displacement i.e. for a neighboring state in which the displacement, strain tensor, 
microrotation tensors are changed by the quantities iuδ , ijδε , ijδγ respectively, we obtain,

δ W ( ) ( ) ( ) ( )[ ]∫ +++=
V

mnklklmnmnklklmnmnklklmnmnklklmn dVBBAA γγγδγδεεεδε
2
1

            (3.2) 
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A Unified Field Approach on Fractional-Ordered Micropolar Thermoelasticity with Diffusion

Now using the constitutive equations;

( ) ijijjiijijkkij Ct δβθδβµεεκµδλε 21 −−+++=                                                               (3.3)

jiijijkkijm γγβγδαγ ++=                                                                                                      (3.4)      
     
Taking into account the equations of motion;

ααββα ρρ uFt =+,                                             (3.5)

αααββα φρρε jltm mnmn =++,                          (3.6)

Corresponding boundary conditions;

jjii ntp =                                                                (3.7)

jjii nmm =                                                              (3.8)

and using divergence theorem, we obtain,

∫∫∫∫∫∫ −−+++
V

ii
V

ii
A

ii
V

ii
A

ii
V

ii dVjdVuudAmdVldAupdVuF φδφρδρδφδφρδδρ 

δ= W ∫∫ −−
V

kk
V

kk dVCdV δεβεδθβ 21                                                 (3.9)         

This is the first variational equation and it would be complete for uncoupled thermoelasticity if the 
temperatureθ and the concentration C in last two integrations of the right hand side of the equation (3.9) were 
known. Taking into account the coupling between the strain field, temperature and concentration it is observed that 
θ and C are unknown. Hence it is necessary to introduce other relations considering the phenomena of heat 
conduction as well as mass diffusion.

Now we introduce one vector H


as was done by Biot [40], related with entropy by,

iiHHdivS ,−=−=


ρ                                          (3.10)

Again we know the relations,

CaTTCST kkE 0010 ++= εβθρρ                       (3.11)

STq ii


0, ρ−=                                                          (3.12)

ii Kq
t ,01 θτ α

α

−=







∂
∂

+                                        (3.13)

Now using the equation (3.10), from the relations (3.11), (3.12) and (3.13) we obtain, 

aC
T
CH kk

E
ii ++=− εβθ

ρ
1

0
,                           (3.14)

ii HTq 
0=                                                             (3.15)

ii KH
tt

T ,1

1

00 θτ α

α

−=







∂
∂

+
∂
∂

+

+

                           (3.16)
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A Unified Field Approach on Fractional-Ordered Micropolar Thermoelasticity with Diffusion

Now multiplying both sides of equation (3.16) by iHδ and then integrating over the region V of the body we obtain,

∫ =















∂
∂

+
∂
∂

+ +

+

V
iii dVHH

ttK
T

01

1

0
0

, δτθ α

α

    (3.17)

Now, 

∫∫∫∫∫ +++=
VV

kk
V

E

A
ii

V
ii dVCadVdV

T
CdAHndVH δθδεθβθδθ
ρ

δθδθ 1
0

,                                     (3.18)

Using the equation (3.18), from the equation (3.17) we obtain,

∫∫∫∫ +++
VV

kk
V

E

A
ii dVCadVdV

T
CdAHn δθδεθβθδθ
ρ

δθ 1
0

01

1

0
0 =








∂
∂

+
∂
∂

+ ∫ +

+

dVHH
ttK

T
i

V
iδτ α

α

  (3.19)

                                                                        
Here we introduce heat potential function,

∫=
V

E dV
T
CIP 2

02
θ

ρ
                                             (3.20)

And    ∫=
V

E dV
T
CIP θδθ
ρ

δ
0

                             (3.21)

Again, the heat dissipation function ID , where

∫ 







∂
∂

+
∂
∂

= +

+

V
ii dVHH

ttK
T

ID δτδ α

α

1

1

0
0           (3.22)

Therefore, from equation (3.19) we obtain,

( ) 01 =++++ ∫∫∫
VV

kk
A

ii dVCadVIDIPdAHn δθδεθβδδθ                                      (3.23)

This is the second variational equation connected with heat conduction.
In order to obtain the variational equation connected with the process of thermodiffusion we introduce 

another vector as was done by Sherief et al [12] related with mass concentration by,

iiGGdivC ,−=−=


                                         (3.24)

Now from the relations,

θεβ abCP kk −−= 2 ,                                     (3.25)

Cii
−=,η                                                             (3.26)

                                                                   

ii DP
t ,11 −=








∂
∂

+ ητ α

α

                                      (3.27)

and using the equation (3.24) we obtain,

ii G=η                                                                 (3.28)

ii DPG
tt ,1

1

1 −=







∂
∂

+
∂
∂

+

+

α

α

τ                               (3.29)
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Now multiplying both sides of equation (3.29) by iGδ and then integrating over the region V we obtain,

∫ =















∂
∂

+
∂
∂

+ +

+

V
iii dVGG

ttD
P 01

1

1

1, δτ α

α

      (3.30)

Now, 

∫∫∫∫∫ −−+=
VV

kk
VA

ii
V

ii dVCadVCdVCCbdAGnPdVGP δθδεβδδδ 2,           (3.31)

Using the equation (3.31), from the equation (3.30) we obtain,

∫∫∫∫∫ =







∂
∂

+
∂
∂

+−+− +

+

V
ii

VVV
kk

A
ii dVGG

ttD
dVCadVCCbdVCdAGnP 01

1

1

12 δτδθδδεβδ α

α

     (3.32)

                                                               
                                                           

Now we define, the diffusion potential function,

∫=′
V

dVCbPI 2

2
                                               (3.33)

And   ∫=′
V

dVCCbPI δδ                                    (3.34)

Again, the diffusive dissipation function DI ′ , where

∫ 







∂
∂

+
∂
∂

=′ +

+

V
ii dVGG

ttD
DI δτδ α

α

1

1

1
1

            (3.35)

Therefore, from the equation (3.32) we obtain,

( ) 02 =′+′+−− ∫∫∫ DIPIdVCadVCdAGnP
VV

kk
A

ii δδθδεβδ                                    (3.36)

Equation (3.36) represents the third variational equation.

Now from the equations (3.9), (3.23) and (3.36) we obtain, 

[δ W ] ∫∫∫ −−=−′++′++
A

ii
A

ii
V

kk dAGnPdAHndVCDIIDPIIP δδθεβ 2

∫∫∫∫∫

∫
−−+++

+

V
ii

V
ii

A
ii

V
ii

A
ii

V
ii

dVjdVuudAmdVldAup

dVuF

φδφρδρφδφδρδ

δρ

         (3.37)

                                                                                                            

Now, dtuu ii =δ , dtθθδ = , dtHH ii
=δ , dtGG ii

=δ    etc.

Therefore, equation (3.37) reduces to,

[
dt
d

W +K ] ∫∫∫ +=+′++′++
V

ii
V

ii
V

dVldVuFdVP
b
aDIIDPIIP φρρθ       

                  

∫∫

∫∫

∂
∂

+
∂
∂

+

++

A

i

A

A
ii

A
ii

dA
n

PdA
nT

K

dAmdAup

ηθθ

φ

0



                        (3.38)

where the mass concentration C is written in terms of the chemical potential P .
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IV. UNIQUENESS THEOREM

Uniqueness theorem states that there is only one solution of the equations (2.25), (2.36) (2.39) and (2.41) 
subject to the boundary conditions;

jjii ntp = , jjii nmm = , ( )tx,1θθ = , ( ) 0,,,1 >∈= tAxtxPP

and initial conditions;

( ) ( )xuxu ii 00, = , ( ) ( )xuxu ii 00,  = , ( ) ( )xx ii 00, φφ = , ( ) ( )xx ii 00, φφ  = , ( ) ( )xx 00, θθ =

( ) ( )xPxP 00, = , ( ) ( )xPxP 00,  = , 0, =∈ tVx ,

where the body occupying the region V bounded by the surface .

Proof : We consider, if possible, there exist two sets of solutions ( )Pu ii ,,, θφ and ( )Pu ii ′′′′ ,,, θφ .

We take, iii uuu ′−=ˆ , iii φφφ ′−=ˆ , iii θθθ ′−=ˆ , PPP ′−=ˆ

Hence the solution ( )Pu ii
ˆ,ˆ,ˆ,ˆ θφ must satisfy the equations of motion, heat conduction equation and 

equation of mass diffusion with no body forces, body couples and without heat sources term i.e.,

αββα ρ ut =,                                                                                                                                                    (4.1)

ααββα φρε jtm mnmn =+,                                                                                                                                (4.2)

t
C

t
aT

tt
T

tt
CK kk

kk
Eii ∂

∂








∂
∂

++
∂
∂









∂
∂

++
∂
∂









∂
∂

+= α

α

α

α

α

α

τε
ε

τβθτρθ 000010, 111                                       (4.3)

t
C

t
DaDDbC iikkii ∂

∂








∂
∂

+++∇= α

α

τθεβ 1,
2

2, 1                                                                                        (4.4)

with homogeneous boundary and initial conditions.

Thus we arrive with a system for which the displacement iû , microrotation iφ̂ , temperature θ̂ and the 

chemical potential P̂ are vanishes inside the body initially and the surface traction ip̂ , surface couple im̂ , 

temperature θ̂ and the chemical potential P̂ are vanishes on surface A .

Hence, it is enough to prove that the measure of strain tensor, microrotation tensor, temperature and the 
chemical potential are vanishes inside the body.
Now from the equation (3.38) we obtain,

  [
dt
d

W+ K ] 0=+′++′++ ∫
V

dVP
b
aDIIDPIIP θ or,

[
dt
d

W+ K ]PIIP ′++ ∫∫ 







∂
∂

+−−=
V

ii
V

dVH
t

H
K
T

dVP
b
a 

α

α

τθ 0
0 1 011

1 ≤







∂
∂

+− ∫
V

ii dVG
t

G
D


α

α

τ (4.5)

                       
The integral in the left hand side of equation (4.5) is zero initially. On the other hand the inequality proves 

that the left hand side of the equation is either zero or decreases taking negative values. Since the integrand is a 
sum of squares and vanishes at 0=t , therefore, first possibility holds.
Hence, W + K 0=′++ PIIP ,

A
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therefore, ijij mt ˆ0ˆ == ,   0≥t .

Hence, 0ˆˆˆˆ ==== Pu ii θφ   for  0≥t .

This completes the proof of uniqueness theorem.
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growing. Usually, If datasets are large, the induced rules are large in volume. The density of the rule 
volume leads to the obtained knowledge hard to be understood and analyze. One better way of 
minimizing the rule set size is eliminating redundant rules from rule base. Many efforts have been made 
and various competent and excellent algorithms have been proposed. But all of these models relying 
either on closed itemset mining or expert’s evaluation. None of these models are proven best in all data 
set contexts. Closed itemset model is missing adaptability and expert’s evaluation process is resulting 
different significance for same rule under different expert’s view. To overcome these limits here we 
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Attribute Relational Analysis (ARA) For Coherent 
Association Rules: A Post Mining Process For 
Parallel Edge Projection And Pruning (PEPP) 

Based Sequence Graph Protrude Approach For 
Closed Itemset

Kalli Srinivasa Nageswara Prasadα, Prof. S. RamakrishnaΩ

Keywords : post mining, association rule mining, closed 
itemset, PEPP, Inference analysis, rule pruning.

I. INTRODUCTION

n general, association rules tend to deliver an efficient 
method of analysing binary or discretized data sets 
that are large in volume. One common practice is to 

determine relationships between binary variables in 
transaction databases, which is known as ‘market 
basket analyses. In the case of non-binary data, initially 
data being coded as binary and then association rules 
will be used to analyse. Association rules having their 
impact on analysing large binary datasets and 
considered as versatile approach for modern 
applications such as detection of bio-terrorist attacks [1] 
and the analysis of gene expression data [2], to the 
analysis of Irish third level education applications [4]. 

Author α : Research Scholar in Computer Science ,Sri Venkateswara 
University, Tirupati, Andhra Pradesh, India, Mobile: 9490171769
E-mail : kallisnprasad@gmail.com
Author Ω : Department of Computer Science, Sri Venkateswara 
University, Tirupati, Andhra Pradesh, India, Mobile: 944149572
E-mail : profsramakrishnasvu@gmail.com

The steps involved in a typical association rule analysis 
are "Coding of data as binary if data is not binary” -> 
“Rule generation” -> “Post-mining". This survey focused 
on post mining.  It was a century after the introduction of 
association rules (associations initially discussed in 
1902), it is still continuing that the absence of items from 
transactions is often ignored in analyses.

a) Association rule mining
Given a set I that is non-empty, a rule of 

association is a statement of the form X ⇒ Y, where X, Y 
⊂ I such that X ≠ ∅, Y ≠ ∅, and X ∩ Y = ∅. The dataset 
X is called the antecedent of the rule, the set Y is called 
the consequent of the rule, and we shall call I the master 
itemset. Association rules are generated over a large set 
of transactions, denoted by T. Xn association rule can 
be deemed interesting if the items involved occur 
together often and there are suggestions that one of the 
sets might in some cases lead to the presence of the
other set. Xn association rules are characterised as 
interesting, or not, based on mathematical notions 
called ‘support’, ‘confidence’ and ‘lift’. Although there 
are now a multitude of measures of interestingness 
available to the analyst, many of them are still based on 
these three functions.

In many applications, it is not only the presence 
of items in the antecedent and the consequent parts of 
an association rule that may be of interest. 
Consideration, in many cases, should be given to the 
relationship between the absence of items from the 
antecedent part and the presence or absence of items 
from the consequent part. Further, the presence of items 
in the antecedent part can be related to the absence of 
items from the consequent part; for example, a rule 
such as {margarine} ⇒ {not butter}, which might be 
referred to as a ‘replacement rule’. One way to 
incorporate the absence of items into the association 
rule mining paradigm is to consider rules of the form 
X⇒/ Y [20]. Another is to think in terms of negations. 
Suppose X ⊂ I , then write ¬X to denote the absence or 
negation of the item, or items, in X from a transaction. 

I
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Considering X as a binary {0, 1} variable, the presence 

Abstract - Association rules present one of the most 
impressive techniques for the analysis of attribute associations 
in a given dataset related to applications related to retail, 
bioinformatics, and sociology. In the area of data mining, the 
importance of the rule management in associating rule mining 
is rapidly growing. Usually, If datasets are large, the induced 
rules are large in volume. The density of the rule volume leads 
to the obtained knowledge hard to be understood and 
analyze. One better way of minimizing the rule set size is 
eliminating redundant rules from rule base. Many efforts have 
been made and various competent and excellent algorithms 
have been proposed. But all of these models relying either on 
closed itemset mining or expert’s evaluation. None of these 
models are proven best in all data set contexts. Closed 
itemset model is missing adaptability and expert’s evaluation 
process is resulting different significance for same rule under 
different expert’s view. To overcome these limits here we 
proposed a post mining process called ARA as an extension 
to our earlier proposed closed itemset mining algorithm called 
PEPP.
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of the items in X is equivalent to X = 1, while the 
negation ¬X is equivalent to XX`€=X`€0. The concept 
of considering association rules involving negations, or 
“negative implications”, is due to Silverstein et al [20].

b) Post Mining
Pruning rules and detection of rule 

interestingness are employed in the post-mining stage 
of the association rule mining paradigm. However, there 
are a host of other techniques used in the post-mining 
stage that do not naturally fall under either of these 
headings. Some such techniques are in the area of 
redundancy- removal. There are often a huge number of 
association rules to contend with in the post-mining 
stage and it can be very difficult for the user to identify 
which ones are interesting. Therefore, it is important to 
remove insignificant rules, prune redundancy and do 
further post-mining on the discovered rules [18, 11]. Liu 
et al [11] proposed a technique for pruning and 
summarising discovered association rules by first 
removing those insignificant associations and then 
forming direction-setting rules, which provide a sort of 
summary of the discovered association rules. Lent et 
al.[19] proposed clustering the discovered association 
rules.

c) Influences of Input formats
The input formats that influence the post mining 

methodologies are binary data, text data and streaming 
data. In association rule mining, much of recent 
research work has focused on the difficult problem of 
mining data streams such as click stream analysis, 
intrusion detection, and web-purchase recommendation 
systems. In the case of streaming data, it is not possible 
to perform mining on cached and fixed data records. 
The attempt of caching data leads to memory usage 
issues, and the attempt of mining static data leads to 
worst time complexity since continuous dataset update 
leads to continuous passes through dataset. From the 
data mining point of view, texts are complex data giving 
raise to interesting challenges. First, texts may be 
considered as weakly structured, compared with 
databases that rely on a predefined schema. Moreover, 
texts are written in natural language, carrying out implicit
knowledge, and ambiguities. Hence, the representation 
of the content of a text is often only partial and possibly 
noisy. One solution for handling a text or a collection of 
texts in a satisfying way is to take advantage of a 
knowledge model of the domain of the texts, for guiding 
the extraction of knowledge units from the texts. One of 
the obvious hot topics of data mining research in the 
last few years has been rule discovery from binary data. 
It concerns the discovery of set of attributes from large 
binary records such that these attributes are true within 
a same line often enough. It is then easy to derive rules 
that describe the data, the popular association rules 
though the interest of frequent sets goes further. 

Based on the proposals [14, 12, 10, 3] recently 
cited in literature and their motivations, it is observable 
that the process of rule pruning will opt to one of the two 
models.

1) Rule pruning under post mining process that 
demands domain experts observation

2) Rule pruning under post mining process that aims 
to avoid domain experts role in pruning process.

As in the first case rule pruning accuracy 
depends on domain expert’s awareness on attribute 
relations. In this case it is always obvious to prune the 
rules under reliable domain expert’s observation. In 
second case the models prune the rules based on 
dynamically determined attribute relations. This limits the 
solution to specific data models. Hence it is not 
adaptable for all contexts.

The Rest of the paper organized as; in section II 
we discussed the most frequently cited post mining 
models to improve rule accuracy. Section III briefs the 
post mining process [] that we opted. Section IV briefs 
the approach of closed itemset mining, and inference 
approach for itemset pruning.  Section V explores the
process of Attribute Relational weights analysis for rule 
pruning. Results discussion and comparative study will 
be in Section VI that fallowed by conclusion and 
references.

II. RELATED WORK

Huawen Liu, et al[14] proposed post 
processing approach for rule reduction using closed set 
to filter superfluous rules from knowledge base in a 
post-processing manner that can be well discovered by 
a closed set mining technique. Most of these methods 
are based on the rule structure analysis where the 
relations between the rules have been analysed using 
corresponding problem. This procedure claims to 
eliminate noise and redundant rules in order to provide 
users with compact and precise knowledge derived 
from databases by data mining method. Further, a fast 
rule reduction algorithm using closed set is introduced. 
Other endeavours have been attempted to prune the 
rule bases directly. The typical cases have been 
elaborated and illustrated by eminent people from all 
over.

Modest number of proposals is addressed on 
pre-pruning and post-pruning. In a line, the pruning 
operation occurs at the phase of generation of 
significant rules. To add to this, the post pruning 
technique mainly concerns primarily emphasises that 
pruning operation occurs after the rule generation, 
among which the rule cover is a representative case. To 
extract interesting rules, approri knowledge has also 
been taken into account in literatures and a template 

Attribute Relational Analysis (ARA) For Coherent Association Rules: A Post Mining Process For Parallel 
Edge Projection And Pruning (PEPP) Based Sequence Graph Protrude Approach For Closed Itemset

denotes which attributes should occur in the antecedent 
or the consequent part of the rule.
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An association rule is an implication expression 
illustrates a kind of association relation. A rule is said to 
be interesting or valid if its support and confidence are 
user specified minimum support and confidence 
thresholds respectively. The association rule primarily 
comprises two phases based on the identification of 
frequent item sets from the given data mining contexts. 
However, the problem of massive real world data 
transactions can be rounded off by adopting other 
alternatives, which in turn benefits in lossless 
representation of data. Theoretically, transaction 
database and relation database are two different inter-
transformable representations of data.

The production of association mining is a rule 
base with hundreds to millions of rules. In order to 
highlight the important and key ones, certain other rules 
are proposed which are Second –order rule which states 
that if the cover of the item set is known, then the 
corresponding relation can be easily derived. All the 
technical definitions given hence forth deal with the 
transaction of the data through item-sets in association 
mining. The equivalent property significantly states that 
rules and classes of the same hierarchical database 
support the power in the content. Traditional  data 
mining techniques are implemented in order to justify 
the property and its corresponding definition in the 
specified context. The thus identified second order rules 
can be used to filter out useless rules out of the priority 
rule-set.

The effectiveness and efficiency of the classical 
methods in plating the rules is thoroughly verified under 
the 2.8 GHZ Pentium PC. Two group experiments were 
conducted to prune the insignificant association rules 
and to remove useless association classification rules. 
Removal of non-predictive rules by virtue of information 
gain metric is much similar to CHARM and CBA which 
also work on the same track. To generate association 
and classification rules by pruning method of Apriori 
software, some external tools are essentially required. 
The effectiveness of the pruning algorithm can be 
inversely related to the number of rules.  This along with 
the computational time consumed, determine an 
efficient criterion of pruning.

Efficient post processing methods are hence 
proposed to remove pointless rules from rule-ways by 
eliminating redundancy among rules. The dependent 
relation, exploitation, makes this method a self 
manageable knowledge.  The pruning procedure has 
been sliced into three stages starting from derivation to 
pruning operation on rule-set by the use of close rule-
sets. It is cost-effective and consumes very little time for 
the transaction. Hence forth, it can be applied to exploit 
sampling techniques and data structures, thereby 
increasing the efficiency.  

Huawen Liu, et al[14] presented a technique on 
post-processing for rule reduction using closed set that 
was targeting to filter the otiose rules in a post-

processing of rule mining. The empirical study proved 
that the discovery of dependent relations from closed 
set helps to eliminate redundant rules. Hetal Thakkar et 
al [12]. In the case of stream data, the post-mining of 
association is more challenging and continuous post 
mining of association rules is an unavoidable 
requirement, which is discussed by this author. He 
presented a technique for continuous post-mining of 
association rules in a data stream management system. 
He described the architecture and techniques used to 
achieve this advanced functionality in the Stream Mill 
Miner (SMM) prototype, an SQL-based DSMS designed 
to support continuous mining queries, which is 
impressive. Hacene Cherfi et al, [10] discussed a post 
association rule mining approach for text mining that 
combines data mining, semantic techniques for post-
mining and selection of association rules. To focus on 
the result analysis and to find new knowledge units, 
classification of association rules according to 
qualitative criteria using domain model as background 
knowledge has been introduced. The authors carried 
out an empirical study on molecular biology dataset that 
proved the benefits of taking into account a knowledge 
domain model of the data. Ronaldo Cristiano Prati [3].
The Receiver Operating Characteristics (ROC) graph is 
a popular way of assessing the performance of 
classification rules, but they are inappropriate to 
evaluate the quality of association rules, as there is no 
class in association rule mining and the consequent part 
of different association rules might not have any 
correlation at all. Chapter VIII presents a novel technique 
of QROC, a variation of ROC space to analyze itemset 
costs/benefits in association rules. It can be used to 
help analysts to evaluate the relative interestingness 
among different association rules in different cost 
scenarios.

III. Attribute Relational Analysis (ARA) 
Framework for coherent association 

rules
The approach Attribute Relational Analysis in 

short can refer as ARA is post mining process to prune 
the rules based on attribute relational relevancy. The 
process of ARA Framework can be classified as
• Closed itemset mining
• Describing item class descriptor
The input for ARA Framework is
1. A set of rules
2. An XML descriptor describes attributes, classes, 

class properties and class relations.
Here in this proposal we considered our earlier 

work [] to find closed itemsets.
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The process steps involved in ARA framework are 
1. Initially ARA measures the property support degree 

for each attribute involved in given rule. 
2. By using the property support degree of the 

attributes, Attribute Relation support of attribute 
pairs of the given rule will be measured.

3. With the help of Attribute Relation supports of all 
attribute pairs of an itemset that belongs to a given 
rule, Attribute relation support degree of that itemset 
will be measured.

4. Using these Attribute relation support degrees of 
Left Hand Side and Right Hand Side itemsets of the 
given rule, relation confidence of the rule will be 
determined.

5. Prunes the rules based on their attribute relation 
support degree.

Detailed explanation of each step can be found in 
Section V.

IV. Closed Itemset Mining using PEPP
[34] and Inference relations [35]

a) Dataset adoption and formulation
Item Sets I :  A set of diverse elements by which the 
sequences generate.

1

n
I ik

k
=

=


Note: ‘I’ is set of diverse elements

Sequence set ‘S’: A set of sequences, where each 
sequence contains elements each element ‘e’ belongs 
to ‘I’ and true for a function p(e). Sequence set can 
formulate as

|( ( ), )
1

m
s e p e e Ii i i

i
= < ∈ >
=


Represents a sequence‘s’ of items those belongs to set 
of distinct items ‘I’.
‘m’: total ordered items.
P(ei): a transaction, where ei usage is true for that 
transaction.

1

t
S s j

j
=

=


S: represents set of sequences 
‘t’: represents total number of sequences and its value is 
volatile
sj: is a sequence that belongs to S

Subsequence :  a sequence ps of sequence set ‘S’ is 

considered as subsequence of another sequence qs
of 

Sequence Set ‘S’ if all items in sequence Sp is belongs 
to sq as an ordered list. This can be formulated as 

If ( ) ( )
1

n
s s s spi q p q

i
∈ ⇒ ⊆

=


Then :
1 1

n m
s spi qj

i j
<

= =
 

where 

  s S and s Sp q∈ ∈

Total Support ‘ts’ : occurrence count  of a sequence as 
an ordered list in all sequences in sequence set ‘S’ can 
adopt as total support ‘ts’ of that sequence. Total 
support ‘ts’ of a sequence can determine by fallowing 
formulation.

( ) | : (   1..| |)|f s s s for each p DBts t t p S= < =

SDB Is set of sequences

( )ts tf s : Represents the total support ‘ts’ of sequence st

is the number of super sequences of st

Qualified support ‘qs’: The resultant coefficient of total 
support divides by size of sequence database adopt as 
qualified support ‘qs’. Qualified support can be found by 
using fallowing formulation.

( )( )
| |
f sts tf sqs t DBS

=

Sub-sequence and Super-sequence: A sequence is sub 
sequence for its next projected sequence if both 
sequences having same total support. 
Super-sequence: A sequence is a super sequence for a 
sequence from which that projected, if both having 
same total support.
Sub-sequence and super-sequence can be formulated 
as

If ( )ts tf s ≥ rs   where ‘rs’ is required support threshold 

given by user 
And :     s s for any p valuet p< where ( ) ( )f s f sts t ts p≅

b) Closed Itemset discovery using PEPP:  Parallel 
Edge Projection and Pruning Based Sequence 
Graph protrude[34]

As a first stage of the proposal we perform 
dataset pre-processing and itemsets Database 
initialization. We find itemsets with single element, in 
parallel prunes itemsets with single element those 
contains total support less than required support.

Forward Edge Projection
In this phase, we select all itemsets from given 

itemset database as input in parallel. Then we start 
projecting edges from each selected itemset to all 
possible elements. The first iteration includes the 
pruning process in parallel, from second iteration 
onwards this pruning is not required, which we claimed 
as an efficient process compared to other similar 
techniques like BIDE. In first iteration, we project an 
itemset ps that spawned from selected itemset is from 
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SDB and an element ie considered from ‘I’. If the 

( )ts pf s is greater or equal to rs , then an edge will be 

defined between is and ie . If ( ) ( )ts i ts pf s f s≅ then we 

prune is from SDB . This pruning process required and 

limited to first iteration only.
From second iteration onwards project the 

itemset S p that spawned from 'pS to each element ie of 

‘I’. An edge can be defined between 'pS and ie if 

( )ts pf s is greater or equal to rs . In this description 'pS
is a projected itemset in previous iteration and eligible 
as a sequence. Then apply the fallowing validation to 
find closed sequence.

Edge pruning

If any of '( ) ( )ts p ts pf s f s≅ that edge will be 

pruned and all disjoint graphs except   ps will be 

considered as closed sequence and moves it into SDB
and remove all disjoint graphs from memory.

The above process continues till the elements 
available in memory those are connected through direct 
or transitive edges and projecting itemsets i.e., till graph 
become empty

c) Inference Analysis [35]

Inferences:
Pattern positive score is sum of no of 

transactions in which all items in the pattern exist, no of 
transactions in which all items in the pattern does not 
exist

Pattern negative score is no of transactions in 
which only few items of the pattern exist

Pattern actual coverage is pattern positive 
score-pattern negative score

Interest gain: Actual coverage of the pattern involved in 
association rule

Coherent rule Actual coverage of the rule’s left 
side pattern must be greater than or equal to actual 
coverage of the right side pattern
Inference Support ias: refers actual coverage of the 
pattern 

( )ia tf s : Represents the inference support of the 

sequence st

Approach:
For each pattern sp of the pattern dataset, If 

( )ia t sf s ia<
then we prune that pattern

Detailed explanation of the  PEPP Algorithm can find at 
[]:

d) Description of Inference Analysis
Set I = {i1, i2… im} be the universe of items 

composed of m different attributes, ik(k=1,2,...,m) is 
item. Transaction database D is a collection of 
transaction T, A transaction t = (tid, X) is a tuple where 
tid is a unique transaction ID and X is an itemset. The 
count of an itemset X in D, denoted by count(X), is the 
number of transactions in D containing X. The support of 
an itemset X in D, denoted by supp(X), is the proportion 
of transactions in D that contain X. The negative rule 
X⇒¬Y holds in the transaction set D with confidence 
conf (X⇒¬Y) = supp ( )X Y∪¬ /supp (X).

In Transaction database, each transaction is a 
collection of items involved sequences. The issue of 
mining association rules is to get all association rules 
that its support and confidence is respectively greater 
than the minimum threshold given by the user.

The issues of mining association rules can be 
divide into two sub-issues as follows:

· Find frequent itemsets, Generate all itemsets 
that support is greater than the minimum support;

· Generate association rules from frequent 
itemsets.

In logical analysis, the direct calculation of 
support logical analysis is not convenient, To calculate 
the support and confidence of negative associations 
using the support and confidence of positive association 
that is known: set A, B⊂I，A∩B=Φ，then:

sup( ) 1 sup( );
sup( ) sup( ) ( );
sup( ) sup( ) sup( )
sup( ) 1 sup( ) sup( ) sup( );

A A
A B A Sup A B

A B B A B
A B A B A B

¬ = −
∪¬ = − ∪

¬ ∪ = − ∪
¬ ∪¬ = − − + ∪

Based on the above formulas we perform the 
logical analysis to derive the actual support of the 
patterns that improves the rule coherency.
Inference analysis by example:

Let A, B∈ I where I is itemset generated with the 
association of A,B are individual items or subsets.

Under logical analysis we determine ( )tsf A B¬ ∪¬ , 

( )tsf A B∪¬   and ( )tsf A B¬ ∪ .

The support ( )tsf I , ( )tsf A B¬ ∪¬ we consider as 

positive support and ( )tsf A B∪¬ , ( )tsf A B¬ ∪ we 

consider as negative support.

Finally we determine ( )iaf I = ( )tsf I + ( )tsf A B¬ ∪¬ -

( )tsf A B∪¬ - ( )tsf A B¬ ∪ ;
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V. Attribute Relation Analysis 
Framework

The proposed post mining process Attribute 
Relation Analysis described in detailed here. Table 1 
represents the notations used in ARA framework.
Class Descriptor: The domain expert classifies the 
attributes involved in transactions will be classified in to 
different categories. The process of classification as 
follow
1. Initially classes will be derived based on the 

properties; hence each class contains set of 
properties. These classes can be recursive i.e., a 
class may refer one or more other classes as sub 
classes.

2. Based on attribute properties, attributes will be 
categorized into a class. 
a) Ex: if most of the attribute ‘a’ 

matched to class ‘c’ then a c∈
3. The domain expert also initiates to derive the 

relation between classes. The relation can be 
between any two classes, such as 
b) Relation between class and sub-class of other 

class
c) Relation between two direct classes
d) Relation between two sub classes

Note : All related classes of a sub class also related to 
it’s parent class

An xml based attribute class descriptor will be 
prepared. Fig1 shows an example descriptor. Notations 
description equations can found in table 1 that fallows.

<class-descriptor>
<properties>

<property id=1>
<name>prop1</name>

</property>
<property id=2>

<name>prop2</name>
</property>
<property id=3>

<name>prop3</name>
</property>

</properties>
<attributes>

<attribute name="item-1" id="1" 
properties="{list of property ids}" />

<attribute name="item-2" id="2" 
properties="{list of property ids}" />

<attribute name="item-3" id="3" 
properties="{list of property ids}" />

.

.
<attribute name="item-n" id="n" 

properties="{list of property ids}" />

</attributes>
<classes>

<class name="class-1" id="1" 
properties="{list of property ids}" />

<class name="class-2" id="2" 
properties="{list of property ids}" />

<class name="class-3" id="3" 
properties="{list of property ids}" />

.

.
<class name="class-n" id="n" 

properties="{list of property ids}" />
</classes>
<child-classes>

<!--parent value must be unique -->
<child-class parent="class-id" 

child="{list of class ids}"/>
.
.
<child-class parent="class-id" 

child="{list of class ids}"/>
</child-classes>
<relations>

<!--lhs value must be unique -->
<!--
classes that related to a child-class 

also related to it's parent class
-->
<relation lhs="class-id" rhs="{list of 

class ids}" />
.
.
<relation lhs="class-id" rhs="{list of 

class ids}" />
</relations>

</class-descriptor>

Fig 1 : Class-descriptor

properties
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Table1 : Notations used in Attribute Relational Analysis

1
lhsr Left side itemset of the Rule r

2
rhsr Right side itemset of the rule r

3 RS Rule set

4
ccpc Class properties count of class c

5
aapc Attribute property count of attribute a

6 psd Property support degree

7
ctp Total properties of class c

8 psa

a
a

c

apcps
cpc

=

Property support of attribute a of class c

9 a
a

c

pspsd
tp

=
where a c∈

10
crs Relation support of class c is max threshold value 1.

11 ARS Attribute Relation support 

12
iARSD Attribute Relation support Degree of itemset .i

13 If attributes ia and ja belongs to same class c ( , ) 1 ,   { , }   i j i jARS a a where a a c≅ ∈

14 If attribute ia belongs to class ic and attribute ja
belongs to class jc , ic and jc relation is true then

( , ) i j

i j

a a
i j

c c

psd psd
ARS a a

rs rs

+
=

+

15 If ic and jc relation is false ( , ) 0i jARS a a = , 

16 ( , ) ( , )i j j iARS a a ARS a a≅ Applicable in all cases such as both belongs to same 
class, both belongs to different classes that are not having 
relation and both belongs to different classes that are 
having relation

17 No of attribute pairs in an itemset pc

18

1

1

0;
1    ( )    

2

n

i

pc
npc i or pc n

−

=

=

−
+ = ×∑

pc :  is total number of pairs in a given itemset. 

n : is total number of attributes in the given itemset

19 pcrlhs Pair-count of itemset, which is lhs of rule r .

20 pcrrhs Pair-count of itemset, which is rhs of rule r .

21 pcr rlhs rhs∪ Pair-count of itemset that generated from r rlhs rhs∪

22 { , , ......., }1 2PS p p pi m= Pair set that generated from itemset i
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23 ( )ARS pi Attribute relation support of pair ip .

24 | |
( )

1
| |

psi
ARS pk

kARSDi psi

∑
==

Attribute relation support degree of itemset i
And k ip ps∈ , here kp is kth  pair of pair-set ps of 

itemset i

25
rRC Relation confidence of rule r .

26 | |

1
| |

PSrlhs
pk

kARSDrlhs PSrlhs

∑
==

Attribute relation support degree of itemset, which is lhs
of rule r
And 

lhsk rp ps∈ , here kp is kth  pair of pair-set ps of 

itemset lhs of rule r

27 | |

1
| |

PSrrhs
pk

kARSDrrhs PSrrhs

∑
==

Attribute relation support degree of itemset, which is rhs
of rule r
And 

rhsk rp ps∈ , here kp is kth  pair of pair-set ps of 

itemset rhs of rule r

28 | |

1
| |

PSr rlhs rhs
pk

kARSDr rlhs rhs PSr rlhs rhs

∑
==






Attribute relation support degree of itemset that generated
from lhs rhs of rule r
And 

r rlhs rhskp PS∈


, here kp is kth  pair of pair-set ps of 

itemset that generated from lhs rhs of rule r

29
r

ARSDr rlhs rhs
ARSDrlhs

rc =  Relation confidence of r is the coefficient emerged as 
result when 30attribute support degree of all attribute 
involved in rule r is divided by attribute support degree of 
rule r ’s lhs

Property Support : No of attribute properties are 
matched to number class properties to which that 
attribute belongs to [Table 1 row: 8]. 

Property Support degree : indicates the ratio of 
properties matched to class level properties [table 1 
row: 9].

Ex: a
a

c

pspsd
cpc

= ; here a is an attribute of class c

[ ]a c∈
Attribute Relation support : Indicates the strength of the 
relation between two attributes of an itemset that are 
considered as pair for equation [see table 1 row: 11, 
13].

Pair Count : Total number of two attributes sets; here 
these attribute sets must be unique [see table 1, row 17, 
18]

Attribute Relation support degree : is an itemset level 
measurement representing average relation strength of 
the attributes those belongs to an itemset [see table 1 
row: 24]

Relation confidence : is a rule level measurement 
concludes the relation strength between left hand side 

itemset and right hand side itemset of a given rule[see 
table 1 row: 29]
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ARA algorithm :

Input: Rule set RS , Class Descriptor CD and relation 
confidence threshold rct
Output: Significant Rule set 'RS which is subset of RS

'RS RS⊆
Begin:

While RS is not empty
Begin:

Read a rule r from RS
Find property support aps and property support degree 

apsd of each attribute a of lhsr [Table 1 row: 8, 9]

Find property support aps and property support degree 

apsd of each attribute a of rrhs [Table 1 row: 8, 9]

Find unique two attribute pair set PSrlhs
from lhsr [Table 

1 row: 22]

Find Attribute relation support pARS for each pair p , 

where 
lhsrp PS∈ [Table 1; row: 13, 15, 15 and 16]

Find Attribute relation support degree ARSDrlhs of rlhs
[Table 1; row: 24, 26].

Find unique two attribute pair set PSrlhs
from lhsr [Table 

1 row: 22]

Find Attribute relation support pARS for each pair p , 

where p PSrrhs∈ [Table 1; row: 13, 15, 15 and 16]

Find Attribute relation support degree ARSDrrhs of rlhs
[Table 1; row: 24, 27].

Find unique two attribute pair set PSr rlhs rhs
from 

lhs rhsr r [Table 1 row: 22]

Find Attribute relation support pARS for each pair p , 

where 
lhs rhsr rp PS∈  [Table 1; row: 13, 15, 15 and 16]

Find Attribute relation support degree ARSDr rlhs rhs
of 

r rlhs rhs [Table 1; row: 24, 28].

Find unique two attribute pair set PSr rlhs rhs
from 

lhs rhsr r [Table 1 row: 22]

Find Attribute relation support pARS for each pair p , 

where p PSr rrhs lhs
∈


[Table 1; row: 13, 15, 15 and 16]

Find Attribute relation support degree ARSDr rrhs lhs
of 

r rlhs rhs [Table 1; row: 24, 28].

Find Relation confidence rrc of rule r

If rrc rct≥ then add rule r to resultant rule set 'RS
End
End

Fig 2 : Attribute Relation Analysis algorithm

This segment focuses mainly on providing 
evidence on asserting the claimed assumptions that 1) 
The post mining framework ARA is competent enough 
to momentously surpass results when evaluated against 
other post mining techniques [14, 10, 12. 2) Utilization of 
memory and computational complexity is less when 
compared to other post mining techniques. 3) There is 
the involvement of an enhanced occurrence and a 
probability reduction in the memory exploitation rate with 
the aid of the trait equivalent prognosis and also rim 
snipping of the PEPP with inference analysis and ARA. 
This is on the basis of the surveillance done which 
concludes that ARA implementation is far more 
noteworthy and important in contrast with the likes of 
other notable models [10, 12, 14]. 

JAVA 1.6_ 20th build was employed for 
accomplishment of the ARA along with PEPP under 
inference analysis. A workstation equipped with 
core2duo processor, 2GB RAM and Windows XP 
installation was made use of for investigation of the 
algorithms. The parallel replica was deployed to attain 
the thread concept in JAVA.

Dataset Characteristics [34, 35]:
We used same experiments platform described 

in our earlier work [34, 35].Hence the dataset that we 
opted is Pi and it’s characteristics as described in our 
earlier work [34, 35]:

Pi is supposedly found to be a very opaque 
dataset, which assists in excavating enormous quantity 
of recurring clogged series with a profitably high 
threshold somewhere close to 90%. It also has a distinct 
element of being enclosed with 190 protein series and 
21 divergent objects. Reviewing of serviceable legacy’s 
consistency has been made use of by this dataset. Fig. 
3 portrays an image depicting dataset series extent 
status. 

In assessment with all the other regularly 
quoted forms like [14,12,10], Post-Processing for Rule 
Reduction Using Closed Set[14] has made its mark as a 
most preferable, superior and sealed example of post 
mining copy, taking in view the detailed study of the 
factors mainly, experts involvement, memory 
consumption and runtime.
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Fig 3 : A comparison report for Runtime[34, 35]

Fig: 4 : A comparison report for memory usage [34, 35]

Fig 5 : Sequence length and number of sequences at 
different thresholds in Pi dataset[34, 35]

In contrast to ARA and RRUC [14], a very intense 
dataset Pi is used which has petite recurrent closed 
series whose end to end distance is less than 10, even 
in the instance of high support amounting to around 
90%. The diagrammatic representation displayed in Fig 
3 explains that the above mentioned two algorithms 
execute in a similar fashion in case of rules that are 
generated at support 90% and above. But in situations 
when the support case is 88% and less, then the act of 
ARA surpasses RRUC [14]’s routine. The disparity in 
memory exploitation of ARA and RRUC [14] can be 
clearly observed because of the consumption level of 
ARA being low than that of RRUC. Fig 5 indicates that 
rules that are contextually irrelevant have been pruned 
by ARA in high probable rate and stable. Apart from the 
benefits observed, the rules identified by ARA are more 
relevant to transaction consequences. It becomes 
possible since there is no task of experts evaluation in 
post mining process. Due to the concept of attribute 
class relation descriptor, the relation between attributes 
involved in rule is stable. 

Fig 6 : Rules pruned in % by ARA and RRUC [14]

VI. Conclusion

We proposed a post mining process called 
Attribute relation analysis framework (ARA) for pruning 
association rules that are contextually irrelevant. In 
earlier works [10, 12, 14] the contextual irrelevancy was 
identified in various ways such as (1) rule evaluation by 
domain expert, (2) rule evaluation by itemset closeness. 
We argued that none of these two models is significant 
in all contexts. In second case adaptability to various 
data contexts is missing. In the first case, rule selection 
highly influenced by the experts view, that is when expert 
changes then rule significance might be rated 
differently. To defend these limits here we proposed a 
post mining process as an extension to our earlier 
proposed closed itemset mining algorithm PEPP with 
inference analysis [34, 35]. Here in this proposed post 
mining process ARA, the experts view is not defending 
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one to other, rather it extends or refines. This become 
possible in ARA because of the proposed concept 
called attribute class relation descriptor. In this work we 
consider relation confidence as bench mark for rule 
pruning; in future this work can be extended to prune the 
rules by opting relation confidence threshold under 
inference analysis.
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• Font type of all text should be Swis 721 Lt BT.  
• Paper Title should be of Font Size 24 with one Column section. 
• Author Name in Font Size of 11 with one column as of Title. 
• Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
• Main Text: Font size 10 with justified two columns section 
• Two Column with Equal Column with of 3.38 and Gaping of .2 
• First Character must be three lines Drop capped. 
• Paragraph before Spacing of 1 pt and After of 0 pt. 
• Line Spacing of 1 pt 
• Large Images must be in One Column 
• Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
• Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 



 

  
 

 
 

 
 
 

To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications 

Research letters: The letters are small and concise comments on previously published matters. 

5.STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 



 

  
 

 
 

IX
 

 
 

• One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 

• It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 

• One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 
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Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 

Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE 

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 6.1 Proof Corrections 

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print) 

The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 6.3 Author Services 

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 6.4 Author Material Archive Policy 

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 6.5 Offprint and Extra Copies 

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 
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the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 

choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 

to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 

data of that subject. Sometimes, detailed information plays a vital role, instead of short information. 

 

 2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 

They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 

think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 

automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 

logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 

have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 

supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 

quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 

have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 

research paper. From the internet library you can download books. If you have all required books make important reading selecting and 

analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 

not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 

mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 

always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 

either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 

and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 

diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 

if study is relevant to science then use of quotes is not preferable.  
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 

tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 

confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 

possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 

suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 

target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 

good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 

sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 

word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 

sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 

language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 

changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 

records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 

will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 

an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 

trouble. 

 
25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 

then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 

improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 

several ideas, which will be helpful for your research. 

29.

 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 

descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 

irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 

NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be 
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 

Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 

evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 

be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 

necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 

to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 

measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 

study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 

extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 

be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 

essential because it serves to highlight your research paper and bring to light all necessary aspects in your research. 

INFORMAL GUIDELINES OF RESEARCH PAPER WRITING 

Key points to remember:  

 Submit all work in its final form. 

 Write your paper in the form, which is presented in the guidelines using the template. 

 Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 

submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 

study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 

show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 

that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 

of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 

of prior workings. 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 

and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

 
Insertion a title at the foot of a page with the subsequent text on the next page 



 

                
© Copyright by Global Journals Inc. (US)

 
| Guidelines Handbook

 

 XIV

 

 Separating a table/chart or figure - impound each figure/table to a single page 

 Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 

lines. It should include the name(s) and address (es) of all authors. 

 

Abstract:  

 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--

must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 

at this point. 

 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 

the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

 

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 

Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 

maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 

more than one ruling each.  

 Reason of the study - theory, overall issue, purpose 

 Fundamental goal 

 To the point depiction of the research 

 Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 

 Significant conclusions or questions that track from the research(es) 

Approach: 

 Single section, and succinct 

 As a outline of job done, it is always written in past tense 

 A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 

 Center on shortening results - bound background information to a verdict or two, if completely necessary 

 What you account in an conceptual must be regular with what you reported in the manuscript 

 Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  
 
The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

 Explain the value (significance) of the study  

 Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 

 Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 

 Very for a short time explain the tentative propose and how it skilled the declared objectives. 

Approach: 

 Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  

 Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a 
least of four paragraphs. 

 Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 

 Shape the theory/purpose specifically - do not take a broad view. 

 As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

 This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be 
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 
 
Materials: 

 Explain materials individually only if the study is so complex that it saves liberty this way. 

 Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  

 Do not take in frequently found. 

 If use of a definite type of tools. 

 Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

 Report the method (not particulars of each process that engaged the same methodology) 

 Describe the method entirely 

 To be succinct, present methods under headings dedicated to specific dealings or groups of measures 

 Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  

 If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

 It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 

 Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

 Resources and methods are not a set of information. 

 Skip all descriptive information and surroundings - save it for the argument. 

 Leave out information that is immaterial to a third party. 

Results: 
 

 The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 Content 

 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  

 

In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 

 

Present a background, such as by describing the question that was addressed by creation an exacting study.

 

 

Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 

 

Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 
What to stay away from 

 

Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 

 

Not at all, take in raw data or intermediate calculations in a research manuscript. 
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Do not present the similar data more than once. 

Manuscript should complement any figures or tables, not duplicate the identical information. 

Never confuse figures with tables - there is a difference. 
Approach 

As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.

Put figures and tables, appropriately numbered, in order at the end of the report  

If you desire, you may place your figures and tables properly within the text of your results part. 
Figures and tables 

If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 

Despite of position, each figure must be numbered one after the other and complete with subtitle  

In spite of position, each table must be titled, numbered one after the other and complete with heading 

All figure and table must be adequately complete that it could situate on its own, divide from text 
Discussion:  

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 

Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  

You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 

Give details all of your remarks as much as possible, focus on mechanisms. 

Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 

Try to present substitute explanations if sensible alternatives be present. 

One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 

Recommendations for detailed papers will offer supplementary suggestions.
Approach:  

When you refer to information, differentiate data generated by your own studies from available information 

Submit to work done by specific persons (including you) in past tense.  

Submit to generally acknowledged facts and main beliefs in present tense.  

ADMINISTRATION RULES LISTED BEFORE  

SUBMITTING YOUR RESEARCH PAPER TO GLOBAL JOURNALS INC. (US) 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get

rejected.  
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 

To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 



© Copyright by Global
 

Journals Inc. (US) | Guidelines Handbook

XIX

 

CRITERION FOR GRADING A RESEARCH PAPER (COMPILATION)

BY GLOBAL JOURNALS INC. (US)

Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 

solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 

decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 

appropriate content, Correct 

format. 200 words or below 

Unclear summary and no 

specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 

information

Above 250 words

Introduction

Containing all background 

details with clear goal and 

appropriate details, flow 

specification, no grammar 

and spelling mistake, well 

organized sentence and 

paragraph, reference cited

Unclear and confusing data, 

appropriate format, grammar 

and spelling errors with 

unorganized matter

Out of place depth and content, 

hazy format

Methods and 

Procedures

Clear and to the point with 

well arranged paragraph, 

precision and accuracy of 

facts and figures, well 

organized subheads

Difficult to comprehend with 

embarrassed text, too much 

explanation but completed 

Incorrect and unorganized 

structure with hazy meaning

Result

Well organized, Clear and 

specific, Correct units with 

precision, correct data, well 

structuring of paragraph, no 

grammar and spelling 

mistake

Complete and embarrassed 

text, difficult to comprehend

Irregular format with wrong facts 

and figures

Discussion

Well organized, meaningful 

specification, sound 

conclusion, logical and 

concise explanation, highly 

structured paragraph 

reference cited 

Wordy, unclear conclusion, 

spurious

Conclusion is not cited, 

unorganized, difficult to 

comprehend 

References

Complete and correct 

format, well organized

Beside the point, Incomplete Wrong format and structuring
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