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1. Introduction

Traffic congestion affects traveler mobility and accessibility and produces problems and challenges for transportation agencies. Reduction in traffic congestion improves these conditions while also reducing transportation-related energy and environmental impacts. Accordingly, optimizing the utilization of the available infrastructure using advanced control techniques has become increasingly necessary to mitigate traffic congestion in a world with growing pressure on financial and physical resources.

A signalized intersection is designed (controlled) to allow traffic flow to proceed efficiently and safely by separating conflicting movements in time rather than in space. Traffic signal control methods attempt to minimize various traffic parameters (e.g., delay, queue length, and energy and emission levels), by optimizing traffic signal parameters, including the cycle length, phase scheme, phase split and offset. Consequently, traffic signal optimization algorithms attempt to identify the optimal values of one or more traffic signal parameters for specific traffic conditions. Most of the currently implemented traffic signal systems could be categorized as one of the following: fixed-time plan (FP), actuated (ACT), or adaptive [1].

An FP is developed off-line using historical traffic data to compute traffic signal timings; real-time traffic data is not considered. Therefore, the order and duration of all phases remain fixed and do not adapt to fluctuations in traffic demand. As a result, FPs are known to age with time, they are suitable for relatively stable and regular traffic flows. However, because the traffic system is a dynamic system, one particular predefined traffic signal plan cannot efficiently fit all real-time traffic conditions [2].

Examples of software that compute signal timings are TRANSYT-7F, and PASSER. TRANSYT-7F is a macroscopic deterministic optimization and simulation model that considers platoons of vehicles instead of individual vehicles. The model attempts to minimize a disutility index based on delay, stops, and queue lengths [3]. This approach has been found to only be appropriate for under-saturated conditions [4]. PASSER is an arterial-based, bandwidth optimizer (i.e., it maximizes the green band to move the anticipated platoon of vehicles through the arterial signal system without stopping) that computes phase sequences, cycle lengths, and offsets for a maximum of 20 intersections in a single run [4]. PASSER works within a given cycle length and split to find offsets that maximize an arterial green band.

Actuated traffic signal control, on the other hand, responds to changes in traffic demand patterns. This type of control requires that vehicle detectors be installed at approach stop lines to the intersection. The actuated timing plan responds to traffic demand by placing a call to the controller at th presence or absence of vehicles approaching or leaving the intersection, respectively. Once a call is received, the controller decides whether to extend or terminate the green phase in response to the actuation source. Note, however, that while actuated signal control was proven to perform better than fixed-time traffic signal control in most cases, actuated traffic signal control does not offer any real-time optimization to properly adapt to traffic fluctuations.
Consequently, actuated signal control is less sensitive to the traffic demand (i.e., number of vehicles) calling for the actuation and might result in very long queues in grid-like networks [5].

Adaptive systems use detector inputs, historical trends, and predictive models to predict traffic arrivals at intersections. Using these predictions, they determine the best gradual changes in cycle length, splits, and offsets to optimize an objective function, such as minimizing the delay or the queue length, for intersections within a predetermined subarea of a network [6]. Examples in this category are the SCOOT and SCATS systems. The SCOOT system minimizes a performance index that is a function of delay and number of vehicle stops at all approaches in the network [7]. SCOOT performs effectively in under-saturated traffic conditions, and is a macroscopic model that does not capture microscopic behavior such as gap acceptance and lane changing behavior. SCATS monitors the traffic flows and headways at the stop bars [8]. Based on the volumes and headways gathered in one-minute intervals, green times (splits) are reallocated to the phases of greatest need. Other examples of adaptive systems are RHODES [9] and OPAC [10], which optimize an objective function for a specified rolling horizon (using traffic prediction models) and have pre-defined sub-areas (limited flexibility) in which the signals can be coordinated. RHODES and OPAC are based on dynamic programming that require a state transition probability model for the traffic environment, which is difficult to obtain.

One of the main disadvantages of actuated and adaptive traffic control algorithms is that their operation is constrained by maximum and minimum values for cycle lengths, splits, and offsets. In addition, some of today’s most sophisticated traffic control systems use hierarchies that either partially or completely centralize the decisions, making the systems more vulnerable to failures in one of the master controllers. In such events, the entire area of influence of the master traffic signal, which may include several intersections, will be compromised by a single failure. Hierarchies also make systems more difficult to scale up, as centralized computers will need to interconnect all intersections within pre-defined subareas, creating limitations and requirements as the network is expanded [11].

Traffic flow is highly dependent on factors such as time-of-day, day-of-the-week, weather, and unpredictable events such as incidents, special events, work zones, etc. Consequently, improvements to traffic control strategies could be made if the control system is able to not only respond to the actual conditions found in the field, but also to adapt their actions to transient conditions. Cycle-free strategies could also offer a new, less restrictive perspective to accommodate changes in traffic conditions. Game theory is considered a suitable method that has the potential to adapt to traffic fluctuations and randomness of traffic systems, and therefore alleviate traffic congestion more effectively than the more commonly used FP and ACT systems [12].

Game theory studies the interactive cooperation between intelligent rational decision makers, and has been widely used in economic, military, and communication. Game theory has also been applied to model traveler route choice behavior [13], control connected vehicle movements [14], and in route guidance [15]. Tan et al. [16], were the first to use Nash bargaining (NB) to optimize the operation of a two-phase traffic signal. The performance of their algorithm was assessed using the average speed of all vehicles in the network. Apart from this study, the literature indicates that game-theoretic traffic signal control is very limited.

In this paper, we develop the NB algorithm, which uses a cycle-free control strategy to optimize isolated signalized intersection traffic signal timings. The algorithm is then tested on a signalized intersection located in the heart of downtown Toronto’s financial district, with four approaches comprised of three lanes each, considering different traffic demand levels. To evaluate the performance of the NB approach, each of the following is calculated per movement: average travel time, average stopped delay, average queue length, average vehicle speed, average vehicle throughput, average fuel consumption and average emission levels. Results are then compared with the results obtained using FP and ACT controllers, given that it is difficult to find a benchmark with available operational details due to commercial reasons.

The paper is organized as follows. Section II describes the game theory concept and NB solution, and describes how to control a signalized intersection using a game theoretical framework. Section III discusses and summarizes the simulation setup and the results for different traffic volume situations. Section IV summarizes and concludes the work.

II. Traffic Signal Control Nash Bargaining Solution

This section describes the NB solution for two players as shown in Section II-A, and how the approach is extended to four players to control a signalized intersection, as shown in Section II-B.

a) NB Solution for Two Players Considering a Cooperative Game

A bargaining situation is defined as a situation in which multiple players with specific objectives cooperate and benefit by reaching a mutually agreeable outcome (agreement). In bargaining theory, there are two concepts: the bargaining process and the
bargaining outcome. The bargaining process is the procedure that bargainers follow to reach an agreement (outcome), and the bargaining outcome is the result of the bargaining process. Nash adopted an axiomatic approach that abstracts the bargaining process and considers only the bargaining outcome [17], [18]. Bargaining theory is related to cooperative games through the concept of NB. The NB solution has been applied in a number of applications, including multimedia resource management [19], allocating multi-user channels to networks [20], a wireless cooperative relaying network [21], investment, wages and employment [22], [23], and for downlink beam forming in an interference channel [24].

The bargaining problem consists of three basic elements: players, strategies, and utilities (rewards). Bargaining between two players is illustrated in the bimatrix shown in Table I. Each player, namely P1 and P2, has a set of possible actions A1 and A2, whose outcome preferences are given by the utility functions u and v, respectively, as they take relevant actions. The utility area (S) of the two player cooperation game is shown in Fig. 1; the vertices of the

<table>
<thead>
<tr>
<th>Table 1: Two Players Matrix Game</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>P1</td>
</tr>
<tr>
<td>P2</td>
</tr>
</tbody>
</table>

area are the utilities where each player chooses their pure strategy. The disagreement or the threat point \( d = (d_1; d_2) \) corresponds to the minimum utilities that the players want to achieve. The disagreement point is a benchmark, and its selection affects the bargaining solution. Each player attempts to choose their disagreement point in order to maximize their bargaining position. The NB solution can be obtained from the following maximization problem:

\[
\begin{align*}
\max_{u,v} & \quad (u - d_1)(v - d_2), \\
\text{s.t.} & \quad (u, v) \in S, (u, v) \geq (d_1, d_2)
\end{align*}
\]  

(1)

The NB solution \((u^*; v^*)\) of this optimization problem can be calculated as the point in the bargaining set that maximizes the product of the players utility gains relative to a fixed disagreement point.

In the simulation, the INTEGRATION traffic simulation software monitors the vehicle speeds and the vehicle flow approaching the intersection and continuously updates them for each lane connected to the signalized intersection. If the vehicle's (v) speed \((s_v)\) is less than a certain threshold speed \((s_{Th})\) at time (t), the vehicle is assigned to the queue, and the current queue length associated with the corresponding lane (l) is updated. Once the vehicle's speed exceeds \((s_{Th})\), the queue length is updated (i.e., shortened by the number of vehicles leaving the queue) and formulated mathematically

\[
q_v^l = \sum_{i \in v} q_v^l
\]  

(2)

\[
q_v^l = \begin{cases} 
1 & \text{if } s_{v-1}^l > s_{Th} \text{ and } s_v^l \leq s_{Th} \\
-1 & \text{if } s_{v-1}^l \leq s_{Th} \text{ and } s_v^l > s_{Th} \\
0 & \text{if } s_{v-1}^l \leq s_{Th} \text{ and } s_v^l \leq s_{Th} \\
0 & \text{if } s_{v-1}^l > s_{Th} \text{ and } s_v^l > s_{Th}
\end{cases}
\]  

(3)

\(q_v^l\) is the number of queued vehicles in lane \(l\) at time \(t\).

The utilities (rewards) for each player (phase) in the game can be defined as the estimated sum of the queue lengths in each phase after applying a specific action. The estimated queue length after applying a specific action is calculated according to the following equation:

\[
Q_p(t+\Delta t) = \sum_{l \in P} q_v^l + Q_{inl} \Delta t - Q_{outl} \Delta t
\]  

(4)
Where $\Delta t$ is the updating time interval, $q^t_l$ is the current queue length at time $t$, $Q_P (t + \Delta t)$ is the estimated queue length after $\Delta t$ for phase $P$, $Q_{inl}$ is the arrival flow rate (veh/h/lane), and $Q_{outl}$ is the departure flow rate (veh/h/lane).

The objective is to minimize and equalize the queue lengths across the different phases [26], [27]. We use minus queue length as the utility of each strategy. The NB solution is extended to four players with a four-dimensional utility space and disagreement points. The solution for the NB over the four phase combinations has the following formula:

$$\max_{(u_1, \ldots, u_4)} \prod_{i=1}^{4}(u_i - d_i)$$

$$s.t. (u_1, \ldots, u_4) \in \mathcal{S}, (u_1, \ldots, u_4) \geq (d_1, \ldots, d_4)$$

The NB solution can be calculated as the vector that maximizes the product of the player’s utility gains relative to a fixed disagreement point.

### III. Simulation Setup and Results

This section describes the testbed intersection used in the simulation study (Section III-A), the traffic simulator used in the simulation (Section III-B), the measures of effectiveness used to evaluate the performance of the system (Section III-C), the simulation parameters (Section III-D), and the simulation results when applying the various control strategies (Section III-E).

#### a) Testbed Intersection

The simulation results were tested on an intersection with four approaches comprised of three lanes each located in the heart of downtown Toronto’s financial district (intersection of Front and Bay streets) [28], as shown in Fig. 3.

#### b) Traffic Simulator

INTEGRATION software was used to model the intersection [30]. It is a microscopic traffic simulation model that traces individual vehicle movements every deci-second. Driver characteristics such as reaction times, acceleration and deceleration rates, desired speeds, and lane-changing behavior are examples of stochastic variables that are incorporated in INTEGRATION [31].

#### c) Measures of Effectiveness (MOEs)

The following measures of effectiveness were used to evaluate the performance of the system:

- Average Total Delay (s/veh): the sum of delay each decisecond for all vehicles for the entire simulation horizon divided by the number of vehicles.
- Average Stopped Delay (s/veh): the sum of instances where vehicle speed is less than or equal 3.6 km/h (pedestrian speed) divided by the number of vehicles.
- Average Queue Length (veh): the sum of vehicles in queue each second divided by the simulation duration.
- Average Travel Time (s): the summation of all trip times divided by the number of vehicles.
- Average Vehicle Speed (km/h): the sum of instantaneous vehicle speeds divided by the number of vehicles.
- Average Throughput (veh/h): the total number of vehicles exiting the intersection divided by the simulation duration.
- Average Fuel (L): the total volume of fuel consumed by vehicles divided by the number of vehicles.
- Average CO2 (grams): the total amount of CO2 produced divided by the total number of vehicles.
- Last Vehicle Arrival Time(s): the arrival time of last vehicle to its destination.

d) Simulation Parameters

The fixed time signal plan was optimized using the Webster method [2], with yellow time of 3s, and all red time of 2s. The optimized effective green time for the four phases shown in Fig. 2 were 19s, 47s, 14s, and 32s, respectively. The actuated control was implemented with minimum green time of 10s, maximum green time of 78s, and green extension time of 5s. The simulations were conducted using the following parameter values: speed at capacity = 60 (km/h), free flow speed = 80 (km/h), jam density = 160 (veh/km=lane), saturation flow rate = 1900 (veh/h=lane), and threshold speed sTh= 4.5 (km/h).

e) Results and Discussion

An optimum FP and an ACT controllers were simulated to serve as benchmarks to evaluate the performance of the NB approach. Vehicles were allowed to enter the links in the first hour, and the simulation ran for an extra half hour to guarantee that all vehicles exited the network. Three scenarios were simulated: one for the original O-D demand shown in Table II, the second for a lower demand (L-D), i.e., (-25%) of the original demand, and the third for higher demand (H-D), i.e., (+25%) of the original demand.

1) Original Demand (O-D): The simulation results shown below were obtained using three signal control systems: FP, ACT, and NB. The MOEs are shown in Table III to quantify the effect of each control system on the performance of the signalized intersection. Five cases were conducted at different threat points (d), and at different updating intervals for NB (t) in order to study their effect on the performance of the NB algorithm. First, the performance of the intersection using the three control systems (FP, AC, NB) was investigated, at the following parameters values:

\[\text{Case 1} \Rightarrow d = (-17, -34, -19, -38), \Delta t = 15s\]

The threat point was chosen based on the number of cars that left turn pocket lanes could accommodate to prevent spill

<table>
<thead>
<tr>
<th>MOE</th>
<th>System</th>
<th>Fixed Plan</th>
<th>Actuated</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Total Delay (s/veh)</td>
<td></td>
<td>74.268</td>
<td>76.270</td>
<td>32.176</td>
<td>29.390</td>
<td>26.906</td>
<td>43.312</td>
<td>48.148</td>
</tr>
<tr>
<td>Average Stopped Delay (s/veh)</td>
<td></td>
<td>46.878</td>
<td>48.777</td>
<td>15.837</td>
<td>13.619</td>
<td>9.553</td>
<td>11.158</td>
<td>25.010</td>
</tr>
<tr>
<td>Average Queue Length (veh)</td>
<td></td>
<td>8.294</td>
<td>8.559</td>
<td>2.781</td>
<td>2.484</td>
<td>1.891</td>
<td>2.955</td>
<td>4.623</td>
</tr>
<tr>
<td>Average Travel time (s)</td>
<td></td>
<td>110.141</td>
<td>137.566</td>
<td>53.366</td>
<td>50.577</td>
<td>48.080</td>
<td>74.280</td>
<td>69.879</td>
</tr>
<tr>
<td>Average Throughput (veh/h)</td>
<td></td>
<td>529.545</td>
<td>529.545</td>
<td>554.762</td>
<td>563.710</td>
<td>563.710</td>
<td>554.762</td>
<td>554.762</td>
</tr>
<tr>
<td>Average Fuel (L)</td>
<td></td>
<td>0.1197</td>
<td>0.1212</td>
<td>0.1028</td>
<td>0.1017</td>
<td>0.1037</td>
<td>0.1167</td>
<td>0.1097</td>
</tr>
<tr>
<td>Average CO2 (grams)</td>
<td></td>
<td>255.80</td>
<td>258.89</td>
<td>213.708</td>
<td>211.290</td>
<td>213.324</td>
<td>240.083</td>
<td>231.400</td>
</tr>
<tr>
<td>Last Vehicle Arrival time (s)</td>
<td></td>
<td>3852.3</td>
<td>3906.1</td>
<td>3701.1</td>
<td>3664.3</td>
<td>3672.3</td>
<td>3693.2</td>
<td>3676.4</td>
</tr>
</tbody>
</table>

The results shown in Table III show that MOEs in case 2 outperform the results in case 1.

Finally, three more simulations were conducted using the proposed NB algorithm to investigate the effect of the choice of the updating time interval on the algorithm performance using the same threat point values.

\[\text{Case 3} \Rightarrow d = (-17, -55, -19, -51), \Delta t = 10s\]

\[\text{Case 4} \Rightarrow d = (-17, -55, -19, -51), \Delta t = 5s\]

\[\text{Case 5} \Rightarrow d = (-17, -55, -19, -51), \Delta t = 20s\]

The results shown in Table III show that case 3 outperforms the results of the other cases, as well as the FP approach and the ACT approach.

Fig. 4 shows the average queue length and the standard deviation across all movements for each control system, (FP, ACT, and NB). The NB algorithm shows significant reduction in the queue length.
Fig. 5 shows the average values and the standard deviations of the MOEs across all movements over the entire simulation time for each control system, (FP, ACT, and NB). The NB algorithm outperforms both FP and ACT for all movements with significant reduction in both the average values and the standard deviations for the total delay, stopped delay, arrival time, fuel consumption, and CO2 emission. In addition the NB algorithm shows an increase in the average vehicle speed.

The simulation results showed that, the NB control approach exhibited major improvements in both the average values and the standard deviations of all MOEs for different movements, which indicates that the system efficiency is improved.

2) Lower And Higher Demand: To better evaluate the performance of the NB approach, two other simulations were conducted, one at lower demand (L-D), and the other at higher demand (H-D).

Table IV shows the results of using the three control approaches at the O-D, L-D, and H-D levels using the following NB algorithm parameters

\[
d = (-17, -55, -19, -51), \quad \Delta t = 10\text{s}
\]

In addition, Table IV shows the percent improvement in MOEs using the proposed NB algorithm over using either the FP or the ACT approach. The analysis of the results in Table IV leads to the following findings: the proposed NB algorithm outperforms the FP and ACT approaches in terms of average stopped delay, average queue length, average travel time, average vehicle speed, average throughput, average fuel consumed, average CO2 emitted, and time in which the last vehicle clears the network for different demand levels.

To further investigate the achieved improvements using the NB approach, simulations were conducted at different flow ratios (Y). The flow ratio can be formulated mathematically.
Fig. 5: Measure of effectiveness

Table 5: Intersection Performance Measure For Different Control Systems At Different Demand Profiles

<table>
<thead>
<tr>
<th>Demand</th>
<th>L-D</th>
<th>O-D</th>
<th>H-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOE (Avg)</td>
<td>System</td>
<td>FP</td>
<td>ACT</td>
</tr>
<tr>
<td>Total Delay (s/veh)</td>
<td>41.473</td>
<td>42.913</td>
<td>17.854</td>
</tr>
<tr>
<td>Improvement %</td>
<td>36.953</td>
<td>58.369</td>
<td>63.771</td>
</tr>
<tr>
<td>Stopped Delay (s/veh)</td>
<td>27.157</td>
<td>28.222</td>
<td>6.357</td>
</tr>
<tr>
<td>Improvement %</td>
<td>76.591</td>
<td>77.456</td>
<td>77.621</td>
</tr>
<tr>
<td>Queue Length (veh)</td>
<td>3.534</td>
<td>3.708</td>
<td>0.882</td>
</tr>
<tr>
<td>Improvement %</td>
<td>58.026</td>
<td>56.192</td>
<td>59.621</td>
</tr>
<tr>
<td>Travel time (s)</td>
<td>62.602</td>
<td>64.035</td>
<td>38.961</td>
</tr>
<tr>
<td>Improvement %</td>
<td>57.764</td>
<td>59.156</td>
<td>65.020</td>
</tr>
<tr>
<td>Vehicle Speed (km/h)</td>
<td>35.739</td>
<td>34.987</td>
<td>47.442</td>
</tr>
<tr>
<td>Improvement %</td>
<td>32.671</td>
<td>33.987</td>
<td>35.987</td>
</tr>
<tr>
<td>Throughput (veh/h)</td>
<td>415.95</td>
<td>415.95</td>
<td>422.66</td>
</tr>
<tr>
<td>Improvement %</td>
<td>1.613</td>
<td>1.613</td>
<td>1.613</td>
</tr>
<tr>
<td>Fuel (L)</td>
<td>0.100</td>
<td>0.107</td>
<td>0.097</td>
</tr>
<tr>
<td>Improvement %</td>
<td>2.600</td>
<td>4.212</td>
<td>4.212</td>
</tr>
<tr>
<td>CO2 (grams)</td>
<td>211.225</td>
<td>214.675</td>
<td>198.15</td>
</tr>
<tr>
<td>Improvement %</td>
<td>1.430</td>
<td>1.451</td>
<td>1.451</td>
</tr>
<tr>
<td>Last Vehicle Arrival (s)</td>
<td>3705.2</td>
<td>3706.0</td>
<td>3652.2</td>
</tr>
<tr>
<td>Improvement %</td>
<td>1.494</td>
<td>1.547</td>
<td>1.547</td>
</tr>
</tbody>
</table>

where, \( y_i = \frac{v_i}{s_i} \), \( \sum y_{c,j} \) is the critical flow ratio for all lane groups that discharge during phase \( j \), and \( Y \) is the sum of all critical follow ratios for all phases.

Fig. 6 shows the average queue length, the average total delay, and the average CO2 at different flow ratios; Y ratios vary from 0:1 to 1:2. These results show that significant improvements are achieved using the NB approach at different traffic volumes.
Fig. 6: Measure of effectiveness vs. flow ratio

Fig. 7 shows the average queue length at two different flow ratios (Y) (i.e., 0:1 and 1:2). Considerable reductions in the queue lengths were found for all movements.

Fig. 7: Average queue length vs. flow ratio.
In summary, the simulation results showed that the NB control approach exhibited major improvements in the MOEs for all movements when compared to FP and ACT algorithms, which improves the system efficiency.

IV. Summary & Conclusions

The paper developed a Nash bargaining (NB) isolated traffic signal controller. The INTEGRATION microscopic traffic assignment and simulation software was used to evaluate the performance of the algorithm relative to an optimum fixed-time plan and an actuated controller on a major intersection in downtown Toronto using observed traffic data. Five NB algorithm cases were simulated considering different update time intervals and different threat point values to study the effect of these parameters on the algorithm’s performance. The simulation results using the NB approach show that, using relatively short cycle lengths, it is possible to minimize delay and maximize traffic flow efficiency.

To evaluate the benefits of using the proposed approach, three scenarios were simulated using the three control approaches for different traffic demand levels.

The results show significant reductions in the average total delay ranging from 41% to 64%, a reduction in the average queue length ranging from 58% to 77%, a reduction in the emission levels ranging from 6% to 17%, a reduction in the average travel time ranging from 37% to 65%, and a reduction in the network clearance time ranging from 1% to 12%. To further investigate the achieved improvements using the NB approach, simulations were conducted at different flow ratios.

The simulation results demonstrate a significant potential for the NB approach over FP and ACT. Moreover, the results show that major improvements are achievable using the NB algorithm regardless of the traffic demand level. Ongoing research entails extending the work to test the NB algorithm on an arterial facility.
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