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MPPT Charge Controller Design in a Solar PV System under Rapidly Changing Climate Condition

Mostafizur Rahman & Md. Mahmudur Rahman

Abstract- This paper presents a detailed theoretical study of photovoltaic (PV) systems and their operation using the MPPT (Maximum Power Point Tracking) method and presents the simulation of photovoltaic modules validated by computer software simulation followed by an experimental setup of MATLAB R2017a. The first approach to build the performance of a photovoltaic solar panel is to use a maximum power point tracker in rapidly changing climatic conditions and use a DC-DC converter to maximize the output power. This framework can operate at the maximum power point MPP and produces its highest power in different irradiance conditions when the solar panels are partially shaded. The main perspectives design and simulation of a simple but efficient charge controller by utilizing maximum power point tracker for photovoltaic system and analysis results show that this MPPT system with perturb & observe (P&O) method and the DC-DC Boost converter can significantly increase the efficiency and the performance of PV.

Keywords: photovoltaic (pv), perturb and observe (p&o) method, maximum power point tracking (mppt), dc-dc converter, boost converter.

I. INTRODUCTION

Global temperature changes have become a major problem in global warming in recent years. In addition to energy demand, there is also an exponential increase. This increase in demand causes concern about the global energy crisis and environmental threats. Many countries are concerned to reduce their ozone-damaging emissions and to continue their efforts to improve the energy system. Renewable energy sources see how these problems are solved. In 2017, an estimated 17 countries generated more than 90% of their electricity from renewable sources [1]. Solar energy is considered to be one of the most important renewable sources available in abundance, free of pollution and free of charge in remote areas where there is still no electricity. [2]-[3].

Solar power extracted from solar photovoltaic (PV) cells delivers low efficiency [4]. Because of these problems, it is important to extract maximum power from solar photovoltaic cells and improve efficiency in different weather and temperature conditions. An MPPT or Maximum Power Point Tracking is an electronic tracking device usually digital DC to DC converter which is connected between solar panels and battery or the utility grid that optimizes the match between the solar array (PV panels), and the battery bank or utility grid. It monitors the PV array for the maximum power point and tries to use this information not only to control the output voltage of the PV array but also to control the current. Typically, this means that the voltage is reduced while the current is increased and most of the overall output power is maintained. In this research with the MPPT controller, we used P&O algorithm that has a conversion efficiency of 95%. Output gain varies greatly due to partial shading, bad weather condition, temperature effect, battery charging state, and other consideration.

II. METHODOLOGY OF PV SYSTEM

A typical MPPT and PV system consists of photovoltaic array modules. The designing ideas first come from the Photovoltaic cell (PV cell) or solar cell which can absorb light from the sun and that transmitted to the absorber layer and converted into electrical energy, the process known as the photoelectric effect. An electrical circuit that contains only a current-source (I_L) and a diode (D) can represent an ideal solar cell. In real life, however, there is no ideal solar cell so that with the proposed model there is series and shunt resistance (R_S, R_SH) added.

Fig. 1: Maximum power point tracking controller

Fig. 2: Photovoltaic Cell. Equivalent circuit and Schematic representation
a) Characteristic Curve of PV Cell

IV-curve which is represents the performance of a solar cell demonstrated by measuring its current and voltage employed on the device and defined for a unique set of temperature and irradiance conditions. For example, if the irradiance (G) increases, the IV curve improves, but the temperature (T) increase leads to a worse IV curve and vice versa[5].

There are three important points:
- Open circuit voltage ($V_{oc}$). Output to the cell is open circuit. The cell generates voltage only, but the current is zero (I=0). On IV-curve the point ($V_{oc}$, 0) can be found on the horizontal axis of the graph that meets the current axis.
- Short circuit current ($I_{sc}$). External circuit of the cell is shorted. Therefore, producing short circuit current but the voltage is zero (V=0). Looking back at the IV-curve the point (0, $I_{sc}$), on the vertical axis that meets the voltage axis.
- Maximum power point, $P_{MPP}$ ($V_{MPP}$, $I_{MPP}$) The power generated and supplied to the rest of the PV system and the load eventually. If the open circuit voltage at point $V_{MPP}$ and the short circuit current at point $I_{MPP}$ known, we can find out the Maximum Power Point ($P_{MPP} = V_{MPP} \times I_{MPP}$).

In accordance with Ohm’s law, the current of shunt resistor($I_{sh}$):

$$I_{sh} = \frac{V_{D}}{R_{sh}}$$

The characteristic equation of a solar cell by replacing them with equation (1):

$$I = I_L - I_0 \left[ \exp \left( \frac{V + IR_S}{nV_T} \right) - 1 \right] - \frac{V + IR_S}{R_{sh}}$$

Where,
- $I_0$ Reverse saturation current of the diode
- $R_S$ Series resistance of a solar cell
- $R_{sh}$ Parallel resistance of a solar cell
- $V_T$ Thermal voltage $V_T = \frac{kT}{q}$, [at 25°C, $V_T$ approx. 0.0259]
- $T$ Junction temperature in Kelvin (K)
- $K$ Boltzmann constant (1.38 $\times$ 10$^{-23}$ J/K)
- $Q$ Electron charge (1.6 $\times$ 10$^{-19}$ C)
- $N$ Diode ideality factor (1 for the ideal diode)

b) Characteristic Equation of PV Cell

The current (I) generated by the solar cell from the equivalent circuit,

$$I = I_L - I_D - I_{sh}$$

The diode current is controlled by the voltage,

$$V_D = V + IR_S$$

The current through the diode is diverted by the equation of the Shockley diode:

$$I_D = I_0 \left[ \exp \left( \frac{V_D}{nV_T} \right) - 1 \right]$$

Fig. 3: Simple IV-Characteristic curve (Left). At different Irradiance and Temperature condition

Fig. 4: IV and PV-Characteristic curve of a Solar

c) Photovoltaic Module

A single solar cell cannot deliver the necessary output. The required number of such cells is therefore combined and forms a photovoltaic module or solar module [4]. Connecting cells in serial circuits, the total circuit current remains the same, but the output voltage increases and the output current increases in parallel, but the voltage remains the same.

Fig. 5: PV Module & it’s I-V Characteristics curve (series connected)

Fig. 6: PV Module & it’s I-V Characteristics curve (parallel connected)

d) Photovoltaic Array

A group of PV panels is connected to a large array in series and parallel known as Photovoltaic Array [4]. For higher voltage requirement photovoltaic panel
are wired in series but for higher current wired in parallel. The Photovoltaic array VI-characteristic equation can be expressed as,

\[ I = N_p \times I_L - N_p \times I_0 \left[ \exp \left( \frac{V + I \times \left( \frac{N_s}{N_p} \times R_S \right)}{N_s \times n \times V_T} \right) - 1 \right] - \frac{V + I \times \left( \frac{N_s}{N_p} \right) \times R_S \times N_p \times n \times V_T}{N_s \times N_p \times R_{SH}} \]

Where,
- \( N_S \) Number of PV modules connected in series
- \( N_P \) Number of PV modules connected in parallel

The output voltage of the array:

\[ V_{out} = ((12V \mid 12V) \parallel (12V \mid 12V)) = (24V \parallel 24V) = 24V \]

The output current (I_T) is equal to the total of the parallel branch currents:

\[ I_T = (3.75A \mid 3.75A) \parallel (3.75A \mid 3.75A) = (3.75A \parallel 3.75A) = 7.5A \]

The maximum power of the PV array can be calculated as:

\[ P_{out} = V_{out} \times I_T = 24 \times 7.5 = 180W \]

The maximum output of 180 watts in full sun. The actual output is usually much lower than the calculated 180 watts due to different radiation level, temperature effect, electrical losses, and other factors.

*Note: | symbol represents connected in series and || represents connected in parallel.

e) Bypass & blocking diodes in photovoltaic arrays

Due to shading and reverse current flow excessive heat and power loss occurs in the PV system. To prevent heat and power losses there two types of diode diodes are used, Bypass diodes and Blocking diode. The same type of diode, Schottky barrier diode is used for both but what's makes it different is, how it can be wired and what it does.

**III. Implement & Design of Step-Up/Boost Converter**

A fundamental DC-DC boost converter (step-up converter) arranged that step-up the input voltage so that the output (load) is higher than the input [6].

a) Implementation of Boost Converter

Fig. 9: Boost converter circuit containing an inductor, a transistor, a diode, and a capacitor. The connection of the transistor behaves similarly to a switch which can turn on or off by controlling transistor gate voltage. If we close the switch DCvoltage appears across the inductor and continue increasing so long as the switch is closed. The current through an inductor cannot change instantaneously [7] therefore the moment we open the switch the inductor will create a force causing the current to continue flowing towards output circuit.

![Fig. 9: Basic schematic of step-up/Boost converter with load.](image-url)
i. Continuous switch on and off

We can control DC output voltage by controlling the percentage of time that turning the switch on and off.

\[ \text{Output Voltage} = \text{V}_{\text{battery}} \times \text{Duty Cycle} \]

\[ \text{Duty Cycle} = \frac{\text{Time On}}{\text{Period}} \]

\[ \text{Output Voltage} = \text{V}_{\text{battery}} \times \frac{\text{Time On}}{\text{Period}} \]

Fig. 10: Step-up/Boost converter (switch on for D% duty cycle)

Fig. 11: Step-up/Boost converter (switch off for D% duty cycle)

ii. Switch off (0% duty cycle)

If we leave the switch turn off 100% of the time, the output voltage will equal to the battery voltage.

\[ \text{Output Voltage} = \text{V}_{\text{battery}} \]

Fig. 12: Step-up/Boost converter (switch off for 100% duty cycle)

iii. Switch on (100% duty cycle)

If we leave the switch always on 100% of the time, the current will theoretically keep increasing to infinity and overcurrent flow can generate an excess amount of heat which can cause damage the entire circuit.

\[ \text{Current} = \frac{\text{V}_{\text{battery}}}{\text{R}} \]

Fig. 13: Step-up/Boost converter (switch on for 100% duty cycle)

Pulse Generator here we are controlling duty cycle. Duty cycle is the ratio or percentage of the period of time for which the switch is activated.

\[ \text{Duty Cycle} = \frac{\text{Time On}}{\text{Period}} \]

\[ \text{Output Voltage} = \text{V}_{\text{battery}} \times \frac{\text{Time On}}{\text{Period}} \]

Fig. 14: Block diagram of modeled Boost Converter

Parameters of DC-DC boost converter as given in Table 1. The performance of the boost converter circuit without PV module conditions as given in Table 2 & Table 3.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Name of the Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Load Resistance (R)</td>
<td>50 Ω</td>
</tr>
<tr>
<td>2</td>
<td>Inductor (L)</td>
<td>10 Mh</td>
</tr>
<tr>
<td>3</td>
<td>Frequency</td>
<td>10 kHz</td>
</tr>
<tr>
<td>4</td>
<td>Capacitor (C)</td>
<td>1000 μF</td>
</tr>
<tr>
<td>5</td>
<td>No of Diode</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>No of Switch (IGBT)</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Pulse Generator</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Parameters of Boost Converter

When a 6V and 10V DC voltage source connected, at 53% duty cycle efficiency shows a maximum 96% and at 52% duty cycle efficiency from the boost converter is 97.5%. Irradiance and temperature effect neglected in both cases.

b) Simulation Model of Boost Converter

The SIMULINK and MATLAB model shown in Fig. 14 represents a DC voltage source connected to a resistive load through a DC-DC boost converter with an IGBT (switching device), where the duty cycle is manually updated to attain maximum power. Using
**IV. Principle and Research of the MPPT**

The Maximum power point tracking, MPPT charge controller examine the output power of the PV panel and compare it with battery voltage then maximizes the output in all different conditions [8]. The output gain varies considerably due to partial shading, bad weather, temperature, battery charging and other factors [8]-[9]. The SunPower SPR-305-WHT is rated at 5.58 amps at 54.7 volts.

The maximum power can, therefore, be extracted from the PV panel, \( (54.7 \times 5.58) = 305 \) w.

Output of PV without MPPT, \( (12 \times 5.58) = 66.96 \) w

Loss of Power, \( (305 – 66.96) = 238.04 \) w.

Because the panel and the battery are poorly matched, we lose 238 watts. However, at 5.58 amps, MPPT takes 54.7 volts and converts them to 10.8 amps at 12 volts.

\[ 25.4 \times 12 = 304.8 \text{ watts. So the power loss is nearly 0 watt.} \]

A range of methods for tracking the maximum power point (MPPT) was proposed [10]. Among different MPPT algorithms, a detailed study of the P&O algorithm and its comparison of the advantages, deficiencies, and efficiency has been shown.

a) **MPPT– Perturb and Observe (P&O) Method**

Perturb and Observe (P&O) method provides perturbation of the PV module or array voltage. This would mean an increase in power or a decrease. If the operating point is to the left of the maximum power point and therefore further voltage perturbation to the right is required to reach the maximum power point [11]. Conversely, if the voltage increase leads to a decrease in power, the current operating point is to the right of the maximum power point and further perturbation of the left voltage is necessary to reach the maximum power point.

The algorithm thus converges over the various perturbation to the maximum power point.

![Fig. 15: MPPT techniques – Perturb and Observe (P&O) method](image)

The operating point of the MPPT is not constant, so the algorithm struggles with rapidly changing climatic conditions that have a serious effect on the efficiency of the algorithms [12]. The P&O algorithm flowchart is shown in Fig. 16.

### Table 2: Varying Duty Cycle for 6V DC-Efficiency in %

<table>
<thead>
<tr>
<th>Voltage Source (V&lt;sub&gt;DC&lt;/sub&gt;)</th>
<th>I&lt;sub&gt;L&lt;/sub&gt; (A)</th>
<th>( P_{in} = \frac{V_{DC} \times I_L}{(W)} )</th>
<th>Output Voltage (V&lt;sub&gt;BC&lt;/sub&gt;)</th>
<th>I&lt;sub&gt;R&lt;/sub&gt; (A)</th>
<th>( P_{out} = \frac{V_{BC} \times I_R}{(W)} )</th>
<th>( \eta = \frac{P_{out}}{P_{in}} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>2.5</td>
<td>15</td>
<td>12</td>
<td>1.2</td>
<td>14.4</td>
<td>96</td>
</tr>
<tr>
<td>6</td>
<td>2.4</td>
<td>14.4</td>
<td>11.7</td>
<td>1.1</td>
<td>12.87</td>
<td>89.3</td>
</tr>
<tr>
<td>6</td>
<td>2.3</td>
<td>13.8</td>
<td>11.4</td>
<td>1.1</td>
<td>12.54</td>
<td>90.8</td>
</tr>
<tr>
<td>6</td>
<td>2.2</td>
<td>13.2</td>
<td>11.2</td>
<td>1.1</td>
<td>12.32</td>
<td>93.3</td>
</tr>
<tr>
<td>6</td>
<td>2.1</td>
<td>12.6</td>
<td>11</td>
<td>1.1</td>
<td>12.1</td>
<td>96</td>
</tr>
</tbody>
</table>

### Table 3: Varying Duty Cycle for 10V DC-Efficiency in %

<table>
<thead>
<tr>
<th>Voltage Source (V&lt;sub&gt;DC&lt;/sub&gt;)</th>
<th>I&lt;sub&gt;L&lt;/sub&gt; (A)</th>
<th>( P_{in} = \frac{V_{DC} \times I_L}{(W)} )</th>
<th>Output Voltage (V&lt;sub&gt;BC&lt;/sub&gt;)</th>
<th>I&lt;sub&gt;R&lt;/sub&gt; (A)</th>
<th>( P_{out} = \frac{V_{BC} \times I_R}{(W)} )</th>
<th>( \eta = \frac{P_{out}}{P_{in}} ) (%)</th>
<th>Duty Cycle (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4.3</td>
<td>43</td>
<td>20.4</td>
<td>2</td>
<td>40.8</td>
<td>94.8</td>
<td>53</td>
</tr>
<tr>
<td>10</td>
<td>4.1</td>
<td>41</td>
<td>20</td>
<td>2</td>
<td>40</td>
<td>97.5</td>
<td>52</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>40</td>
<td>19.6</td>
<td>1.9</td>
<td>37.24</td>
<td>93</td>
<td>51</td>
</tr>
<tr>
<td>10</td>
<td>3.8</td>
<td>38</td>
<td>19.2</td>
<td>1.9</td>
<td>36.48</td>
<td>96</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>3.6</td>
<td>36</td>
<td>18.8</td>
<td>1.8</td>
<td>33.84</td>
<td>94</td>
<td>49</td>
</tr>
</tbody>
</table>
b) Simulation of PV Model using MATLAB/SIMULINK

The SIMULINK and MATLAB model of PV system shown in Fig.17 SunPower SPR-305-WHT solar panel with 96 cells connected in series tested at 25°C temperature. The output connected to the resistive load with a MPPT controller via DC-DC boost converter.

The MPPT Controller and Pulse Generator subsystem is shown in Fig.18. The MPPT controller has PV Solar Panel voltage and current input. MPPT parameters Initial duty cycle, Dint and Increment value used to increase/decrease the duty cycle, $\Delta D$ connected also to "Param" input port. The MPPT controller output is connected to the pulses.

c) Simulation Result and Discussion

The MPPT P&O algorithm was tested in the first step for a change in the irradiance level of 1000w/m² and then again for different irradiance conditions. All results are showing four plots. The first shows the irradiation, the second shows the voltage, the third shows the current and the fourth shows the output power.

The result from Fig.19 showing with a fixed irradiance of 1000 w/m². There are two voltages plot $V_{PV}$ and $V_{BC}$ represents in Fig.20, two currents plot $I_{PV}$ and $I_{BC}$ in Fig.21 and two power plot $P_{PV}$ and $P_{BC}$ in Fig.22 which represent the output plot of PV module and boost converter. PV output showing cyan and the load output showing red so that it can clearly be understood.

Table 4: Parameters of PV Panel (SunPower SPR-305-WHT)

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Name of the Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Open Circuit Voltage (Voc)</td>
<td>64.2 V</td>
</tr>
<tr>
<td>2</td>
<td>Short-circuit Current (Isc)</td>
<td>5.96 A</td>
</tr>
<tr>
<td>3</td>
<td>PV Panel Max. Power characteristics</td>
<td>305 W</td>
</tr>
<tr>
<td>4</td>
<td>Maximum Power Voltage (Vmp)</td>
<td>54.7 V</td>
</tr>
<tr>
<td>5</td>
<td>Maximum Power Current (Imp)</td>
<td>5.58 A</td>
</tr>
<tr>
<td>6</td>
<td>No of cell per module</td>
<td>96</td>
</tr>
<tr>
<td>7</td>
<td>No of series-connected module</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>No of parallel string</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>Temperature (T)</td>
<td>25°C</td>
</tr>
</tbody>
</table>

Fig.16: Flowchart of Perturb & Observe (P&O) Algorithm

Fig.17: Simulation Model of PV System with MPPT Controller

Fig.18: Simulation Model of MPPT Controller & Pulse generator

Fig.19: Simulation Result and Discussion
Table 5. showing due to the adjustment of the duty cycle to maximize output power, efficiency ranges from 94.4 percent to 8.3 percent. PV Panel Max. Power characteristics = 305 W

Power output at load, $P_{BC} = 289.6$ W

Efficiency, $\eta = \left(\frac{289.6}{305}\right) \times 100 = 94.95\%$

The MPPT P&O algorithm was tested for a change in the different level of irradiance shown in Fig.23, PV and Boost Converter output voltage in Fig.24, output current in Fig.25 and represent output power in Fig.26. The model simulation has been completed in one second.
Table 6: Efficiency of the P&O algorithm at different irradiance level

<table>
<thead>
<tr>
<th>$I_r$ (W/m²)</th>
<th>With MPPT</th>
<th>Without MPPT</th>
<th>$\eta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{PV}$ (W)</td>
<td>$P_{BC}$ (W)</td>
<td>$P_{PV}$ (W)</td>
<td>$P_{BC}$ (W)</td>
</tr>
<tr>
<td>200</td>
<td>53.24</td>
<td>52.13</td>
<td>51.67</td>
</tr>
<tr>
<td>400</td>
<td>78.43</td>
<td>96.80</td>
<td>68.54</td>
</tr>
<tr>
<td>600</td>
<td>149.5</td>
<td>161.3</td>
<td>73.78</td>
</tr>
<tr>
<td>800</td>
<td>208.7</td>
<td>220</td>
<td>77.34</td>
</tr>
<tr>
<td>1000</td>
<td>278.9</td>
<td>289.6</td>
<td>79.29</td>
</tr>
</tbody>
</table>

Table 6. Showing the efficiency of the output power varies when the simulation runs at the same irradiance level without the MPPT controller. For a solar irradiation value of 1000W/m², the power obtained from a load of 289.6 watts greater than the output value of $P_{BC}$ without a MPPT PV system. Similarly, it shows maximum output with MPPT controller at different irradiation levels.

V. Conclusions

This paper presents perturbation and observation method which implemented with the PV module and MPPT controller, which works at rapidly changing irradiation levels, temperature effect and partially shaded solar panel. PV system and Simulation of PV Model analyzed using MATLAB/SIMULINK. In addition, this is important that the efficiency of the algorithm had to be as high as possible, and the MPPT had to have an efficiency of at least (93-95) %. It has tested and verified that the MPPT controller and the algorithms implemented with it works properly. After implementing MPPT with Boost Converter, the controller can select the maximum power point and efficiency for rapidly changing irradiation levels, temperature effect and partial shading of the solar panels. In addition, result shows that MPPT P&O method increased and gives at least 95% efficiency.
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Abstract - For high speed data communication, the latest 5G wireless technology has the capacity to fulfill the requirements of broadcasting live events, high definition video streaming, autonomous driving, robotics and so on. Instead of conventional low-gain narrow bandwidth antennas, high-gain wide-band antennas are needed for reliable 5G wireless communication. In this paper, we proposed a novel slot-loaded microstrip patch antenna (MPA) with helipad like ground modification for lower 5G frequency spectrum at around 3GHz. The antenna is designed and fabricated on FR-4 substrate. The bandwidth obtained from simulation is about 1.78 GHz which is 18 times larger than that of a conventional MPA with full ground plane. The magnitudes of the simulated and measured return losses are found −46.51 dB and −36.48 dB, respectively. The measured radiation patterns of the conventional and the proposed MPA are found hemispherical and bi-directional, respectively. Such bidirectional antenna is suitable for mobile base stations, WLAN, intra-satellite communication and beam forming applications.

Keywords: 5G wide-band wireless communication, rectangular slot-loaded microstrip patch antenna, ground modified bi-directional antenna.

I. Introduction

A revolution has occurred in the world of wireless communication systems with the introduction of 5G network. It provides high speed data transmission rates more than 1Gbps to broadcast live events, high definition video streaming, autonomous driving, robotics, aviation, health care applications, etc. This 5G wireless technology is nearly capable of the wired fiber optic internet connection. Another feature of 5G is that it can transfer both voice and high-speed data at the same time more efficiently than the other conventional mobile cellular technologies. Depending on the implementation policy of 5G in various countries, the lower and higher end of the fifth generation frequency spectrum are approximately 3-5 GHz and 24-71 GHz, respectively [1]. To interconnect the existing mobile devices and various sensors, sub-6 GHz frequencies are being used by 5G technology. For maintaining high speed transmission and reception, high-gain wideband antennas are needed for reliable wireless communication. Recently use of a wideband antenna for multichannel transmission and reception has become more popular. Besides, low-profile antennas are preferable for mobile base station, intra-satellite communication purposes, missiles and so on. For these application areas, microstrip patch antennas (MPAs) are better choice over the other types of antennas. Some of the advantages of MPA are light weight, smaller size, low fabrication cost, easy installation, mechanical robustness and freedom of design [2-3]. They also minimize the excitation of other undesired modes [4]. Due to the miniaturized structure of MPAs, they feasibly can be used in smaller electronic devices to improve the portability and efficiency [5]. But they are not widely used antennas because of their low gain, narrow bandwidth, low directivity, low power handling capacity, distorted radiation pattern and multiple resonances [6-7]. So the target of the research on MPA is to increase the bandwidth, gain, and desired radiation pattern for various sorts of 5G applications. Antenna characteristics can be improved by introducing slots of different shapes, defected ground plane, metamaterial, and shorting pins, etc. [7-10]. Besides by increasing the substrate height, and lowering the dielectric constant, antenna characteristics can also be increased [11]. Moreover feeding techniques affect some important antenna parameters such as bandwidth, return loss, VSWR etc. [12].

In this paper we proposed a microstrip patch antenna having 6 rectangular slots placed symmetrically on both sides the feed line. The introduction of slots on the patch changes the resonance characteristics from conventional multiband to a single resonant one. The ground plane is modified with a new structure to increase bandwidth. The bandwidth of the slot loaded MPA with modified ground plane is increased approximately 18 times than that of the conventional MPA. The design and simulation process of the MPA are done by CST software. The radiation pattern and $S_{11}$ of the fabricated antenna are measured using Vector Network Analyser (Rohde & Schwarz-ZVH8) and Wave and Antenna Training System (Man and TEL Co.).

II. Design of the Proposed MPA

The proposed MPA is a rectangular inset feed patch antenna as shown in Fig. 1. To enhance the
resonance characteristics at a single frequency, slots are introduced in the patch (see Fig. 1(a)). The patch is placed in the middle of the substrate. Three slots of different sizes are placed symmetrically on both sides of the microstrip feed line. The width and length of patch are represented by W and L. In general, the width and length of substrate are taken 1.5 times than that of patch dimensions. The width, gap and length of inset feed microstrip line are denoted by \( W_f \), \( G_i \) and \( F_i \), respectively.

The slots are denoted by ‘a’, ‘b’ and ‘c’ as shown in Fig. 1(b). The widths and lengths of slots are represented by \( W_f \) and \( L_i \), where \( i = 1, 2, 3 \) corresponds to the slots ‘a’, ‘b’ and ‘c’, respectively. The position of each slot is very sensitive to the patch characteristics. For example, the distances of slot ‘c’ from the bottom edge, side edge and top edge of the patch are denoted by \( c_1 \), \( c_2 \) and \( c_3 \), respectively (see Fig.1(b)). Similarly the positions of slot ‘a’ and ‘b’ are taken as \( a_i \) and \( b_i \) \( (i = 1, 2, 3) \).

Figure 1 (c) shows the modified ground structure of the proposed MPA. To increase the bandwidth of patch antenna, the ground side is modified to form a helipad-like structure. Three English letter ‘I’ are made along the length of patch. All 3 I-structures are connected at the middle. The middle I has larger width than the other two Is. This middle I also has a rectangular slot in the middle and two side-slots at the top and bottom edges. The hatched part in ground plane represents the existence of copper layer and the rest regions are etched out. The widths of the side I and central I are expressed by \( G_1 \) and \( G_2 \), respectively. The distance between the outer edges of 2 side I’s is denoted by \( G_3 \) which is taken 10 times of the width of each side I i.e. \( G_3 = 10 \times G_1 \). The whole ground plane has been finally appeared as a helipad-like structure.

For the analysis, the substrate is considered FR4 whose dielectric constant, \( \varepsilon_r \) is 4.3 with a thickness \( h = 1.6 \) mm. The effective dielectric constant \( \varepsilon_{\text{eff}} \) is expressed as [8]

\[
\varepsilon_{\text{eff}} = \frac{\varepsilon_r + 1}{2} + \left[ \frac{\varepsilon_r - 1}{2} \right] \left[ 1 + \frac{12h}{\varepsilon_r W} \right]^{-\frac{1}{2}}
\]  

(1)

The width \( W \) of the patch is calculated for the resonant frequency \( f_r \) at 3 GHz using the following equation

\[
W = \frac{v_0}{2k_f} \times \frac{2}{\sqrt{\varepsilon_{\text{eff}} + 1}}
\]  

(2)

where \( v_0 \) is the speed of light in free space.

The relation between the actual length \( L \) and the effective length \( L_{\text{eff}} \) is

\[
L = L_{\text{eff}} - 2\Delta L
\]  

(3)

Where \( \Delta L \) is the fringing correction factor and is expressed as

\[
\Delta L = 0.412h \times \frac{(\varepsilon_{\text{eff}} + 0.3)(\varepsilon_{\text{eff}} + 0.264)}{(\varepsilon_{\text{eff}} - 0.258)(\varepsilon_{\text{eff}} + 0.8)}
\]  

(4)

The expression for the effective length \( L_{\text{eff}} \) is

\[
L_{\text{eff}} = \frac{v_0}{2k_f \sqrt{\varepsilon_{\text{eff}}}}
\]  

(5)

Microstrip transmission line width \( W \) has been varied from W/5 to W/15 to achieve the best result through simulation. The value is found to be 3.06 mm for the best antenna characteristics.

The equation used for determining the exact length of inset feed \( F_i \) for thin dielectric substrate to achieve an input impedance of 50Ω is as follows [13]:

\[
F_i = 10^{-4}(F_7\varepsilon_r^7 + F_6\varepsilon_r^6 - F_5\varepsilon_r^5 + F_4\varepsilon_r^4 - F_3\varepsilon_r^3 + F_2\varepsilon_r^2 - F_1\varepsilon_r + F_0)L/2
\]  

(6)

Where

\[
F_7 = 6.1783, F_6 = 0.13761, F_5 = 6.1783, F_4 = 93.187, F_3 = 682.93, F_2 = 2561.9, F_1 = 4043 \text{ and } F_0 = 6697 \text{, respectively.}
\]

Using the above stated equations, all the parameters (such as \( \varepsilon_{\text{eff}}, L, W, F_i \)) are calculated for \( f_r = 3 \) GHz. These calculated values are used to design a conventional MPA as well as the proposed MPA using CST software. It is found that the calculated values of different parameters are slightly modified to obtain the optimized values which give better antenna characteristics. The gap between the patch and the inset-feed microstrip line \( G_i \) has been changed from 0.5 to 3.5 mm to get the best result. It is found that \( G_f = 0.95 \) mm gives the satisfactory result.
Fig. 1: Structure of the proposed MPA; (a) slotted patch side, (b) enlarged view of slots with dimensions and (c) modified ground plane side.

The length $L_3$ and width $W_3$ of the smallest 'c' slot are found 3.2 mm and 1.9 mm, respectively. Two smallest 'c' slots are placed symmetrically on both sides of the feed line. Each smallest 'c' slot is positioned at distances $c_1 = 14.605$ mm, $c_2 = 2.745$ mm and $c_3 = 5.205$ mm away from the bottom edge, side edge and top edge of the patch antenna, respectively. The dimensions of medium type 'b' pair of slots are $L_2 = 3.2$ mm and $W_2 = 1.9$ mm. These 'b' slots are positioned at $b_1 = 13.505$ mm, $b_2 = 5.345$ mm and $b_3 = 4.505$ mm apart from the bottom edge, side edge and top edge of the patch, respectively. The length and width of the biggest two symmetrical rectangular 'a' slots are $L_1 = 6.5$ mm and $W_1 = 2.2$ mm, respectively. The slots are positioned at $a_1 = 3.805$ mm, $a_2 = 8.245$ mm and $a_3 = 12.705$ mm apart from the top edge, side edge and bottom edge of the patch, respectively. The positions and dimensions of the slots are determined using trial and error method to get good antenna characteristics such as S-parameter, radiation pattern, bandwidth, directivity etc. All the optimized structural parameters of the proposed MPA are given in Table 1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Optimized value</th>
<th>Parameters</th>
<th>Optimized value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency, $f_r$ (GHz)</td>
<td>3</td>
<td>$W_1$ (mm)</td>
<td>$2.2(\pm 0.022\lambda)$</td>
</tr>
<tr>
<td>Wavelength, $\lambda$ (mm)</td>
<td>100</td>
<td>$W_2$ (mm)</td>
<td>$1.9(\pm 0.019\lambda)$</td>
</tr>
<tr>
<td>Dielectric constant, $\varepsilon_r$</td>
<td>4.3</td>
<td>$W_3$ (mm)</td>
<td>$1.6(\pm 0.016\lambda)$</td>
</tr>
<tr>
<td>Substrate Height, $h$ (mm)</td>
<td>1.6</td>
<td>$a_1$ (mm)</td>
<td>$12.705(\pm 0.127\lambda)$</td>
</tr>
<tr>
<td>Patch Width, $W$ (mm)</td>
<td>$31.29(\pm 0.313\lambda)$</td>
<td>$a_2$ (mm)</td>
<td>$8.245(\pm 0.082\lambda)$</td>
</tr>
<tr>
<td>Patch Length, $L$ (mm)</td>
<td>$23.01(\pm 0.23\lambda)$</td>
<td>$a_3$ (mm)</td>
<td>$3.805(\pm 0.038\lambda)$</td>
</tr>
<tr>
<td>Substrate Width, 1.5$W$ (mm)</td>
<td>$46.04(\pm 0.46\lambda)$</td>
<td>$b_1$ (mm)</td>
<td>$13.505(\pm 0.135\lambda)$</td>
</tr>
<tr>
<td>Substrate Length, 1.5$L$ (mm)</td>
<td>$35.52(\pm 0.355\lambda)$</td>
<td>$b_2$ (mm)</td>
<td>$5.345(\pm 0.053\lambda)$</td>
</tr>
<tr>
<td>Microstrip Transmission Line Width, $W_f$ (mm)</td>
<td>$3.06(\pm 0.0306\lambda)$</td>
<td>$b_3$ (mm)</td>
<td>$4.505(\pm 0.045\lambda)$</td>
</tr>
<tr>
<td>Microstrip Line Inset Feed Length, $F_i$ (mm)</td>
<td>$6.5(\pm 0.065\lambda)$</td>
<td>$c_1$ (mm)</td>
<td>$14.605(\pm 0.146\lambda)$</td>
</tr>
<tr>
<td>Gap between patch and feed line, $G_f$ (mm)</td>
<td>$0.95(\pm 0.009\lambda)$</td>
<td>$c_2$ (mm)</td>
<td>$2.745(\pm 0.027\lambda)$</td>
</tr>
<tr>
<td>Thickness of Copper Layer $M_c$ (mm)</td>
<td>0.035</td>
<td>$c_3$ (mm)</td>
<td>$5.205(\pm 0.052\lambda)$</td>
</tr>
<tr>
<td>$L_1$ (mm)</td>
<td>$L_1 = 2.0L_3$ 6.5$(\pm 0.065\lambda)$</td>
<td>$G_1$ (mm)</td>
<td>$2.8(\pm 0.028\lambda)$</td>
</tr>
<tr>
<td>$L_2$ (mm)</td>
<td>$L_2 = 1.5L_3$ 5$(\pm 0.054\lambda)$</td>
<td>$G_2$ (mm)</td>
<td>$G_2 \geq 3.6G_1$ 10$(0.1\lambda)$</td>
</tr>
<tr>
<td>$L_3$ (mm)</td>
<td>$3.2(\pm 0.032\lambda)$</td>
<td>$G_3$ (mm)</td>
<td>$(G_3 \geq 10G_1)$ $28(= 0.28\lambda)$</td>
</tr>
</tbody>
</table>
III. SIMULATION RESULTS

To observe the effects of slots and ground modification, we have designed two types of MPAs using CST simulation software. A conventional MPA has also been designed to compare the improvement of characteristics of the proposed MPA. The substrate is taken FR4 with a copper cladding thickness of 35 µm and the final dimension of the MPAs is 40.1X35.5 mm.

Obtained return losses ($S_{11}$) and far-field radiation patterns of three types of MPAs are shown in Figs. 2 and 3, respectively.

We have shown the return loss ($S_{11}$) of the conventional MPA (without slot and with full ground plane) in Fig.2 (a). We have seen that there are two resonant peaks at 3.008 GHz and 4.48 GHz with the magnitudes of $-41.35$ dB and $-22.04$ dB, respectively. The corresponding bandwidths of these two frequencies are 100 MHz and 120 MHz, respectively. Introducing slots in the patch with the full ground as conventional one, the magnitude of $S_{11}$ is found to be $-35.32$ dB at 3.00 GHz which is very close to the designed resonant frequency of 3 GHz (see Fig.2 (b)). We have eliminated the second resonant peak of the conventional antenna by incorporating six slots on the patch. We have gradually decreased the size of the slots from middle to the patch-edge. The bandwidth of the resonant peak at 3.00 GHz is found 100 MHz which is similar to the conventional one.

To increase the bandwidth, the ground plane is modified to form a helipad-like structure keeping slots in the patch. The obtained $S_{11}$ is shown in Fig. 2(c). The bandwidth and minimum return loss of the final proposed MPA are 1.77 GHz and $-46.5$ dB at 3.028 GHz, respectively. Thus the bandwidth has been increased remarkably, and our proposed MPA is appropriate for wideband applications.

We have shown the far-field radiation patterns of the conventional and the proposed MPAs in Fig.3 (a) and 3(b), respectively. The radiation pattern of the conventional one is hemispherical as a theoretical one. But the radiation pattern of the proposed MPA is bi-directional and symmetric. Such a bidirectional antenna is suitable for WLAN, intra-satellite communication and beam forming applications [14-16]. The main lobe magnitude of the proposed MPA is found to be 1.89 dB. We have found VSWR $1.5 \pm 0.2$ in the whole bandwidth range of 2.8 to 4.6 GHz for the final proposed MPA.
IV. MEASURED RESULTS

The conventional and the proposed MPAs are fabricated in our laboratory by liquid etching technique. First of all, Copper substrate has been cut into rectangular pieces with the dimensions according to the optimized values shown in Table-1. Then the patch and ground sides of the MPA are masked using photo resist. Ferric Chloride solution is used to chemically etch out the unwanted copper to get the desired portions of the patch and ground plane. After cleaning up the mask with Ethanol, SMA connectors are fixed on the mount at the antenna port. In Fig. 4, the photograph of the patch side (left) and the ground plane (right) of the proposed MPA are shown.

The measured scattering parameters of the conventional and the proposed MPA in Fig. 5(a) and 5(b), respectively. There are two resonant peaks for conventional MPA. The magnitudes of the resonant peaks are $-13.74$ dB and $-8.5$ dB at 2.98 GHz and 4.3 GHz, respectively (see Fig. 5(a)). The bandwidth of the resonant peak at 2.98 GHz is found 80 MHz. For conventional MPA, the measured return loss is found very similar to the simulated one. Finally the measured $S_{11}$ of the proposed MPA is shown in Fig. 5(b). The bandwidth is increased with a fraction bandwidth increment of 14% and found to be 380 MHz which is almost 5 times larger than the bandwidth of conventional MPA. The magnitude of $S_{11}$ is found to be $-36.48$ dB at the resonant peak of 2.76 GHz. May be due to the fabrication and measurement (without anechoic chamber) inaccuracy, the obtained results of measurement have some deviation from that of simulation.

The measured far field radiation pattern of the conventional MPA is shown in Fig. 6 (a). The radiation pattern has a hemispherical main lobe and a small back lobe. By comparing Figs. 3(a) and 6(a) it is seen that the measured radiation pattern is almost same as the radiation pattern obtained from simulation. Figure 6 (b) shows the characteristics of measured radiation pattern for the proposed MPA with modified ground plane. This result also agrees very well with the simulated one. Since bandwidth of our proposed MPA has increased remarkably, the gain has reduced. The measured radiation pattern of our proposed MPA is also found bi-directional pattern which is similar to that of simulated one.
A new slot-loaded patch antenna with ground modification has been designed to enhance the resonance characteristics with improved bandwidth. The antenna works at the resonance frequency in S-band i.e. at 3 GHz. The return loss magnitude of the proposed MPA is found quite satisfactory than the conventional structure. The simulated return loss bandwidth of the proposed MPA has been increased from 100 MHz to 1.77 GHz compared to the conventional structure. The measured return loss characteristics and radiation pattern of the proposed antenna match well with the simulated results. The bandwidth of the measured MPA is found 380 MHz, a reduced bandwidth value due to the inaccuracy of fabrication and measurement in our laboratory without anechoic chamber. The far field gain and directivity of the fabricated antenna are quite satisfactory. The radiation pattern of the proposed MPA is bi-directional and is suitable for WLAN, intra-satellite communication and beam forming applications.
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I. Introduction

Any space-time signal can be described by a set of basic functions [1]. This allows us to obtain a signal spectrum that reflects the basis functions proportion of the content in the original signal. Such a decomposition is often useful for signal analysis. For example, the spectral representation is effective for analyzing the compressibility of signals, the synthesis of compression algorithms with minimal losses, the signals filtering problems solving, the synthesis of optimal regulators, etc.

The transition to the spectrum can be carried out using orthogonal and unitary transformations. Most often, to obtain a spectrum, the decomposition in orthogonal functions is used [2]. For example, the spectra obtained on the basis of decomposition into a Fourier series [3] (with harmonic basis), Walsh series [4] (using a non-harmonic orthogonal system of rectangular functions with values of ± 1), wavelet transform [5, 6], etc. In [7], a new approach to the time-frequency analysis of non-stationary signals was proposed. In this paper, we consider an algorithm implementing the approach developed in [7] and present the results of its application to the time-frequency analysis of non-stationary signals.

II. Research and Publications Analysis and the Problem Statement

A detailed analysis of existing approaches to the spectral-temporal analysis of signals is given in [7]. From the analysis it follows that the following elements are common to all the main approaches:

1. Arbitrary of the function \( \varphi(t) \) tend to be decomposed into a set of basis functions \( \{ \Phi(k, t) \} \). Such functions form, as a rule, an orthogonal basis. Each function from this system conditionally plays the role of a coordinates axis.

2. To determine the projection on such an coordinates axis, the integral convolution is used

\[
c_k = \int_0^T [\varphi(t) \cdot \Phi(k, t)] dt,
\]

where \( c_k \) are decomposition coefficients determining the degree of coincidence of the original function \( \varphi(t) \) and \( \Phi(k, t) \). The values of \( c_k \) are perceived as coordinates on the respective axes of the basis orthogonal functions. Thus, the convolution integral or its discrete analogue is perceived as a measure of the similarity of the original function \( \varphi(t) \) and the function \( \Phi(k, t) \).
3. To study non-stationary signals and obtain the time-frequency decomposition of a signal a “window” is used, which is “cutting out” a portion of the function \( \varphi(t) \) over a certain time interval. For each time interval, a measure of similarity with the basis functions \( \Phi(k, t) \) is found.

4. Window accounting when analyzing the original function can be carried out explicitly or implicitly. In the first case, the window function \( \sigma(t) \) is explicitly introduced into the expression for integral convolution. This function may have various forms, for example, in the form of a Gaussian function. In the second case, the window is accounted for by direct selection of the basis orthogonal functions, which are called bursts or wavelets. The use of wavelets allows to further determine the frequency localization.

5. Depending on the selected basic orthogonal functions and window functions, different time-frequency localization is obtained (Fig. 1). In any case, such localization is determined in advance before the beginning of the analysis and affects its result.

\[ \begin{align*}
\text{a)} & \quad \text{Time Localization at Shannon signal discretization;} \\
\text{b)} & \quad \text{Frequency localization during Fourier transform;} \\
\text{c)} & \quad \text{Window transformations of the instantaneous spectrum methods [8] (D. Gabor, J. Ville etc.)} \\
\text{d)} & \quad \text{Wavelet transform [9] (I. Daubechies, Y. Meyer, R. Coifman, etc.)}
\end{align*} \]

**Fig. 1:** Time-frequency localization for various approaches:

a) Time Localization at Shannon signal discretization;
b) Frequency localization during Fourier transform;
c) Window transformations of the instantaneous spectrum methods [8] (D. Gabor, J. Ville etc.)
d) Wavelet transform [9] (I. Daubechies, Y. Meyer, R. Coifman, etc.)

Analysis of existing approaches to the frequency-time analysis of signals revealed a number of important points:

1. The “grid” of the time-frequency localization superimposed on the original signal may not “coincide” with the characteristics of the original function \( \varphi(t) \), which leads to distortions of the time-frequency signal evaluation. That is why in the existing approaches special attention is paid to the selection of basic functions and window modeling functions.

2. In some cases, such as when using wavelet transforms, the time window has fuzzy boundaries, which leads to distortions of the time-frequency estimate due to the windows overlapping.

3. The choice of functions integral convolution instrument as a measure of their similarity affects the assessment of initial and basic functions coincidence degree. The measure of similarity can be constructed in other ways and be more effective. In addition, in practice, the use of integral convolution introduces its own errors, which are associated with numerical integration methods.

4. The rigid “grid” of time-frequency localization used in existing approaches is not adaptive. It does not take into account the behavior of the non-stationary function of the signal. At present, localization is more effective, which is used in wavelet transforms (Fig. 1d). However, it is also rigid, which leads to the need for a more careful selection of wavelet basis functions. Selection of basic functions adapted to a signal is used in the method of signal analysis proposed by N. Huang (Huang-Hilbert Transform) [10]. However, studies have shown that this approach also has several disadvantages [11].

5. It can be assumed that if the function \( \varphi(t) \) behaves not stationary, then the time-frequency localization should be adaptive and adapt to the behavior of the signal under study (Fig. 2).
Thus, to ensure the adaptation of the time-frequency signal localization, it is necessary to determine the local areas of stationary behavior for the system that generates the signal. These areas are defined as a locally-invariant constraints on system behavior.

Earlier, theoretical studies were presented in [7], which allow us to obtain estimates of the frequency spectrum of a signal in an adaptive version. The approach is based on the fact that the behavior of the system has locally invariant sections, in which the signal spectrum is relatively stable. To identify these sections, it was proposed to use a behavior functions change in the system [12]. This behavior function is proposed to build using the mathematical basis of the $p$-adic calculus in the form of possibility measure distribution. The moments of the behavior function change allow us to determine the coordinates of the impulse function that models the original signal. It is noteworthy that periodic functions (for example, harmonic) are described by impulse functions, in which the coordinates of the pulses correspond to the members of arithmetic progressions. In the above presented work, an approach is proposed to determine the current signal spectrum estimates based on the coincidence degree of the impulse functions of this signal and the harmonic signals of the basis functions. To ensure the effectiveness of the approach, it is necessary to develop an algorithm for solving the problem and test its workability for non-stationary signals.

### III. The Purpose and Tasks of the Study

The purpose of the study, the results of which are presented in the article, was to develop an algorithm for solving the problem of frequency-time analysis of signals, which implements the approach proposed in [7], as well as testing the efficiency of the algorithm based on a model example of a non-stationary signal. To achieve the goal, three tasks were solved:

1. Development of a time-frequency analysis algorithm for signals based on behavior functions and arithmetic series.
2. Determination of the signal spectrum under study based on the algorithm, comparison of the results obtained with the ideal spectrum of the model signal and errors estimation.
3. Estimation of the error in the restoration of the original signal based on the obtained spectra.

### IV. Research Methods

To solve these problems the following methods were used: the theory of fuzzy sets and fuzzy measures; system analysis based on changes in system behavior; $p$-adic analysis; linear programming; discrete signal modeling; spectral analysis.
V. Research Results

Based on the approach proposed in [7], an algorithm for time-frequency analysis of non-stationary signals was developed. The algorithm allows to obtain the spectrum of the signal at each point in time when observing the signal. The delay in estimating the spectrum is determined by the time for the formation of the observation window. Below is the synthesized algorithm for solving the problem:

**Step. 1. Initial data set:**

1. The observation time \( W \) and the sampling interval of the signal (for example, in seconds).
2. The set of basis functions of impulse sines [7] \( \Phi = \{ s_{ik}(t) \}, k = \overline{1,N}, t \in W \). Pulse sines are called impulse functions, in which the coordinates of the pulses are determined by the formula of an arithmetic progression:

\[
a_{i}^{k} = a_{i}^{k} + (m - 1) \cdot d_{k},
\]

where \( a_{m}^{k} \in W, k \) – index \( k \)-th sinusoid, \( d_{k} = const \) – is a step of arithmetic progression. In fact, the functions \( s_{ik}(t) \) are given by two parameters \( a_{i}^{k} \) and \( d_{k} \), which determine the phase and frequency of the harmonic signal, respectively.

3. The basis of the \( p \) -adic number \( (p \geq 2) \), as well as the number of \( L \) observation channel blocks [13] to represent the data that describe the signal. The number of blocks is usually from 3 to 9.

4. The set of shift parameters \( \rho_{k} \in Z, k = \overline{1,|M|} \) is determined for the whole set of sample variables \( M [14] \) describing the signal.

5. The set of cut-off thresholds \( \{\Delta_{u}\}, \Delta_{u} \in [0;1] \) to determine the impulse function. Thresholds are chosen at regular intervals in the range 0.12 – 0.25 in the amount of 10 – 15.

6. The algorithm parameter for determining the pulses coordinates for the impulse function of the studied series: an integer \( m \geq 1 \).

7. Select the type of window. There are four options:

   a. Asymmetrical window. The boundaries of the window lie in the middle between the coordinates of nearby pulses of the signal that is being studied. Calculation of the window using the formula:

\[
LR_{n} = [\tau_{n} - \varepsilon_{L}(n); \tau_{n} + \varepsilon_{R}(n)] \subseteq W.
\]

   where \( \varepsilon_{L}(n) = 0.5 \cdot (\tau_{n} - \tau_{n-1}) \), \( \varepsilon_{R}(n) = 0.5 \cdot (\tau_{n+1} - \tau_{n}) \), \( \tau_{n} \) – pulse coordinate of the signal under study;

   b. Minimum window. Calculation of the window \( LR_{n} \) from the condition:

\[
\varepsilon_{L}(n) = \varepsilon_{R}(n) = \varepsilon(n) = min\{\varepsilon_{L}(n); \varepsilon_{R}(n)\};
\]

   c. Maximum window. Calculation of the window \( LR_{n} \) from the condition:

\[
\varepsilon_{L}(n) = \varepsilon_{R}(n) = \varepsilon(n) = max\{\varepsilon_{L}(n); \varepsilon_{R}(n)\};
\]

   d. Window with averaged deviation values. Calculation of the window using the formula:
\[ LR_n = [\tau_n - 0.25 \cdot (\tau_{n+1} - \tau_{n-1}); \tau_n + 0.25 \cdot (\tau_{n+1} - \tau_{n-1})] \subseteq W. \]

8. A method is chosen for determining the influence degrees of the \( k \)-th impulse sine function from a set of basis functions \( \Phi \) for building the signal spectrum: method 1 - based on optimization (linear programming); method 2 - on the basis of an approximate approach.

**Step 2.** The maximum normalizing integer for the time series is determined on the basis of the \( p \)-adic number formula of the form [15]:

\[ b_{\text{max}} = \sum_{l=0}^{L} \alpha_l \cdot p^l, \]

where \( \forall \ell \in \{0, ..., L\} \alpha_l = p - 1. \)

**Step 3.** All values of the time series of the signal under study \( \varphi_n \) are normalized so that the minimum value of the series is 0, and the maximum value of the series \( b_{\text{max}} \). The resulting values are rounded to integers.

**Step 4.** Each value of the series is decomposed into \( p \)-adic number and is represented in canonical form [16]: \( b(t) = \{a_0, a_1, ..., a_l, ..., a_L\} \). In fact, this is a representation of a number in the \( p \)-adic number system. If \( p = 2 \), then these are binary numbers. The value of \( a_l \) determines the value of the \( l \)-th variable.

**Step 5.** For each point in time, the confidence distribution is calculated for each system variable describing the signal. Let the value of the system variable \( v_{ij} \in V_l \), be determined on the set of states \( V_l = \{v_{i1}, ..., v_{i,L+1}\} \), where \( v_{ij} = \alpha_{l+1}, j = l + 1, l = 0, L \). Then the state of the system for this variable for \( t \in W \) is determined by the distribution function of the possibility \( \mu_t(v_{ij}): W \times V_l \rightarrow [0,1] \), which is given on the basis of \( p \)-adic number \( b(t) \) in the form:

\[ \mu_t(v_{ij}) = \alpha_{l+1}(t) \cdot \left( \max_{l=0,L} \alpha_l(t) \right)^{-1}, \]

where \( \alpha_l(t) \) - value of \( l \)-th element of canonical form \( p \)-adic number with \( t \in W \).

**Step 6.** A set of sample variables that determine the current state of the signal is defined. Sample variables are given by the relation \( s_{k,t} = v_{i \xi_k(t)} \in V_l \equiv S_k \), where \( s_{k,t} \) is the state of the \( k \)-th sample variable with the parameter \( t \in W \), \( v_{i \xi_k(t)} \in V_l \) - the state of the variable \( v_i \in V_l \) when the value of the parameter \( \xi_k(t) = t + \rho_k, \rho_k \in Z \). The full set of signal states will be defined as \( C = S_1 \times S_2 \times \cdots \times S_{|M|}, \) where \( |M| \) - the power of the set of sample variables. The distribution of the possibility on the set of values of the sample variable is defined as \( \mu_t(s_{k,j}) = \mu_{\xi_k(t)}(v_{i,j}) \in [0,1] \).

**Step 7.** The pulses coordinate of the time series of the signal under study \( \varphi_n \) are determined. The algorithm is calculated for all thresholds \( \{\Delta_n\} \). It is carried out iteratively on the basis of the metasystem identification subalgorithm described below:

**Step 7.1.** At the first step, the initial conditions for the parameter \( t = 1 \) and the coefficient of the algorithm \( k = 1 \) are accepted.
Step 7.2. For the data subset \([t, t + m]\), the behavior function \(f_1(c)\) is defined as the distribution of the possibility by the formula:

\[
f(c) = \left\{ \sum_{t \in \Delta W} f_t(c) \right\} \cdot \left\{ \max_{e \in E} \sum_{t \in \Delta W} f_t(e) \right\}^{-1}.
\]

where

\[
f_t(c) = \min_{k=1,|M|} \{ \mu_k(s_k[c]) \},
\]

where \(c \in \mathcal{C}\) is the system state. The specific sample variable \(s_k\) in the state \(c \in \mathcal{C}\) takes the value \(s_k[c] \in S_k \equiv V_t\). \(\mu_k(s_k[c])\) - the possibility to observe the state \(c \in \mathcal{C}\) with the sample variable \(s_k\) at the time \(t \in W\).

Step 7.3. The index value of generating fuzziness of the system \([17]\) \(U(f_1(c))\) is calculated by the formula:

\[
U(f(c)) = \sum_{j=1}^{|\mathcal{C}|} \left( f(c_j) - f(c_{j+1}) \right) \cdot \log_2(j),
\]

where \(f(c)\) is ordered by descending of \(\forall j, f(c_j) \geq f(c_{j+1})\) behavior function with a fictitious element \(f(c_{|\mathcal{C}|+1}) = 0\), \(|\mathcal{C}|\) - power set of states.

Step 7.4. \(k = k + 1\). is given. \(t + k \cdot m \notin W\), then go to step 7.7.

Step 7.5. The behavior function \(f_k(c)\) is determined for the data subset \([t, t + k \cdot m] \subseteq W\) and the generating fuzziness \(U(f_k(c))\) is determined.

Step 7.6. If \(|U(f_k(c)) - U(f_{k-1}(c))|/\max\left(U(f_k(c)), U(f_{k-1}(c))\right) < \Delta_u\), then go to Step 7.4. If the condition is not satisfied, then the point \(t + (k - 1) \cdot m \in W\) is taken as an approximation of the replacement point of the metasystem elements. For this point, the value \(k = 1\) is assumed and the transition to Step 7.2 is performed.

Step 7.7. Stop. At the moments of change in the behavior of the system, single impulses form. For a fixed threshold \(\Delta_u \in [0,1], u = \overline{1,N\Delta}\) for discrete moments \(t \in W\), we obtain a two-dimensional impulse function:

\[
r(u, t) = \begin{cases} 1, & t = \tau_n; \\ 0, & t \neq \tau_n. \end{cases}
\]

Step 8. There is a generalized impulse function of the signal under study by the formula:

\[
g(t) = \sum_{\Delta_u \in \Delta} \Delta_u \cdot r(u, t),
\]

where \(r(u, t)\) is the impulse function for the threshold \(\Delta_u\) of the metasystem identification algorithm.
The time coordinates $\tau_n \in W$ of the approximating impulse function $r(t)$ for the signal under study are defined as the local maxima of the function $g(t)$. The coordinates $\tau_n$ will specify a numeric sequence with variable step $d(j)$. The total number of pulses of the function under study $N$. Thus, there will be $N$ local intervals, where the original signal has relatively stable frequency characteristics.

**Step 9.** For each pulse $\tau_n$, a window $LR_n \subseteq W$ is determined based on the selected window type in accordance with Step 1.

**Step 10.** For each pulse of the signal under investigation with the coordinate $\tau_n$, for each basis function of the pulse $s_i(t)$, the coefficients of the influence degrees $x_k(\tau_n) \in [0,1]$ are determined by the formula:

$$x_k(\tau_n) = \left\{ \begin{array}{ll}
|\beta_k(\tau_n)| \cdot \left[ 1 - 2 \cdot \frac{|\Lambda_k(\tau_n)|}{\varepsilon_R(n) + \varepsilon_L(n)} \right], & S_k(LR_n) \neq 0, \\
x_k(\tau_n) = \lambda_k \cdot x(\tau_{n-1}), & S_k(LR_n) = 0, \lambda_k \in [0,1].
\end{array} \right.$$

where $\varepsilon_R(n)$ and $\varepsilon_L(n)$ are the right and left deviations from the coordinate of the pulse $\tau_n$. Coefficient $\lambda_k \in [0,1]$ is determined from the correct consideration condition of the low-frequency components of the signal spectrum:
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\[ \lambda_k = \begin{cases} 
0, & \tau_n > \max_{j \in [1,n-1]} \left( \sum_{j} a_k^j + d_k \right) \\
1, & \tau_n \leq \max_{j \in [1,n-1]} \left( \sum_{j} a_k^j + d_k \right) \\
[0.45;0.55], & \forall k', \{S_k'(LR_n) \neq 0\} \land \{\Lambda_k'(\tau_n) = 0\}.
\end{cases} \]

For all pulses of the signal under study, in the vicinity of the coordinates \( \tau_n \), a function of the conditional instantaneous spectral density \( \omega_n(k): \Phi \to [0,1] \) is formed, where \( \omega_n(k) = x_k(\tau_n) \).

**Step 10.** Spectrum estimates are determined based on fuzzy filtering. The estimated spectrum is determined by the fuzzy filter formula [19, 20]. In the simplest case, a filter is used in the form

\[ \tilde{\omega}_n(k) = \tilde{\omega}_{n-1}(k) + \alpha \cdot \{\omega_n(k) - \tilde{\omega}_{n-1}(k)\}, \]

where \( \alpha \in [0,1] \) is the gain of a fuzzy filter [21].

**Step 11.** Stop.

The function \( \tilde{\omega}_n(k) \) is taken as the basis for the time-frequency analysis of the signal under study. It is also used to restore the original signal. In this case, the reconstructed signal is found as the sum of sinusoidal functions, which determine the set of basis functions \( \Phi \) with amplitudes multiplied by the value \( \tilde{\omega}_n(k) \). The accuracy of the algorithm is checked by the error criterion, which is calculated, for example, by the degree of correlation [22] between two functions. To test the performance of the algorithm, studies were performed on a model example of a non-stationary signal.

**VI. The Discussion of the Results**

To substantiate the performance of the proposed algorithm for time-frequency analysis of non-stationary signals, it is necessary to solve two classical interrelated tasks:

1. To determine the spectrum of the investigated signal. Compare the results obtained with the actual signal spectrum. Estimate the errors of the proposed algorithm.
2. Based on the obtained spectra, restore the signal and compare it with the original signal. Rate the error.

For the study of the algorithm, a non-stationary signal \( \varphi_n \) with a sampling interval of 0.1 s was chosen. The observation time of the signal \( W = 10 \) s. The source signal is considered as a discrete representation of the addition of sinusoidal signals \( f_{n,i}^i = 1/4 \) at frequencies of 0.159 Hz, 0.334 Hz, 0.446 Hz, 0.637 Hz with different amplitudes at subintervals \( W_1 = [0; 5] \) s and \( W_2 = [5; 10] \) s. The values of amplitude-frequency characteristics for signals \( f_{n,i}^i \) in the intervals \( W_1 \) and \( W_2 \) are shown in Fig. 3.
Time series graphs of the signal under study and its components $f_{n}^i$, $i = 1, 4$, are shown in Fig 4.

To determine the set of sample variables and build the function of the system behavior, we will use the simplest mask with the shift parameter $\rho = 0$ for all variables of the system $v_{l, k}(t) \in \mathcal{V}_l$. In the metasystem identification algorithm, the set of cut-off threshold values $\{\Delta_u\}$ is presented in Table 1.

**Table 1:** The set of cut-off thresholds taken in the study

<table>
<thead>
<tr>
<th>$u$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_u$</td>
<td>0.205</td>
<td>0.202</td>
<td>0.199</td>
<td>0.196</td>
<td>0.193</td>
<td>0.19</td>
<td>0.187</td>
<td>0.184</td>
<td>0.181</td>
<td>0.178</td>
<td>0.175</td>
</tr>
</tbody>
</table>
4. In the balance equations, we will use a symmetric window LR$_n$ with the averaged deviation $\varepsilon(n) = 0.5 \cdot (\varepsilon_L(n) + \varepsilon_R(n))$.

5. To test the algorithm performance in determining the influence degrees of the $k$-th impulse sine function $x_k(\tau_n)$ from the set of basis functions $\Phi$, we will use an approximate approach.

Based on the initial data, as a result of applying the algorithm proposed above, the data system $D$ was obtained for the signal under study. Data system $D$ is a matrix $V \times W$ with a dimension of $7 \times 100$. In Table 2 shows a fragment of this matrix for a time subset up to $t \in [0;1]$ s.

**Table 2**: Fragment of the data matrix for the time series under study

<table>
<thead>
<tr>
<th>$t$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$v_2$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$v_3$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$v_4$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$v_5$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$v_6$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$v_7$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

As a result of using the metasystem identification algorithm, the full two-dimensional impulse function $r(u, t)$ was obtained (Fig. 5). Based on this function, a generalized impulse function $g(t)$ was obtained (Fig. 6).

![Threshold](image)

**Fig. 5**: Full two-dimensional pulse function $r(u, t)$ for the signal
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Fig. 6: The time series of the signal under study and the corresponding generalized impulse function \( g(t) \) (normalized to the maximum value of the series under study).

The function \( g(t) \) allows to obtain the impulse function of the signal under study \( r(\tau_n) \). The coordinates of the pulses \( \tau_n \) were determined as the local extrema coordinates of the function \( g(t) \) (Fig. 7).

Based on the obtained impulse function \( r(\tau_n) \) for a given set of impulse functions \( \Phi = \{ s_1(t) \}, k = 1,4 \), we obtained the coefficients of the balance equation for all coordinates of the impulses \( \tau_n, n = 1, N \). For example, for the coordinate \( \tau_2 = 19 \) and for the average deviation, the window will be defined as:

\[
LR_n = [\tau_2 - 0.25 \cdot (\tau_3 - \tau_1); \tau_2 + 0.25 \cdot (\tau_3 - \tau_1)] = [19 - 0.25 \cdot (30 - 6); 19 + 0.25 \cdot (30 - 6)] = [13; 25] \subseteq W.
\]

In this case, the value of the partial sum for the pulse sine function \( s_1(t) \mid 0; 15 \) will be: \( S_1(LR_2) = -21 \), and the coefficient \( \beta_1(\tau_2) = (-1)^{2-1} = -1 \). Then the coefficient \( \Lambda_1(\tau_2) \) for the balance equation will take the value:

\[
\Lambda_1(\tau_2) = \{\beta_1(\tau_2) \cdot \tau_2 - S_1(LR_2)\} = -1 \cdot 19 - (-21) = 2.
\]

Similarly, the coefficients of the balance equation are calculated for all basis functions and coordinates \( \tau_n, n = 1, N \). (Table 3).
**Table 3:** The coefficients of balance equations

<table>
<thead>
<tr>
<th>( \tau_n )</th>
<th>( \Lambda_1 )</th>
<th>( \Lambda_2 )</th>
<th>( \Lambda_3 )</th>
<th>( \Lambda_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>2</td>
<td>-2</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>30</td>
<td>-</td>
<td>2</td>
<td>-4</td>
<td>5</td>
</tr>
<tr>
<td>43</td>
<td>-</td>
<td>4</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>49</td>
<td>2</td>
<td>-1</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>56</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>67</td>
<td>1</td>
<td>-</td>
<td>-1</td>
<td>5</td>
</tr>
<tr>
<td>76</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>85</td>
<td>-</td>
<td>2</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>92</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>-1</td>
</tr>
</tbody>
</table>

In Table 4 estimates of the coefficients \( x_k(\tau_n) \) (normalized to unity) obtained using the direct approximate approach to their definition are presented. Table 4a presents the directly obtained estimates of the coefficients \( x_k(\tau_n) \), and in Table 4b are estimates of the coefficients \( x_k(\tau_n) \) after filtering with the gain \( \alpha = 0.53 \).

**Table 4:** Estimates of the coefficients \( x_k(\tau_n) \) of the signal spectrum, obtained by the approximate method

**Table 4a**

<table>
<thead>
<tr>
<th>( \tau_n )</th>
<th>( x_4(\tau_n) )</th>
<th>( x_2(\tau_n) )</th>
<th>( x_1(\tau_n) )</th>
<th>( x_3(\tau_n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>0.167</td>
<td>0.667</td>
<td>0.667</td>
<td>0.000</td>
</tr>
<tr>
<td>30</td>
<td>0.167</td>
<td>0.667</td>
<td>0.667</td>
<td>0.333</td>
</tr>
<tr>
<td>43</td>
<td>0.000</td>
<td>0.200</td>
<td>0.667</td>
<td>0.400</td>
</tr>
<tr>
<td>49</td>
<td>0.333</td>
<td>0.667</td>
<td>0.333</td>
<td>0.400</td>
</tr>
<tr>
<td>56</td>
<td>1.000</td>
<td>0.333</td>
<td>0.167</td>
<td>0.200</td>
</tr>
<tr>
<td>67</td>
<td>0.000</td>
<td>0.000</td>
<td>0.800</td>
<td>0.800</td>
</tr>
<tr>
<td>76</td>
<td>1.000</td>
<td>0.000</td>
<td>0.400</td>
<td>0.400</td>
</tr>
<tr>
<td>85</td>
<td>0.750</td>
<td>0.500</td>
<td>0.000</td>
<td>0.750</td>
</tr>
<tr>
<td>92</td>
<td>0.667</td>
<td>0.333</td>
<td>0.000</td>
<td>0.750</td>
</tr>
</tbody>
</table>

**Table 4b**

<table>
<thead>
<tr>
<th>( \tau_n )</th>
<th>( x_4(\tau_n) )</th>
<th>( x_2(\tau_n) )</th>
<th>( x_1(\tau_n) )</th>
<th>( x_3(\tau_n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>0.111</td>
<td>0.444</td>
<td>0.444</td>
<td>0.000</td>
</tr>
<tr>
<td>30</td>
<td>0.100</td>
<td>0.402</td>
<td>0.402</td>
<td>0.096</td>
</tr>
<tr>
<td>43</td>
<td>0.047</td>
<td>0.272</td>
<td>0.468</td>
<td>0.213</td>
</tr>
<tr>
<td>49</td>
<td>0.124</td>
<td>0.332</td>
<td>0.322</td>
<td>0.222</td>
</tr>
<tr>
<td>56</td>
<td>0.370</td>
<td>0.260</td>
<td>0.203</td>
<td>0.167</td>
</tr>
<tr>
<td>67</td>
<td>0.174</td>
<td>0.122</td>
<td>0.360</td>
<td>0.343</td>
</tr>
<tr>
<td>76</td>
<td>0.376</td>
<td>0.057</td>
<td>0.287</td>
<td>0.279</td>
</tr>
<tr>
<td>85</td>
<td>0.376</td>
<td>0.159</td>
<td>0.135</td>
<td>0.330</td>
</tr>
<tr>
<td>92</td>
<td>0.378</td>
<td>0.176</td>
<td>0.063</td>
<td>0.382</td>
</tr>
</tbody>
</table>

The change in the \( x_k(\tau_n) \) coefficients of the signal spectrum over time is shown below (Fig.8).

**Fig. 8:** Change dynamics of the \( x_k(\tau_n) \) coefficients of the signal spectrum
From Fig. 8, it follows that the algorithm provides the correct spectrum estimate for a non-stationary signal. In Fig. 9 a comparison of the true and estimated signal spectrum at the initial and final measurement interval is shown.

![Comparison of true and estimated spectrum](image1)

**Fig. 9:** Comparison of the true and estimated spectrum

At the same time, over the entire observation interval, the degree of correlation between the spectra at each frequency remains high (more than 0.7, Fig. 10).

![Correlation coefficient over time](image2)

**Fig. 10:** The correlation coefficient between the spectra for each frequency over the entire time interval

The change in the value of the correlation coefficient between the true and estimated spectra over the entire time interval is shown in Fig. 11.

![Change in correlation coefficient](image3)

**Fig. 11:** Change in the correlation coefficient between the true and estimated spectra
The correlation degree of the spectra at the stationary parts of the signal refers to a high one (the correlation coefficient is more than 0.7). At the moment of changing the spectra of a true signal, the algorithm provides fast adaptation to a new signal spectrum (within 1 - 2 pulses of an impulse function simulating a true signal). Thus, with a large number of measurements, the algorithm will provide an increase in the accuracy of estimation of the current signal spectrum.

Based on the estimated spectra in each \( LR_n \) windows, the estimated signal is easily restored. In this case, the coefficients \( x_k(\tau_n) \) as amplitudes of the sinusoidal signals normalized to one are used. These sinusoidal signals correspond to the impulse sines \( s_k(t|a^k, d_k) \) from the set of basis functions \( \Phi \). Fig. 12 shows the true and reconstructed signals from the estimated spectrum.

![Fig.12: True and reconstructed signals from the estimated spectrum.](image)

The correlation coefficient of the signals is 0.933, which corresponds to a high level of correlation between the true and reconstructed signals. The average error for the Hamming distance is about 0.1 for the entire observation interval of the signal, taking into account the sharp change in its spectrum. From the graph it is seen that after a sharp change of the signal spectrum, there is an error in its recovery. However, by the 9th second the signals almost coincide. Thus, a relatively high degree of adaptation of the spectrum estimation algorithm for a non-stationary signal can be made.

### VII. Conclusions

The developed algorithm based on the results given in article [7] allows to reduce the problem of estimating the signal spectrum to the solution of a system of linear equations. These equations are based on the use of arithmetic progressions. In this case, the task of calculating the integral convolutions of functions that introduce additional errors in the definition of the signal spectrum is excluded. Additionally algorithm provides adaptive time-frequency localization which is linked to the measured signal. This reduces errors at the borders of the windows when determining the current spectra. These results were made possible due to the properties of the system behavior functions. These functions are the distribution of the possibility measure on a set of system states.

Studies of the algorithm have shown that the accuracy of determining the current signal spectrum will depend on the set of its parameters. In particular, the accuracy will depend on the signal discretization conditions, on parameters of the construction algorithm of behavioral functions, on algorithm for identifying the metasystem, on the choice of window, on the gain of the fuzzy filter, and other parameters. These parameters are the algorithm settings. The study of the
Algorithm on the example of a non-stationary signal with a sharp change in the spectrum showed the efficiency of using the algorithm and a high degree of correlation between the estimated and true signal spectra. Estimates of the signal spectra, which are obtained using the algorithm, make it possible to recover the true signal with a high degree of correlation (with a correlation coefficient higher than 0.9).
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I. Introduction

When flying along a route, the allowable error levels for determining the coordinates are quite high, which may facilitate the use of satellite navigation system (SNS) as the main means of navigation. During the approach phase, the integrity requirements are significantly increased, and the control parameters, which are calculated using the built-in monitoring method, can exceed the marginal error levels, which can lead to a decrease in the level of integrity evaluation functions.

Significantly improve the work of the integrated monitoring of the integrity of the SNS is possible not only with the help of functional add ons, but also through integrated use with other on board navigation systems, namely the INS.

To solve such problems, the construction of mathematical models of components within the structure of the navigation system of an aircraft (AC) is of great importance, since the adequacy of the models ensures the quality of the system in general.

Thus, the tasks of synthesis and modeling of the integration algorithms for mixed sources and motion control are important and relevant. This article analyzes the effectiveness of assessing the integrity of an integrated satellite navigation system and the functioning of an inertial navigation system using computer simulation.

II. Analysis of Latest Research and Publications

Due to the widespread use of satellite navigation technology, the integrity of navigation systems is becoming an important issue, especially to improve safety in air transport. [1-3]. Receiver Autonomous Integrity Monitoring (RAIM) is an important technology developed to assess and maintain the integrity of a GPS system.

The main requirements for ensuring integrity control are set out in the main guidelines [4,5]. According to the specified requirements, the satellite indicator should form control parameters that allow to make a conclusion about the compliance with the requirements for the integrity of the navigation system for a given flight phase of the aircraft and issue warning signals.

The high efficiency of RAIM depends on a sufficient number of visible satellites and their geometrical configuration. Usually, RAIM requires at least five satellites. In addition, the level of protection that is determined by the geometric configuration must be less than the warning limit.

Unfortunately, at the stage of take-off and landing errors and interferences can lead to a loss of signal. In this case, the detection efficiency of RAIM defects is greatly reduced [6-8].

The loss of functions to assess the integrity of the satellite radio navigation system can also occur with insufficient measurement redundancy, with unfavorable mutual geometry of the working constellation of navigation satellites, aircraft and high measurement interferences [9].

The search for algorithms that monitor the integrity of the SNS using navigation information is the
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subject of [10–12] works. In research [13], an algorithm was proposed for monitoring the integrity of the SNS and monitoring the correctness of the operation of the INS. However, in these works there is no construction of mathematical models of the components included in the structure of the navigation complex of the aircraft.

### III. Research Tasks

The purpose of this study is to develop an application software package for the integrated effectiveness of the algorithm for monitoring the integrity of the SNS and assessing the correctness of the operation of the INS.

### IV. Analysis the Effectiveness of Assessing the Integrity of an Integrated Satellite Navigation System and the Functioning of an Inertial Navigation System

To find out the effectiveness of the proposed algorithm [13] for autonomous monitoring of the integrity of the SNS and assessing the correctness of the operation of the INS, a project of the applied software was developed. This software package allows you to simulate the work of the entire complex of functions performed in the module of secondary processing of the SNS computer, taking into account the operating hindrance measurements of pseudoranges.

The graphic device developed as part of this software package allows you to directly observe the current parameters of key software modules that implement the developed algorithm for monitoring the integrity of the SNS and monitoring the correct functioning of the INS directly in the course of modeling.
Consider the work of the software package (Fig. 1).

Figure 1: Structural diagram of an application software package for studying the effectiveness of the algorithm for monitoring the integrity of the SNS and evaluating the correctness of the operation of the INS at a given stage of the flight of the aircraft.
Figure 2: Structural diagram of the application software package for studying the effectiveness of the algorithm for monitoring the integrity of the SNS and evaluating the correctness of the operation of the INS at a given stage of the flight of the aircraft (continued)

Input parameters are databases of flight navigation data received from receiver-indicators (RI) of the SNS, INS and barometric altimeter. The format of the navigation data can be represented as:

\[
SNS = \begin{bmatrix} \phi_1^{SNS} & \lambda_1^{SNS} & h_1^{SNS} & V_{SNS}^{E1} & V_{INS}^{E1} & V_{INS}^{E2} & V_{VARO}^{E1} \\ \phi_2^{SNS} & \lambda_2^{SNS} & h_2^{SNS} & V_{SNS}^{E2} & V_{INS}^{E2} & V_{VARO}^{E2} \\ \phi_3^{SNS} & \lambda_3^{SNS} & h_3^{SNS} & V_{SNS}^{E3} & V_{INS}^{E3} & V_{VARO}^{E3} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ \phi_N^{SNS} & \lambda_N^{SNS} & h_N^{SNS} & V_{SNS}^{EN} & V_{VARO}^{EN} & V_{VARO}^{AN} \end{bmatrix}
\]

\[
INS = \begin{bmatrix} \phi_1^{INS} & \lambda_1^{INS} & h_1^{BARO} & V_{INS}^{N1} & V_{INS}^{E1} & V_{VARO}^{N1} & V_{VARO}^{E1} \\ \phi_2^{INS} & \lambda_2^{INS} & h_2^{BARO} & V_{INS}^{N2} & V_{INS}^{E2} & V_{VARO}^{N2} & V_{VARO}^{E2} \\ \phi_3^{INS} & \lambda_3^{INS} & h_3^{BARO} & V_{INS}^{N3} & V_{INS}^{E3} & V_{VARO}^{N3} & V_{VARO}^{E3} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ \phi_N^{INS} & \lambda_N^{INS} & h_N^{BARO} & V_{INS}^{Nk} & V_{VARO}^{Nk} & V_{VARO}^{Ek} & V_{VARO}^{Ek} \end{bmatrix}
\]

The length \( N \) of arrays of the SNS and INS is determined by the duration of the flights of the aircraft

\[
N = \frac{T}{T_{flight}} \times 10^5.
\]

Accumulated flight material contains arrays of length \( N = (2 \div 4) \times 10^5 \).

All calculations are made in the time scale of the GPS system, formed by recalculating computer time, synchronized with the UTC time scale (Fig. 1).
At the time $t_{gps1}$, the parameters of all spacecraft of orbital groupings are calculated, for which the orbital elements in the almanac are determined. The satellite coordinates are calculated according to the algorithms given in the interface control documents of these systems [14, 15].

As a result of the work of the functions of calculating the parameters of navigation spacecraft (NSC), the matrices GLO1 and GPS1 are formed, corresponding to the NSC GLONASS and GPS. The matrices contain the same type of data, the format of which can be represented as: \([N \times NSC, A, E, R, X, Y, Z]\), where A is the azimuth of NSC, E is the elevation angle of NSC, R is the geometric range to NSC, \([X, Y, Z]\) - coordinates of satellites in the geocentric coordinate system.

Calculation of parameters A, E, R is made according to the algorithm

\[
A = \arctan \left( \frac{E}{N} \right), \quad E = \arctan \left( \frac{R}{\sqrt{N^2 + R^2}} \right),
\]

\[R = \sqrt{(X-x)^2 + (Y-y)^2 + (Z-z)^2},\]

where

\[
\begin{bmatrix}
N \\
E \\
H
\end{bmatrix} = T_1 \begin{bmatrix}
(X-x) \\
(Y-y) \\
(Z-z)
\end{bmatrix}, \quad x, y, z - \text{geocentric coordinates of the aircraft.} \quad T_1 \text{matrix is defined in } H_{NEV} = H_{NEZ} T^T
\]

Thus, at the time $t_{gps1}$, the parameters of all the NSCs of the existing SNSs are known. The working constellation is determined by selecting the NSC whose elevation angle A is more than or equal to the specified angle of the mask Ma. This procedure is performed by the function configure_constellation. This function also makes it possible to exclude or, on the contrary, include NSCs of interest from the solution of the navigation problem directly in the modeling process, which provides an analysis of the operation of the algorithm under study with the desired geometric factors of GDOP.

To simulate the noise accompanying the pseudorange measurement process in real RI SNS, a random vector $\xi_{gps}$ is formed in the software package at each time instant, representing the Markov process with standard deviation $= s_0$, the value of which can be specified directly during the simulation.

The expression for the vector of pseudoranges can be written as

\[
H_x = \begin{bmatrix}
1 & \frac{x_{gps} - x_{gps1}}{prs(i)_{gps1}} & \frac{y_{gps} - y_{gps1}}{prs(i)_{gps1}} & \frac{z_{gps} - z_{gps1}}{prs(i)_{gps1}} \\
\frac{x_{gps} - x_{gps1}}{prs(i)_{gps1}} & 1 & \frac{y_{gps} - y_{gps1}}{prs(i)_{gps1}} & \frac{z_{gps} - z_{gps1}}{prs(i)_{gps1}} \\
\frac{x_{gps} - x_{gps1}}{prs(k)_{gps1}} & \frac{y_{gps} - y_{gps1}}{prs(k)_{gps1}} & 1 & \frac{z_{gps} - z_{gps1}}{prs(k)_{gps1}} \\
\frac{x_{gps} - x_{gps1}}{prs(k)_{gps1}} & \frac{y_{gps} - y_{gps1}}{prs(k)_{gps1}} & \frac{z_{gps} - z_{gps1}}{prs(k)_{gps1}} & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
x_{gps1} \\
y_{gps1} \\
z_{gps1} \\
prs(i)_{gps1} \\
prs(k)_{gps1}
\end{bmatrix} = (H^T H)^{-1} H^T \text{prs},
\]

\[
prs(j)_{t_{gps}} = R(j)_{t_{gps}} + \xi(j)_{t_{gps}}
\]

The failure of the $j$-th NCA is formed by entering an additional value $e$ into the $j$-th component of the pseudorange vector $prs$:

\[
prs(j)_{e_{gps}} = prs(j)_{t_{gps}} + e.
\]

The software package allows you to simulate the failure of any of the NSC of the visible constellation by selecting the appropriate number on the graphic console of the pseudorange determination process control console.

After the formation of databases of GLOm, GPSm, containing the coordinates of the NSC, as well as the vector of pseudoranges $prs$, all the necessary data for solving the navigation problem are prepared.

In the case of determining the coordinates when using measurements carried out on the NSC of two SNSs, which takes place in the developed software package, the algorithm can be written as

\[
\begin{bmatrix}
x_{gps1} \\
y_{gps1} \\
z_{gps1} \\
prs(i)_{gps1} \\
prs(k)_{gps1}
\end{bmatrix} = (H^T H)^{-1} H^T \text{prs},
\]
Covariance matrix \( \Sigma_{GSK} = (H^T H)^{-1} \) carries information about the error of the estimate of coordinates, which takes place at the current mutual geometrical arrangement of the NSC and AC:

\[
\Sigma_{GSK} = \begin{bmatrix}
\sigma_X^2 & \sigma_{XY} & \sigma_{XZ} & \sigma_{X,\text{cdt}} & \sigma_{X,\text{cdt}}' \\
\sigma_{XY} & \sigma_Y^2 & \sigma_{YZ} & \sigma_{Y,\text{cdt}} & \sigma_{Y,\text{cdt}}' \\
\sigma_{XZ} & \sigma_{YZ} & \sigma_Z^2 & \sigma_{Z,\text{cdt}} & \sigma_{Z,\text{cdt}}' \\
\sigma_{X,\text{cdt}} & \sigma_{Y,\text{cdt}} & \sigma_{Z,\text{cdt}} & \sigma_{\text{cdt},\text{cdt}}^2 & \sigma_{\text{cdt},\text{cdt}}' \\
\sigma_{X,\text{cdt}}' & \sigma_{Y,\text{cdt}}' & \sigma_{Z,\text{cdt}}' & \sigma_{\text{cdt},\text{cdt}}' & \sigma_{\text{cdt},\text{cdt}}'^2 \\
\end{bmatrix}
\]

(6)

To calculate the geometric factors, the \( \Sigma_{GSK} \) matrix, defined in the geocentric coordinate system, must be transformed into the local coordinate system NEH. Designating the matrix block (6), which determines the deterioration of the coordinate determination accuracy as

\[
S = \begin{bmatrix}
\sigma_X^2 & \sigma_{XY} & \sigma_{XZ} \\
\sigma_{XY} & \sigma_Y^2 & \sigma_{YZ} \\
\sigma_{XZ} & \sigma_{YZ} & \sigma_Z^2 \\
\end{bmatrix}
\]

we write the expression for the covariance matrix in the local coordinate system:

\[
\Sigma_{NEH} = \begin{bmatrix}
\sigma_N^2 & \sigma_{NE} & \sigma_{NH} \\
\sigma_{NE} & \sigma_E^2 & \sigma_{EH} \\
\sigma_{NH} & \sigma_{EH} & \sigma_H^2 \\
\end{bmatrix} = T^T \Sigma_{GSK} (3 \times 3) T_1.
\]

(7)

Having determined the \( \Sigma_{NEH} \) matrix, we can find the corresponding degradation of accuracy for the two-system RI SNS:

- **geometrical:** \( GDOP = \sqrt{\sigma_N^2 + \sigma_E^2 + \sigma_H^2 + \sigma_{\text{cdt}}^2 + \sigma_{\text{cdt}}'^2} \)

(8)

- **horizontal:** \( HDOP = \sqrt{\sigma_N^2 + \sigma_E^2} \)

(9)

- **coordinates:** \( PDOP = \sqrt{\sigma_N^2 + \sigma_E^2 + \sigma_H^2} \)

(10)

- **heights:** \( HDOP = \sigma_H \)

(11)

- **time:** \( TDOP = \sigma_{\text{cdt}} \)

(12)

Integration of information from RI SNS and INS occurs in the software block displaying the work of the Kalman filter. The result of the function is an optimal linear estimate of the velocity difference \( \Delta \dot{v}_{t,\text{gps}} \).

The predicted velocity difference vector \( \Delta \dot{v} \) is calculated by the method of numerical integration of one into the equivalent value of the predicted divergence of the coordinates of the PI SNS and INS.

The next step in the algorithm for monitoring the integrity of the SNS and assessing the correct operation of the INS is the calculation of the pseudoranges \( R_{\text{ins}} \) to the NSC of the working constellation based on the current navigation information of the INS.

After calculating the threshold for detecting and localizing anomalous measurements, the vector of pseudorange residuals is formed, measured in the SNS and calculated on the basis of the INS navigation definitions. Next, the vector of residuals is transmitted as an input parameter and the following possible solutions are made:

- The decision on the presence of an anomalous measurement in the vector of measured pseudoranges RI SNS.
- The decision to detect the malfunction of the INS.

The considered software package allows you to simulate a failure in the INS directly in the simulation process by entering an additional \( \kappa_{\text{INS}}^{\text{HC}} \) error into the INS coordinate vector:

\[
\phi_{t,\text{gps}}^{\text{INS}} = \phi_{t,\text{gps}}^{\text{INS}} + \phi_e \\
\lambda_{t,\text{gps}}^{\text{INS}} = \lambda_{t,\text{gps}}^{\text{INS}} + \lambda_e .
\]

At the final stage, the current parameters of the studied algorithm are output to the information console. At the next time point \( t_{\text{gps2}} \), if the sign of completion of the simulation is not established, a new cycle of calculations begins in the sequence described.

V. **Conclusions**

In order to determine the effectiveness of the proposed algorithm [13], a project of an applied
software complex was developed that allows performing a full cycle of modeling the operation of an algorithm at a given AC flight stage using the orbital parameters of the existing SNS groupings, as well as experimental navigation definitions of the SNS and INS receiver and indexers, registered during the AC flights.
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Although low-quality images are sufficient for review purposes, print publication requires high-quality images to prevent the final product being blurred or fuzzy. Submit (possibly by e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word Graphics are unsuitable for printed pictures. Avoid using pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 dpi (halftone) or 700 to 1100 dpi (line drawings). Please give the data for figures in black and white or submit a Color Work Agreement form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible).

For scanned images, the scanning resolution at final image size ought to be as follows to ensure good reproduction: line art: >650 dpi; halftones (including gel photographs): >350 dpi; figures containing both halftone and line images: >650 dpi.

Color charges: Authors are advised to pay the full cost for the reproduction of their color artwork. Hence, please note that if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and return a Color Work Agreement form before your paper can be published. Also, you can email your editor to remove the color fee after acceptance of the paper.

Tips for Writing a Good Quality Engineering Research Paper

Techniques for writing a good quality engineering research paper:

1. Choosing the topic: In most cases, the topic is selected by the interests of the author, but it can also be suggested by the guides. You can have several topics, and then judge which you are most comfortable with. This may be done by asking several questions of yourself, like "Will I be able to carry out a search in this area? Will I find all necessary resources to accomplish the search? Will I be able to find all information in this field area?" If the answer to this type of question is "yes," then you ought to choose that topic. In most cases, you may have to conduct surveys and visit several places. Also, you might have to do a lot of work to find all the rises and falls of the various data on that subject. Sometimes, detailed information plays a vital role, instead of short information. Evaluators are human: The first thing to remember is that evaluators are also human beings. They are not only meant for rejecting a paper. They are here to evaluate your paper. So present your best aspect.

2. Think like evaluators: If you are in confusion or getting demotivated because your paper may not be accepted by the evaluators, then think, and try to evaluate your paper like an evaluator. Try to understand what an evaluator wants in your research paper, and you will automatically have your answer. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your outline must be related to the topic you have chosen.

3. Ask your guides: If you are having any difficulty with your research, then do not hesitate to share your difficulty with your guide (if you have one). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work, then ask your supervisor to help you with an alternative. He or she might also provide you with a list of essential readings.

4. Use of computer is recommended: As you are doing research in the field of research engineering then this point is quite obvious. Use right software: Always use good quality software packages. If you are not capable of judging good software, then you can lose the quality of your paper unknowingly. There are various programs available to help you which you can get through the internet.

5. Use the internet for help: An excellent start for your paper is using Google. It is a wondrous search engine, where you can have your doubts resolved. You may also read some answers for the frequent question of how to write your research paper or find a model research paper. You can download books from the internet. If you have all the required books, place importance on reading, selecting, and analyzing the specified information. Then sketch out your research paper. Use big pictures: You may use encyclopedias like Wikipedia to get pictures with the best resolution. At Global Journals, you should strictly follow here.
6. **Bookmarks are useful**: When you read any book or magazine, you generally use bookmarks, right? It is a good habit which helps to not lose your continuity. You should always use bookmarks while searching on the internet also, which will make your search easier.

7. **Revise what you wrote**: When you write anything, always read it, summarize it, and then finalize it.

8. **Make every effort**: Make every effort to mention what you are going to write in your paper. That means always have a good start. Try to mention everything in the introduction—what is the need for a particular research paper. Polish your work with good writing skills and always give an evaluator what he wants. Make backups: When you are going to do any important thing like making a research paper, you should always have backup copies of it either on your computer or on paper. This protects you from losing any portion of your important data.

9. **Produce good diagrams of your own**: Always try to include good charts or diagrams in your paper to improve quality. Using several unnecessary diagrams will degrade the quality of your paper by creating a hodgepodge. So always try to include diagrams which were made by you to improve the readability of your paper. Use of direct quotes: When you do research relevant to literature, history, or current affairs, then use of quotes becomes essential, but if the study is relevant to science, use of quotes is not preferable.

10. **Use proper verb tense**: Use proper verb tenses in your paper. Use past tense to present those events that have happened. Use present tense to indicate events that are going on. Use future tense to indicate events that will happen in the future. Use of wrong tenses will confuse the evaluator. Avoid sentences that are incomplete.

11. **Pick a good study spot**: Always try to pick a spot for your research which is quiet. Not every spot is good for studying.

12. **Know what you know**: Always try to know what you know by making objectives, otherwise you will be confused and unable to achieve your target.

13. **Use good grammar**: Always use good grammar and words that will have a positive impact on the evaluator; use of good vocabulary does not mean using tough words which the evaluator has to find in a dictionary. Do not fragment sentences. Eliminate one-word sentences. Do not ever use a big word when a smaller one would suffice. Verbs have to be in agreement with their subjects. In a research paper, do not start sentences with conjunctions or finish them with prepositions. When writing formally, it is advisable to never split an infinitive because someone will (wrongly) complain. Avoid clichés like a disease. Always shun irritating alliteration. Use language which is simple and straightforward. Put together a neat summary.

14. **Arrangement of information**: Each section of the main body should start with an opening sentence, and there should be a changeover at the end of the section. Give only valid and powerful arguments for your topic. You may also maintain your arguments with records.

15. **Never start at the last minute**: Always allow enough time for research work. Leaving everything to the last minute will degrade your paper and spoil your work.

16. **Multitasking in research is not good**: Doing several things at the same time is a bad habit in the case of research activity. Research is an area where everything has a particular time slot. Divide your research work into parts, and do a particular part in a particular time slot.

17. **Never copy others' work**: Never copy others' work and give it your name because if the evaluator has seen it anywhere, you will be in trouble. Take proper rest and food: No matter how many hours you spend on your research activity, if you are not taking care of your health, then all your efforts will have been in vain. For quality research, take proper rest and food.

18. **Go to seminars**: Attend seminars if the topic is relevant to your research area. Utilize all your resources.

19. **Refresh your mind after intervals**: Try to give your mind a rest by listening to soft music or sleeping in intervals. This will also improve your memory. Acquire colleagues: Always try to acquire colleagues. No matter how sharp you are, if you acquire colleagues, they can give you ideas which will be helpful to your research.

20. **Think technically**: Always think technically. If anything happens, search for its reasons, benefits, and demerits. Think and then print: When you go to print your paper, check that tables are not split, headings are not detached from their descriptions, and page sequence is maintained.
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21. **Adding unnecessary information:** Do not add unnecessary information like "I have used MS Excel to draw graphs." Irrelevant and inappropriate material is superfluous. Foreign terminology and phrases are not apropos. One should never take a broad view. Analogy is like feathers on a snake. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. Never oversimplify: When adding material to your research paper, never go for oversimplification; this will definitely irritate the evaluator. Be specific. Never use rhythmic redundancies. Contractions shouldn’t be used in a research paper. Comparisons are as terrible as clichés. Give up ampersands, abbreviations, and so on. Remove commas that are not necessary. Parenthetical words should be between brackets or commas. Understatement is always the best way to put forward earth-shaking thoughts. Give a detailed literary review.

22. **Report concluded results:** Use concluded results. From raw data, filter the results, and then conclude your studies based on measurements and observations taken. An appropriate number of decimal places should be used. Parenthetical remarks are prohibited here. Proofread carefully at the final stage. At the end, give an outline to your arguments. Spot perspectives of further study of the subject. Justify your conclusion at the bottom sufficiently, which will probably include examples.

23. **Upon conclusion:** Once you have concluded your research, the next most important step is to present your findings. Presentation is extremely important as it is the definite medium though which your research is going to be in print for the rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is essential because it serves to highlight your research paper and bring to light all necessary aspects of your research.

**Informal Guidelines of Research Paper Writing**

**Key points to remember:**

- Submit all work in its final form.
- Write your paper in the form which is presented in the guidelines using the template.
- Please note the criteria peer reviewers will use for grading the final paper.

**Final points:**

One purpose of organizing a research paper is to let people interpret your efforts selectively. The journal requires the following sections, submitted in the order listed, with each section starting on a new page:

**The introduction:** This will be compiled from reference matter and reflect the design processes or outline of basis that directed you to make a study. As you carry out the process of study, the method and process section will be constructed like that. The results segment will show related statistics in nearly sequential order and direct reviewers to similar intellectual paths throughout the data that you gathered to carry out your study.

**The discussion section:**

This will provide understanding of the data and projections as to the implications of the results. The use of good quality references throughout the paper will give the effort trustworthiness by representing an alertness to prior workings.

Writing a research paper is not an easy job, no matter how trouble-free the actual research or concept. Practice, excellent preparation, and controlled record-keeping are the only means to make straightforward progression.

**General style:**

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines.

**To make a paper clear:** Adhere to recommended page limits.

**Mistakes to avoid:**

- Insertion of a title at the foot of a page with subsequent text on the next page.
- Separating a table, chart, or figure—confine each to a single page.
- Submitting a manuscript with pages out of sequence.
- In every section of your document, use standard writing style, including articles ("a" and "the").
- Keep paying attention to the topic of the paper.
• Use paragraphs to split each significant point (excluding the abstract).
• Align the primary line of each section.
• Present your points in sound order.
• Use present tense to report well-accepted matters.
• Use past tense to describe specific results.
• Do not use familiar wording; don’t address the reviewer directly. Don't use slang or superlatives.
• Avoid use of extra pictures—include only those figures essential to presenting results.

Title page:

Choose a revealing title. It should be short and include the name(s) and address(es) of all authors. It should not have acronyms or abbreviations or exceed two printed lines.

Abstract: This summary should be two hundred words or less. It should clearly and briefly explain the key findings reported in the manuscript and must have precise statistics. It should not have acronyms or abbreviations. It should be logical in itself. Do not cite references at this point.

An abstract is a brief, distinct paragraph summary of finished work or work in development. In a minute or less, a reviewer can be taught the foundation behind the study, common approaches to the problem, relevant results, and significant conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? Wealth of terminology is very essential in abstract. Use comprehensive sentences, and do not sacrifice readability for brevity; you can maintain it succinctly by phrasing sentences so that they provide more than a lone rationale. The author can at this moment go straight to shortening the outcome. Sum up the study with the subsequent elements in any summary. Try to limit the initial two items to no more than one line each.

Reason for writing the article—theory, overall issue, purpose.

• Fundamental goal.
• To-the-point depiction of the research.
• Consequences, including definite statistics—if the consequences are quantitative in nature, account for this; results of any numerical analysis should be reported. Significant conclusions or questions that emerge from the research.

Approach:

o Single section and succinct.
ο An outline of the job done is always written in past tense.
ο Concentrate on shortening results—limit background information to a verdict or two.
ο Exact spelling, clarity of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) are just as significant in an abstract as they are anywhere else.

Introduction:

The introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be capable of comprehending and calculating the purpose of your study without having to refer to other works. The basis for the study should be offered. Give the most important references, but avoid making a comprehensive appraisal of the topic. Describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will give no attention to your results. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the protocols here.

The following approach can create a valuable beginning:

o Explain the value (significance) of the study.
ο Defend the model—why did you employ this particular system or method? What is its compensation? Remark upon its appropriateness from an abstract point of view as well as pointing out sensible reasons for using it.
ο Present a justification. State your particular theory(-ies) or aim(s), and describe the logic that led you to choose them.
ο Briefly explain the study's tentative purpose and how it meets the declared objectives.
Approach:

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is done. Sort out your thoughts; manufacture one key point for every section. If you make the four points listed above, you will need at least four paragraphs. Present surrounding information only when it is necessary to support a situation. The reviewer does not desire to read everything you know about a topic. Shape the theory specifically—do not take a broad view.

As always, give awareness to spelling, simplicity, and correctness of sentences and phrases.

Procedures (methods and materials):

This part is supposed to be the easiest to carve if you have good skills. A soundly written procedures segment allows a capable scientist to replicate your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of information. Present methods in sequential order, but linked methodologies can be grouped as a segment. Be concise when relating the protocols. Attempt to give the least amount of information that would permit another capable scientist to replicate your outcome, but be cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section.

When a technique is used that has been well-described in another section, mention the specific item describing the way, but draw the basic principle while stating the situation. The purpose is to show all particular resources and broad procedures so that another person may use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step-by-step report of the whole thing you did, nor is a methods section a set of orders.

Materials:

Materials may be reported in part of a section or else they may be recognized along with your measures.

Methods:

- Report the method and not the particulars of each process that engaged the same methodology.
- Describe the method entirely.
- To be succinct, present methods under headings dedicated to specific dealings or groups of measures.
- Simplify—detail how procedures were completed, not how they were performed on a particular day.
- If well-known procedures were used, account for the procedure by name, possibly with a reference, and that’s all.

Approach:

It is embarrassing to use vigorous voice when documenting methods without using first person, which would focus the reviewer’s interest on the researcher rather than the job. As a result, when writing up the methods, most authors use third person passive voice.

Use standard style in this and every other part of the paper—avoid familiar lists, and use full sentences.

What to keep away from:

- Resources and methods are not a set of information.
- Skip all descriptive information and surroundings—save it for the argument.
- Leave out information that is immaterial to a third party.

Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part as entirely objective details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Use statistics and tables, if suitable, to present consequences most efficiently.

You must clearly differentiate material which would usually be incorporated in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matters should not be submitted at all except if requested by the instructor.
Content:

○ Sum up your conclusions in text and demonstrate them, if suitable, with figures and tables.
○ In the manuscript, explain each of your consequences, and point the reader to remarks that are most appropriate.
○ Present a background, such as by describing the question that was addressed by creation of an exacting study.
○ Explain results of control experiments and give remarks that are not accessible in a prescribed figure or table, if appropriate.
○ Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or manuscript.

What to stay away from:

○ Do not discuss or infer your outcome, report surrounding information, or try to explain anything.
○ Do not include raw data or intermediate calculations in a research manuscript.
○ Do not present similar data more than once.
○ A manuscript should complement any figures or tables, not duplicate information.
○ Never confuse figures with tables—there is a difference.

Approach:

As always, use past tense when you submit your results, and put the whole thing in a reasonable order.

Put figures and tables, appropriately numbered, in order at the end of the report.

If you desire, you may place your figures and tables properly within the text of your results section.

Figures and tables:

If you put figures and tables at the end of some details, make certain that they are visibly distinguished from any attached appendix materials, such as raw facts. Whatever the position, each table must be titled, numbered one after the other, and include a heading. All figures and tables must be divided from the text.

Discussion:

The discussion is expected to be the trickiest segment to write. A lot of papers submitted to the journal are discarded based on problems with the discussion. There is no rule for how long an argument should be.

Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implications of the study. The purpose here is to offer an understanding of your results and support all of your conclusions, using facts from your research and generally accepted information, if suitable. The implication of results should be fully described.

Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact, you must explain mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved the prospect, and let it drop at that. Make a decision as to whether each premise is supported or discarded or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."

Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that you have, and take care of the study as a finished work.

○ You may propose future guidelines, such as how an experiment might be personalized to accomplish a new idea.
○ Give details of all of your remarks as much as possible, focusing on mechanisms.
○ Make a decision as to whether the tentative design sufficiently addressed the theory and whether or not it was correctly restricted. Try to present substitute explanations if they are sensible alternatives.
○ One piece of research will not counter an overall question, so maintain the large picture in mind. Where do you go next? The best studies unlock new avenues of study. What questions remain?
○ Recommendations for detailed papers will offer supplementary suggestions.
Approach:

When you refer to information, differentiate data generated by your own studies from other available information. Present work done by specific persons (including you) in past tense.

Describe generally acknowledged facts and main beliefs in present tense.

**THE ADMINISTRATION RULES**

Administration Rules to Be Strictly Followed before Submitting Your Research Paper to Global Journals Inc.

*Please read the following rules and regulations carefully before submitting your research paper to Global Journals Inc. to avoid rejection.*

**Segment draft and final research paper:** You have to strictly follow the template of a research paper, failing which your paper may get rejected. You are expected to write each part of the paper wholly on your own. The peer reviewers need to identify your own perspective of the concepts in your own terms. Please do not extract straight from any other source, and do not rephrase someone else's analysis. Do not allow anyone else to proofread your manuscript.

**Written material:** You may discuss this with your guides and key sources. Do not copy anyone else's paper, even if this is only imitation, otherwise it will be rejected on the grounds of plagiarism, which is illegal. Various methods to avoid plagiarism are strictly applied by us to every paper, and, if found guilty, you may be blacklisted, which could affect your career adversely. To guard yourself and others from possible illegal use, please do not permit anyone to use or even read your paper and file.
Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after decision of Paper. This report will be the property of Global Journals.

<table>
<thead>
<tr>
<th>Topics</th>
<th>Grades</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A-B</td>
</tr>
<tr>
<td>Abstract</td>
<td>Clear and concise with appropriate content, Correct format. 200 words or below</td>
</tr>
<tr>
<td></td>
<td>Above 200 words</td>
</tr>
<tr>
<td>Introduction</td>
<td>Containing all background details with clear goal and appropriate details, flow specification, no grammar and spelling mistake, well organized sentence and paragraph, reference cited</td>
</tr>
<tr>
<td>Methods and Procedures</td>
<td>Clear and to the point with well arranged paragraph, precision and accuracy of facts and figures, well organized subheads</td>
</tr>
<tr>
<td>Result</td>
<td>Well organized, Clear and specific, Correct units with precision, correct data, well structuring of paragraph, no grammar and spelling mistake</td>
</tr>
<tr>
<td>Discussion</td>
<td>Well organized, meaningful specification, sound conclusion, logical and concise explanation, highly structured paragraph reference cited</td>
</tr>
<tr>
<td>References</td>
<td>Complete and correct format, well organized</td>
</tr>
</tbody>
</table>
INDEX

A

Antennas · 27
Autonomous · 17, 27, 66

C

Chiselling · 23

I

Instantaneous · 43, 50
Integers · 46

M

Magnitude · 33, 35, 37
Moduleis · 23

N

Nalavade · 16, 24
Neglected · 7

P

Perturbation · 8, 9, 13
Pseudorange · 70, 73

S

Sinusoidal · 50, 52, 58
Subalgorith · 46

U

Uncertainties · 62

V

Vicinity · 50

W

Wavelet · 41, 43, 60