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I. INTRODUCTION

A significant number of research projects, in different areas of scientific knowledge, use mathematical models partially or fully formulated by differential equations. However, given the complexity of the proposed models, difficulties with problems and unknown analytic solutions often arise. In this instance, the solution is often sought through the use of numerical methods.

The majority of these projects aim at achieving better results by using differential equations in order to try to describe the dynamic behavior of variables. In those cases, the numerical solutions are usually not complete. A complete solution form, however, is necessary because it allows for important and different types of analyzes, such as comparative static, calculation of elasticities and studies on stability and stationarity.

The primary objective of this paper is to investigate the potential of evolutionary algorithms to obtain analytic solutions to ordinary and partial differential equations (ODE) and (PDE). In order to do that, the evolutionary algorithms were developed by using the MatLab and combining genetic programming (GP) and automatic differentiation (AD). Several problems with different kinds of ODE and PDE were used for testing. More than twenty equations with analytic solutions known from literature were analyzed. An equation with an unknown analytic solution deriving from a PDE, which describes the wave function of the Schrödinger equation for helium atom, was also used. This equations is shown in [1]. The results of the tests are promising, since we obtained exact solutions for all equations with known solutions while identically reproducing the existing solutions. In the case of the Schrödinger equation, the solution obtained for this PDE is approximated. Hence, it has a low error margin.

To compare the developed methodology with the existing ones, we underwent a bibliographic review. It was verified that, although an extended amount of literature on genetic programming and automatic differential exists, the majority of the works apply these methods separately. Furthermore, amongst the works that develop combined algorithms of GP and AD, namely GPAD, papers that aim at solving differential equations are rare. Among these, the articles [2–4] stand out.

In the work of Imae et al [2], a GPAD algorithm is proposed to solve Hamilton-Jacobi-Bellman, Hamilton-Jacobi-Isaacs and Francis-Byrnes-Isidori equations in dynamic nonlinear systems with optimal control problems. The methodology uses the conventional GP technique, combined with the AD method, developed by the authors themselves. The algorithm is applied to equations with already known symbolic solutions and generates approximate solutions with low estimate errors, for every simulated case. The article’s conclusion is that the methodology presents promising results and is a good alternative for solving problems of optimal control.
In the work of [5], the two methods are combined to solve ordinary differential equations, with solutions that are already known. The equation of the Simple Harmonic Oscillator, of the mass-spring system, and Schrödinger equation for the hydrogen atom are used to obtain the exact solutions for the two proposed equations. The author concludes the study affirming that the combination of GP with AD is of great utility for the resolution of differential equations.

Among the researched articles, Tsoulos and Lagaris [6] present the most diverse and highest number of solved examples for differential equations using GPAD algorithms. Solutions are presented for ordinary differential equations (ODEs) and partial differential equations (PDEs), linear and nonlinear, of first and second degree. Exact symbolic solutions are found for the vast majority of the addressed problems. The developed algorithm uses grammatical evolution for the GP algorithm and different AD methods. The conclusions are that the developed methodology is able to solve ODEs and PDEs and the results are very encouraging.

These works served as the basis of comparison to evaluate the performance of the algorithms developed and were of fundamental importance in the search for better results and the improvement of the methodology created. In addition, we have previously adopted a methodology, present in [7], that also combined genetic programming and automatic differentiation, to obtain symbolic solutions to stochastic differential equations. The results achieved were promising and indicated the effectiveness of the proposed methodology in solving such equations and modeling problems that involve stochastic differential equations. Similarly, our results in this article are encouraging, as exact solutions were achieved for the vast majority of the addressed problems. In addition, they indicate that the proposed method can be an efficient alternative to solve ODE and PDE.

This article is organized in three sections. The first section consists of a review of previous literature. The second section describes the methodological procedures adopted in the development of the GPAD algorithms. The third section discusses the application results of the proposed methodology and presents the solution for the ODEs and PDEs. The fourth and final section summarizes and concludes the article.

II. METHODOLOGICAL ASPECTS

This section introduces the methodological procedures adopted for developing the GPAD algorithm, elaborated with the purpose of solving problems of differential equations. Its description of the methodological aspects related to the structure and operation of the algorithm steps are limited. See [4, 8–10] for technical details about the genetic programming and automatic differentiation methods used in this article.

a) Automatic Differentiation

Automatic differentiation (AD) is a set of techniques based on the mechanical application of the chain rule designed to numerically evaluate the derivative of a function specified by a computer program. It exploits the fact that every computer program, no matter how complicated, executes a sequence of elementary arithmetic operations (addition, subtraction, multiplication, division, etc.) and elementary functions (exp, log, sin, cos, etc.) Derivatives of arbitrary order can be computed automatically by applying the chain rule repeatedly to these operations. This way, they accurately work precision and use more arithmetic operations than the original program.

The classical methods, however, are not bereft of problems. Symbolic differentiation often leads to relatively inefficient codes and difficulties converting a computer program into a single expression. Meanwhile, numerical differentiation can introduce round-off errors in the discretization process and cancellation. Both classical methods have problems with calculating higher derivatives, which cause the complexity and errors to increase. Furthermore, both classical methods are slow at computing the partial derivatives of a function of many inputs, as is needed for gradient-based or stochastic optimization algorithms. AD circumvents these problems at the expense of introducing more software dependencies.

Usually, two distinct modes of AD are presented: forward mode, or forward accumulation, and reverse mode, or reverse accumulation. Forward mode specifies that chain rule can be transversed from inside to outside. Since for the simple composition $y = g(b(x)) = g(w)$ the chain rule gives $dy/dx = (dy/dw) (dw/dx)$, the forward mode first computes $(dw/dx)$ and then $(dy/dw)$, while the reverse mode has the traversal from outside to inside. See [11] for details.

b) GPDA Algorithm

The algorithm is developed in MatLab programming environment and works with two basic codes operating simultaneously. The first is responsible for the implementation of genetic programming, and the second performs the automatic differentiation and evaluates the individuals’ fitness. The codes run a fixed number of generations and perform the following steps: the creation of initial population, fitness evaluation of individuals, selection of individuals for reproduction, reproduction and validation, survival and creation of the new population. Except for the first step, which runs only at initialization, the remaining steps are repeated in all generations.

The form of representation of individuals is the traditional tree diagram, which is appropriated to evolve equations and facilitates to interpret GPAD results. The GP parameterization is flexible and allows changes to the configuration of parameters set. Some of these
parameters are: types and forms of trees, minimum depth of initial population trees, maximum depth of trees, the number of nodes control, set of functions and terminals, number of generations, selection methods for reproduction, crossover and mutation rates, population size, and stop conditions.

Two essential components for the GP operation are the sets of functions and terminals. These are necessary for the creation and reproduction of the population of individuals and, consequently, are involved directly in the formation of the optimal solution to the problem. The set of functions is composed of basic mathematical operators \((+, -, \times, \div)\) and elementary functions (e.g., \(\sin, \cos, \exp, \log, \text{xy, tan}\)). The terminal set consists of constants (e.g., real numbers, complex numbers, number, and randomly generated numbers) and variables that constitute the differential equation.

The choice of both functions and constants sets is important for the GP performance. If these sets are chosen with a small number of elements, the algorithm will present premature convergence due to the lack of diversity and a acceptable solution to the problem will not be reached. On the other hand, if they are chosen with an excessive number of elements, the search space becomes very large and harms the determination of an acceptable solution, which also increases the computational effort. Therefore, the choice procedure must be accomplished in a balanced way, respecting the properties of closure and sufficiency, as defined by [9]. The strategy used in this paper, which has yielded good results, was to mathematically study the problem of interest, ODE or PDE, and identify the minimal set of functions and constants required for their solution. Then, the algorithm was started with the basic set and new functions and constants were added to the modelling process until a satisfactory solution was obtained.

The first step that GP undergoes is creating the initial population. Functions and terminals are selected and combined, originating the individuals that make up the initial population. In this study, each created individual is a mathematical expression represented as a tree and possibly a solution of the differential equation of interest. GPAD offers three methods for the selection of the initial population: Full, Grow, and Ramped-half-and-half. The Grow method was used in all applications on this paper because it showed more efficiency in the processing time and produced the best results.

The second step consists of a fitness evaluation of the individuals. An error measure (i.e., fitness) was defined to evaluate the performance of each individual. After analyzing the measures, it was decided to work with mean absolute error (MAE) between the differential equation derived from the function proposed by GP and the differential equation of the problem in question. We also regarded penalties for missed restrictions such as initial and boundary conditions. In other words:

\[
\text{fitness} = MAE + \text{restrictions error} \tag{1}
\]

It was also necessary to incorporate a code into the GPAD algorithm that performs differential calculus and is able to calculate the fitness. The AD method was chosen because it calculates the exact values of the derivatives of a function for a given set of input values.

The AD program has the task of mathematically verifying the solutions proposed by the GP program. For this purpose, the AD programs my AD and my A2D developed by [8] were used. This programs perform the first and second order derivatives of a function, respectively, and operate in a forward mode. After adjusting the AD codes to make them compatible with the GP code, they were incorporated into the GPAD. An example is provided to illustrate this step using the following ODE problem:

\[
f'(x) + 2f(x) = e^x - 2x; x \in R, \text{initial condition} f(0) = 3 \tag{2}
\]

Suppose that the function below was newly created by an individual GP and is a possible solution to the problem.

\[
f(x) = 2 + e^{-2x} \tag{3}
\]

The next step is to evaluate the fitness of equation (3). The second code performs automatic differentiation and calculates the derivative of \(f(x)\) at each point of the domain defined by the algorithm (usually a grid with 50 or more points of \(x\)), reaching the solution:

\[
f'(x) = -2e^{-2x} \tag{4}
\]

Equations (3) and (4) are placed within equation (2) and the proposed solution fitness is evaluated at each point. The symbolic expression of this comparison is:

\[
f'(x) + 2f(x) - e^x - 2x = 4 - e^{-2x} - 2x \neq 0 \tag{5}
\]

\(f(x)\) is not the exact solution to equation (2) because its error value is not zero. However, it satisfies the initial condition, since:

\[
f(0) = 2 + e^{-2 \times 0} = 2 + 1 = 3 \tag{6}
\]
Moreover, the algorithm does not work with symbolic differentiation, as shown before, but with the automatic differentiation, where the derivatives are applied and evaluated at every point of the domain of the function. The error measure (fitness) for this example is:

$$fitness = \left(\frac{1}{n}\right) + \sum |f'x_i + 2f(x_i) - 2xi| + |f(0) - 3|$$  \hspace{1cm} (7)

Where the first part is the MAE, calculated in n domain points considered, and the second part is the penalty for not satisfying the initial condition of the problem.

Once the fitness function is defined, the GP evaluates the newly created individuals and selects those who are best fit to take part in the reproduction process. The algorithm provides five selection methods for reproduction: roulette, sus, tournament, lexic-tour and double-tour. For the purpose of this paper, the lexic-tour is often used, as it generates better results than others, possibly due to its use of lexicographic parsimony pressure\(^3\).

Once the GP finishes the selection, it initiates the individuals’ reproduction. This step is of fundamental importance as it leads the GP into regions with a better search space and, consequently, improves the process of optimization. Once the application of crossover and mutation operators takes place, the process of reproduction of the individuals is concluded. The new individuals are subjected to a validation test. The GP considers an individual fit to participate in the new population if its tree size does not exceed the maximum size parameter value.

In the last step, the GP selects the individuals that survive to be a part of the next population. The algorithm provides four elitism methods: replace, keepbest, half-elitism, totalelitisim. Totalelitisim was used in this research, as it allows all individuals to participate in the selection and selects the fittest ones, regardless of their parent-age. Individuals are selected until the population reaches its predefined size. The new population is, then, ready to be evaluated.

The process repeats itself until it reaches the stop condition and the final solution becomes known. The algorithm’s overall objective is to create an individual (i.e., the solution f(x)) that minimizes the fitness, using the GP and AD. The search for the optimal solution happens in an evolutionary way and its determination depends on other technical procedures and refinements not shown in this paper.

### Table 1: GPAD Basic Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setup</th>
<th>Parameter</th>
<th>Setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of generations</td>
<td>25 to 50</td>
<td>Initialization</td>
<td>growinit</td>
</tr>
<tr>
<td>Population size</td>
<td>50 to 600</td>
<td>Selection method</td>
<td>lexic-tour</td>
</tr>
<tr>
<td>Number of functions</td>
<td>8 to 15</td>
<td>Crossover</td>
<td>one-point</td>
</tr>
<tr>
<td>Number of terminals</td>
<td>5 to 15</td>
<td>Mutation</td>
<td>standard</td>
</tr>
<tr>
<td>AD Algorithm(fixed)</td>
<td>forward</td>
<td>Reproduction</td>
<td>totalelitisim</td>
</tr>
</tbody>
</table>

The last step performed by the methodology is the validation of the best solution generated by the GPAD algorithm. This step occurs outside the programming environment. A solution will only be considered final if it meets the following requirements:

- fitness value < 10^{-8};
- satisfying the restrictions and conditions laid down by the problem;
- when evaluated by the differential calculus rules, it must present a mathematical expression identical to the differential equation originally proposed.

If a final solution, validated by the requirements above, achieves fitness equal to zero, it will be considered an exact solution to the proposed problem. Otherwise, this solution is considered an approximate solution.

### III. Applications and Results

This section presents the results of four examples, two ODE and two PDE, which illustrate how solutions of differential equations can be achieved through the use of GPAD.

In General, the GPAD was set up according to the parameters listed in Table 1, for all the examples. The numeric parameters - related to the number of generations, individuals, elementary functions, and variables - were displayed in intervals of integers, as they varied according to the size and complexity of the addressed problem. The forward method was used for the application of the AD. This will be further explained in section 2.2. In all examples, the solutions obtained by the GPAD was represented in three different ways: symbolic, tree, and graphics.
a) **Example 1**

The first problem includes the solution of the following ODE of the second order:

\[
y''(x) + y'(x) + y(x) = -1.6 + 0.4x + 0.2x^2 - 8\sin(4x) - 30\cos(4x);
\]

where \( x \in \mathbb{R}, y''(x) = \frac{d^2y(x)}{dx^2}, y'(x) = \frac{dy(x)}{dx}; \)

\[
y(0) = 0 \text{ and } y'(0) = 0
\]

The solution obtained by the GPAD is presented in function (9) and in figures 1 and 2.

\[
y(x) = 2 + 0.2x^2 + 2\cos(4x)
\]

Figure 1 shows the tree representation of the solution to the ODE of example 1 (3.1), where variable \( x \) is denoted by \( X1 \). The optimal solution was found in individual 5054 (best so far), for a population of 250 individuals and 60 generations. The tree had a low number of depth and nodes, which made the reading and interpretation of the function easier. The achieved solution was exact, because it presented fitness equal to zero, satisfied all the constraints defined in (8), and was identical to the ODE of the problem proposed applying the differential calculus. Figure 1 is displayed below, along with a list of the results.

- Generations: 60
- Individuals: 250
- Best so far: 5054
- Fitness: 0.00000
- Depth: 5
- Nodes: 15

![Figure 1: Tree representation of y(x), solution to the ODE of example 1.](image-url)
Figure 2 shows the graph of solution (9):

![Graph of function y(x), solution to the ODE of example 1.](image)

**Figure 2**: Graph of function $y(x)$, solution to the ODE of example 1.

**b) Example 2**

The second problem contains the solution to the following ODE of second order, along with its constant coefficients:

$$y''(x) + 0.3y'(x) + 25y(x) = 25.12 + 10x - 1.5 \cos(5x)e^{-(0.3x)};$$

where $x \in \mathbb{R}$; $y(0) = 1$ and $y'(0) = 5.4$ \hspace{1cm} (10)

The solution obtained by the GPAD is presented in function (11) and in the figures 1 and 2.

$$y(x) = 1 + 0.4x + \sin(5x)e^{-(0.3x)} \hspace{1cm} (11)$$

Figure 3 presents a graph which shows the tree representation of the solution of the ODE in example 2, where variable (x) is denoted by (X1). The optimal solution was found in individual 6031 (best so far), for a population of 400 individuals and 40 generations. The tree had a low numbers of depth and of nodes. The solution obtained was exact and the answer was verified by the usual differential calculus. Figure 3, along with the results, is displayed below.

- Generations: 40
- Individuals: 400
- Best so far: 6031
- Fitness: 0.00000
- Depth: 6
- Nodes: 16

![Tree representation of y(x), solution to the ODE of example 2.](image)

**Figure 3**: Tree representation of $y(x)$, solution to the ODE of example 2.
Figure 4 contains a graph of solution (11), which exhibits non-linear and complex behavior.

![Graph of function y(x), solution to the ODE of example 2.](image)

**Figure 4:** Graph of function y(x), solution to the ODE of example 2.

c) **Example 3**

The third equation contains the solution to the following ODE of the second order:

\[ x^2y''(x) + xy'(x) + 4y(x) = 6\sin(ln(x)) \]

where \( e < x > 0; y(1) = 3 \) and \( y'(1) = 2 \) \( \quad (12) \)

The solution obtained by the GPAD for equation (12) was:

\[ y(x) = 3\cos(2ln(x)) + 2\sin(ln(x)) \] \( \quad (13) \)

Figure 5 shows a tree representation for the ODE solution in example 3, where (X1) denotes variable x. The GPAD found the exact solution after 13,665 evaluations (best so far), with a population of 400 individuals and 50 generations. The tree presented depth 6 and 13 nodes. Figure 5, along with the results acquired, is displayed below.

- Generations: 50
- Individuals: 400
- Best so far: 13665
- Fitness: 0.00000
- Depth: 6
- Nodes: 13

![Tree representation of y(x), solution to the ODE of example 3.](image)

**Figure 5:** The representation of y(x), solution to the ODE of example 3.
Figure 6 shows the graph of solution y(x), in function (13).

Figure 6: Graph of function y(x), solution to the ODE of example 3.

d) Example 4
The fourth application solves the following second order PDE, with variable coefficients being:

\[ x f_x + 2 f_t = x t \cos(x) + 2 \sin(x); \]

where \( f_x = \frac{\partial f(x,t)}{\partial x}, f_t = \frac{\partial f(x,t)}{\partial t}, x \in \mathbb{R}, t > 0; \) \hspace{1cm} (14)

\[ f(0,t) = 0 \text{ and } f(x,0) = x^2 \]

The solution obtained by GPAD to equation (14) is:

\[ f(x,t) = x^2 \exp(-t) + \sin(x) \hspace{1cm} (15) \]

Figure 7 shows a tree representation for the PDE solution in example 4, where (X1) and (X2) denote variables (x) and (t), respectively. The GPAD found the exact solution after 4,823 evaluations (best so far), with a population of 600 individuals and only 25 generations.

The tree has depth 6 and 12 nodes. Figure 7, along with the data acquired, is displayed below.

- Generations: 25
- Individuals: 600
- Best so far: 4823
- Fitness: 0.00000
- Depth: 6
- Nodes: 12

Figure 7: Tree representation of f(x,t), solution to the ODE of example 4.
Figure 8 shows a graph of solution $f(x,t)$ in function (15).

Figure 8: Graph of function $f(x,t)$, solution to the ODE of example 4.

**Example 5**

The fifth example solves the following second order PDE, which is a heat equation particular case:

$$f_t - f_{xx} = [x \cos(t) - 4(x - 1) \sin(t)] \exp(-2x);$$

where $f_{xx} = \frac{\partial^2 f(x,t)}{\partial x^2}, f_t = \frac{\partial f(x,t)}{\partial t}, 0 \leq x \leq 1, 0 \leq t \leq 1; \quad (16)$

$$f(0,t) = 0, f(x,0) = 0 \text{ and } f_x(1,t) + f(1,t) = 0$$

The solution obtained by the GPAD to equation (16) is:

$$f(x,t) = \sin(t)x \exp(-2x) \quad (17)$$

Figure 9 shows a tree representation for the PDE solution in example 5, where (X1) and (X2) denote variables x and t, respectively. GPAD found the exact solution after 2,054 evaluations (best so far), with a population of 80 individuals and 50 generations. The tree contains depth 6 and 10 nodes. Figure 10 shows the graph of solution $f(x,t)$ in function (17). The gathered data is displayed below, along with figure 9.

- Generations: 25
- Individuals: 600
- Best so far: 4823
- Fitness: 0.00000
- Depth: 6
- Nodes: 12
Example 6

The sixth and last example solves the following PDE:

\[ f_t - f_{xx} = [x - t(4x^3 - 6x) \exp(-x^2)]; \]

where \( f_{xx} = \partial^2 f(x, t)/\partial x^2, \) \( f_t = \partial f(x, t)/\partial t, \) \( 0 \leq x \leq 1, 0 \leq t \leq 1; \)

\[ f(0, t) = 0, f(x, 0) = 0 \text{ and } f_x(1, t) + f(1, t) = 0 \]

The solution obtained by the GPAD to equation (18) is:

\[ f(x, t) = xt \exp(-x^2) \]  \hspace{1cm} (19)

The exact solution after 1,336 evaluations (best so far), with a population of 50 individuals and 50 generations. The tree has depth 5 and 9 nodes. The solution for the problem is shown below, along with figure 11.
IV. DISCUSSIONS AND CONCLUSIONS

This study aimed at investigating the potential of evolutionary algorithms, developed with the combination of GP and AD, to obtain symbolic solutions for problems of differential equations. This is not an issue solely of academic interest. It has great practical relevance, as the ODEs and PDEs are used to model the dynamics of complex problems of engineering and of other areas.

Examples of research projects applied in engineering include: construction of electrical circuits; modeling of networks cables dilatation; digital filter of "Butterworth", in the area of signal processing; modeling problems of beams; deflection and vibration; mass balance of a chemical reactor; determination of the rate of disintegration or decay of a radioactive element, carbon-14 type; automotive suspensions planning, defining the mechanical damping system; projects of planning and
construction of aircraft, turbines, engines and navigation; and industrial projects in general. In addition to engineering, differential equation models are also present and applied in economics, finance, statistics and physics.

With this purpose, GPAD algorithms were developed and a methodology of solution was conceived. Although, in section 3, only six examples have been submitted, we believe this quantity is sufficient to illustrate the results of the applications made. More than twenty problems of ODEs and PDEs, of different types and degrees of difficulty, were used to test the quality and effectiveness of the new methodology. The exact solution was found for all equations tested, with the exception of the EDP for the Schrödinger equation of the helium atom. However, in helium’s case, an approximate solution with low-level error was found. The difficulty to solve the equation was expected due to its high complexity.

In order to compare our results with the results of known software, with the exception of the Schrödinger equation, the remaining equations were also tested in the DSolve of Mathematica and in ODE-PDE-Solver Functions of MatLab. The results showed that only the linear ODEs could be solved symbolically. The nonlinear ODEs and PDEs tested, including three PDEs presented in section 3, have not been resolved in symbolic form for these software. Therefore, the results of these tests are very important, because they show the difficulty of obtaining symbolic solutions of differential equations through computational methods and they confirm the advantages of the GPAD algorithms.

When compared, our study possesses the following similarities with works [2–4]: the examples of ODEs and PDEs used are, in small part, similar to those presented in [6]. This occurred purposefully, because we use three examples of this work as a basis for comparison for evaluating computational efficiency of algorithms developed. However, the similarities are only in the functional form of differential equations, as it was necessary to solve exercises identical to be able to compare effectively the results. These comparisons were of fundamental importance, since they allowed us to pursue better results and develop algorithms that are more efficient.

The modeling and development of the algorithms were overall different, since we used traditional GP method in the form of a tree, while they used the grammatical evolution method. The similarities with articles [2,3] are directly related to the fact that both works intend to solve ODEs and PDEs using the same technique of GP in tree form. However, the examples developed are very different, which leads to different computational modelling.

Based on the results obtained, with exact symbolic solutions for almost all of the problems addressed, we believe that the objective of the study has been achieved and that the GPAD methodology proposed is a new contribution to the literature of evolutionary algorithms and, especially, an effective alternative to assist in the resolution of complex problems of ODEs and PDEs.
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