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Highlights
- Reformulation of robot dynamic equations in the form of joint errors.
- Use of modal control to derive control gains.
- Demonstration of efficient trajectory tracking.

1. Introduction

The dynamics of a planar two-link rigid robot having two revolute joints is non-linear and involves coupling between joint variables. Linear control is difficult to apply to such systems. In order to apply linear control theory for joint motion control of robots, a high gear ratio is used so that a linear PD or PID controller may be used. A computed-torque controller is a better controller than a linear PD or PID controller. It is a special application of ‘feedback linearization’ of non-linear systems and computed-torque like controls appear in robust control, adaptive control etc. [1]. The motion of the joints of a robot can be controlled either by the approach of ‘independent joint control’ or by the approach of ‘multivariable control’ [2]. In ‘independent joint control,’ each joint of a robot is controlled as a single input/single-output (SISO) system. The coupling effects due to the motion of other links are treated as disturbances. On the other hand, the multivariable control facilitates the design of robust [3] and adaptive [4] nonlinear controllers that guarantee more stability and better tracking of arbitrary trajectories. Harris and Wang [5] have proposed mathematical models for the stabilization of closed-loop constrained robots. Slotine and Yang [6] have presented a computationally efficient time-optimal path-following algorithm for robots under actuator constraints. Few authors have made use of the concept of decoupled and invariant dynamics of manipulators during the design stage for achieving high-speed trajectory control of direct-drive manipulators [7] and the concept of dynamic isotropy for decoupling of inertia matrix for obtaining robust control [8]. A number of research works including Piazza and Visioli [9], Constantinescu and Croft [10], Gasparrato and Zanotto [11] and Marcello et al. [12] have have focused on formulating algorithms based on minimization of an objective function that helps in finding the time-optimal trajectories for the robots. Xavier et al. [13] have described how to build autonomous robots that can perform service tasks safely within the vicinity of humans. Machado et al. [14] have suggested that although direct design algorithm and computed torque controllers are superior to linear controllers, classical design approach can be implemented practically. This approach can be used to analyze and develop nonlinear model-based controllers for robots. Shiller and Chang [15] have proposed a method that helps in the reduction of tracking errors for high-speed articulated robots. This is achieved by preshaping the actual trajectory of the robot by using inverse control gains. Gradient search method is used to find the optimized control parameters for trajectory preshaping. Karger et al. [16] have proposed a hyperbolic trajectory for any degrees of freedom robot. The advantage of this trajectory is that it can be planned both in Joint space and Cartesian space with the requirement of inverse kinematics only at the initial and final positions. The hyperbolic trajectory also evades any obstacle successfully that lies between these two points. Ouyang et al. [17] have tracked the trajectory of a real-time controllable mechanism using the approach of force balancing. Force balancing is achieved by a novel approach referred to as adjusting kinematic parameter (AKP) and it facilitates the tracking of trajectory efficiently by controllers. The authors have compared the AKP approach with PD and non-linear PD control.
approach and concluded that it’s more promising. Afzali-Far et al. [18] have addressed the problem of design of a 3-DOF Gantry Tau robot using the concept of dynamic isotropy for the first time. This concept can be used to optimize the geometry of robots. The authors have also investigated upon Jacobian and stiffness matrices. Analytical solutions are provided to obtain both a decoupled stiffness matrix and dynamic isotropy condition. Arakelian et al. [19] have used the concept of decoupled dynamics for designing a 2-DOF exoskeleton arm. By doing so, the task of controller design gets simplified. The dynamic equations of the exoskeleton arms are decoupled by using epicyclic gear train. The parameters of the gear train are determined based upon the elimination of nonlinear terms in the mechanical energy equations of the manipulator. This results in redistribution of masses due to which the joint actuator torque becomes a linear function of angular acceleration. In another research, Arakelian et al. [20] have achieved the dynamic decoupling of a serial manipulator by using adjustable links and an optimal control technique. Their approach takes into account the effect of changing payload. The proposed approach transforms a nonlinear system into a linear system without the use of feedback linearization. The adjustable links play an effective role in cancelling the nonlinear terms present in the mechanical energy expression of the manipulator. Pham et al. [21] have performed the trajectory planning using path-velocity decomposition method. This involves two steps: finding a configuration space path that satisfies the geometric constraints and time-parametrisation of the same path such that it satisfies the kinodynamic constraints. Based upon this method, the authors have proposed a new algorithm- Admissible Velocity Propagation. This method is useful for truly dynamic motions that cannot be handled well by quasi-static methods. Al-Gbouri et al. [22] have addressed the issue of stability of robust control systems employing feedback linearization. The method used by the authors is referred to as the gap metric robust stability analysis. The novel control law used by them helps to classify the system nonlinearity into stable and unstable components. The controller cancels the unstable linear component of the plant. Robust performance margins have been derived and the new approach yielded better results than other methods like small gain theorem. Asif et al. [23] have addressed the two main issues of accurate and precise control of a robotic arm using the approach of inverse kinematics and linear control law. The authors have compared the performance of three different types of control laws viz. PID, pole-placement and LQR. They have concluded that LQR gave the best results. Hwang et al. [24] have specified design parameters for a seven degree of freedom serial manipulator. These design parameters have been obtained using various performance indices. These performance indices are related to distribution of inertia, dexterity and energy. They correspond to workspace, kinematics and dynamics respectively for the manipulator. The design parameters were optimized using genetic algorithm. Arakelian et al. [25] have presented a review of important methods used for achieving dynamic decoupling of robots. The three main methods are: mass redistribution, actuator relocation and addition of auxiliary links. In the first method, gears are used as counterweights while in the second method, an epicyclic gear train is used. The authors have stated that the third method was the optimal one. The effect of changing payload is the least studied area. They have emphasized that for effective dynamic decoupling, it is required to develop solutions that are amalgamation of both the mechanical and control approaches. Huang et al. [26] have presented a methodology to optimally plan the trajectory of robots. The trajectory has been obtained in joint space using 5th order B-spline and optimized using non-dominated sorting genetic algorithm (NSGA-II). The trajectory satisfied the continuity of jerk. The objective functions for NSGA-II included the travelling time and mean jerk along the complete trajectory. Liu et al. [27] have have improved the tracking precision of end-effector of a robot by proposing a trajectory planning technique that yielded stable movement. For this, firstly the kinematic and dynamic models have been established using the screw theory and Kane’s method. The error at the end-effector was minimized by using PSO algorithm and joint flexibilities. Routa et al. [28] have proposed a new technique for optimal planning of trajectory for welding robots. For this, they have used Teaching Learning Based Optimization algorithm that made use of minimization of jerk and travel time. Hou and Mason [29] have developed a criteria that might help in maintaining the contacts required for robotic manipulation. These criteria are robust to ‘model uncertainties’ and ‘disturbing forces’. They have analyzed three different types of contact modes: sticking, sliding and disengaging. Friedrich and Martin Buss [30] have tried to achieve the robust stability of manipulators when their feedback control law was modified through online mode. They have characterized the robust controllers for rigid robots utilizing the approximate inverse dynamics control approach. A double-Youla parametrization technique was applied for characterization of robust controllers for robots used for machining of sculptured surfaces. Lua et al. [31] have considered constraints like tool-tip kinematic constraints and curved tool path in joint space. Machining of sculptured surfaces require high accuracy, so authors have used Pontryagin maximum principle as the solver.

From the present survey on trajectory control of robot manipulators it is found that for performing desired tasks, it is necessary to plan trajectories optimally. This can be done in three ways; viz., minimum-time trajectory planning, minimum-energy trajectory planning and
minimum-jerk trajectory planning. It is also found that dynamic decoupling of system dynamics makes it easy to design a good control system. Furthermore, the sensitivity of unmodelled dynamics and bounds on actuator are the key issues in controller design [32] for good trajectory control. Design for Control approach [33] may help in improving the performance of controllers significantly. It involves the scheme of redistribution of masses of the mechanical structure under consideration that may help in improving the performance of controller to be used in electromechanical systems. Current research is focussed on design of controllers based upon accurate dynamic modelling of the physical systems under consideration. The design of such controllers makes use of concept of modal control theory. Cambera et al. [34], Rong et al. [35], Shen et al. [36] and Zhao et al. [37] have all highlighted the performance characteristics of such controllers through their research.

The current work presents a distinctive way of expressing the dynamics of a Two-Link rigid robot. The dynamic equations of the robot are re-written in the form of joint errors and involve coupling between errors in

\[
\begin{align*}
M_{11} &= (m_1 + m_2)L_1^2 + m_2L_2^2 + 2m_2L_1L_2 \cos \theta_2 + I_{h1} + M_p(L_1^2 + L_2^2 + 2L_1L_2 \cos \theta_2) + m_hL_1^2 \\
M_{12} &= M_{21} = m_2L_2^2 + m_2L_1L_2 \cos \theta_2 + M_p(L_1L_2 \cos \theta_2 + L_2^2) \\
M_{22} &= m_2L_2^2 + I_{h2} + M_pL_2^2 \\
N_1 &= -m_2L_1L_2(2\dot{\theta}_1\dot{\theta}_2 + \dot{\theta}_2^2) \sin \theta_2 + M_pL_1L_2(2\dot{\theta}_1\dot{\theta}_2 - \dot{\theta}_2^2) \sin \theta_2 \\
N_2 &= m_2L_1L_2\dot{\theta}_2^2 \sin \theta_2 - 2M_p L_1L_2 \sin \theta_2 \cdot \dot{\theta}_1 \dot{\theta}_2 \\
G_1 &= (m_1 + m_h + m_2 + M_p)gL_1 \cos \theta_1 + (m_2 + M_p)gL_2 \cos(\theta_1 + \theta_2) \\
G_2 &= (m_2 + M_p)gL_2 \cos(\theta_1 + \theta_2)
\end{align*}
\]

(1)

where, \(r_1\) and \(r_2\) are joint torques, \(\theta_1\) and \(\theta_2\) are joint angles and \(m_1, m_2\) are masses of Link-1 and Link-2 respectively, \(L_1\) and \(L_2\) are lengths of Link-1 and Link-2 respectively, \(I_{h1}\) and \(I_{h2}\) are joint/hub mass moment of inertias at Joint-1 and Joint-2 respectively, \(m_h\) is the mass of hub of Joint-2 and \(M_p\) is mass of payload attached at the end of Link 2, i.e., at the end-effector. \(M_{11}, M_{12}, M_{21}\) and \(M_{22}\) are the elements of inertia matrix, \(N_1\) and \(N_2\) are the elements of centrifugal/Coriolis torque vector and \(G_1\) and \(G_2\) are the elements of the gravity torque vector. It can be seen from equation (1) that the mass matrix is coupled and depends upon the configuration of the manipulator. This makes the control problem difficult. To reduce this difficulty, Youcef and Harushiko [38] presented a design scheme that diagonalizes the mass matrix and also makes it configuration-invariant. In this work, a different approach is used which makes use of the original inertia of the robot.

A robot is designed to move along the desired trajectory for performing an assigned task. Thus, the desired joint angles are \(\theta_{id}\) for Joint 1 and \(\theta_{id}\) for Joint 2. The joint errors will be as follows.

\[
\theta_{je} = \theta_{jd} - \theta_j
\]

(2)
where, $j$ represents the joint number (=1, 2), subscript-‘e’ stands for ‘error’ and subscript-‘d’ stands for ‘desired’. Next, we substitute for actual joint angles $\theta_1, \theta_2$ and their derivatives from equation (2) into equation (1).

Firstly, we analyze the centrifugal/Coriolis’ torque terms represented by $N_1$ and $N_2$.

a) Analysis of Centrifugal/Coriolis Terms

Equation (1b) can be re-written as:

$$N_1 = 2L_1L_2 \sin \theta_2 \left[ (M_p - m_2) \dot{\theta}_1 \dot{\theta}_2 - (m_2 + M_p) \dot{\theta}_2^2 \right]$$

$$N_2 = 2L_1L_2 \sin \theta_2 \left[ m_2 \dot{\theta}_1^2 - 2M_p \dot{\theta}_1 \dot{\theta}_2 \right]$$

(b)

Using equation (2), we can write:

$$\dot{\theta}_1 \dot{\theta}_2 = (\dot{\theta}_{1d} - \dot{\theta}_{1e})(\dot{\theta}_{2d} - \dot{\theta}_{2e}) = \dot{\theta}_{1d} \dot{\theta}_{2d} - \dot{\theta}_{1d} \dot{\theta}_{2e} - \dot{\theta}_{1e} \dot{\theta}_{2d} + \dot{\theta}_{1e} \dot{\theta}_{2e}$$

$$\ddot{\theta}_1 = (\dot{\theta}_{1d} - \dot{\theta}_{1e})^2 = \dot{\theta}_{1d}^2 + \dot{\theta}_{1e}^2 - 2\dot{\theta}_{1d} \dot{\theta}_{1e}$$

$$\ddot{\theta}_2 = (\dot{\theta}_{2d} - \dot{\theta}_{2e})^2 = \dot{\theta}_{2d}^2 + \dot{\theta}_{2e}^2 - 2\dot{\theta}_{2d} \dot{\theta}_{2e}$$

$$\sin \theta_2 = \sin(\theta_{2d} - \theta_{2e}) = \sin \theta_{2d} \cos \theta_{2e} - \cos \theta_{2d} \sin \theta_{2e}$$

Substituting above expressions in equation (1b) we get

$$N_1 = 2L_1L_2 (\sin \theta_{2d} \cos \theta_{2e} - \cos \theta_{2d} \sin \theta_{2e}) \left[ (M_p - m_2) \dot{\theta}_{1d} \dot{\theta}_{2e} - (m_2 + M_p) \dot{\theta}_{2e}^2 \right] + \left[ (m_2 - M_p) \dot{\theta}_{1d}^2 + 2(m_2 + M_p) \dot{\theta}_{2d} \dot{\theta}_{1e} - (m_2 + M_p) \dot{\theta}_{2d} \dot{\theta}_{2e}^2 \right]$$

$$N_2 = 2L_1L_2 (\sin \theta_{2d} \cos \theta_{2e} - \cos \theta_{2d} \sin \theta_{2e}) \left[ m_2 \dot{\theta}_{1d}^2 - 2M_p \dot{\theta}_{1d} \dot{\theta}_{2d} \right] + m_2 \dot{\theta}_{1d}^2 - 2M_p \dot{\theta}_{1e} \dot{\theta}_{2e}$$

$$+ (-2m_2 \dot{\theta}_{2d} + 2M_p \dot{\theta}_{2d}) \dot{\theta}_{1e} + 2M_p \dot{\theta}_{1d} \dot{\theta}_{2e}$$

Assuming $\theta_{2e}$ to be very small, we can replace $\sin \theta_{2e}$ by $\theta_{2e}$ and $\cos \theta_{2e}$ by 1. Furthermore, for small joint errors and small joint error rates, we obtain

$$N_1(t) = A(t) - \left( \frac{\partial A(t)}{\partial \theta_{2e}(t)} \right) \theta_{2e}(t); \quad N_2(t) = B(t) - \left( \frac{\partial B(t)}{\partial \theta_{2e}(t)} \right) \theta_{2e}(t)$$

(3)

In above expressions,

$$A(t) = N_{1d} - 2L_1L_2 \sin \theta_{2d} \left[ \left( \frac{\partial \beta}{\partial \theta_{1d}} \right) \dot{\theta}_{1e} + \left( \frac{\partial \beta}{\partial \theta_{2d}} \right) \dot{\theta}_{2e} \right]$$

(3a)

$$B(t) = N_{2d} - 2L_1L_2 \sin \theta_{2d} \left[ \left( \frac{\partial \gamma}{\partial \theta_{1d}} \right) \dot{\theta}_{1e} + \left( \frac{\partial \gamma}{\partial \theta_{2d}} \right) \dot{\theta}_{2e} \right]$$

(3b)

$$\beta(t) = (M_p - m_2) \dot{\theta}_{1d} \dot{\theta}_{2d} - (m_2 + M_p) \dot{\theta}_{2d}^2$$

(3c)

$$\gamma(t) = m_2 \dot{\theta}_{1d}^2 - 2M_p \dot{\theta}_{1d} \dot{\theta}_{2d}$$

(3d)

The terms, $N_{1d}$ and $N_{2d}$ can be obtained by replacing $\theta_1$ by $\theta_{1d}$ and $\theta_2$ by $\theta_{2d}$ in equation (1b).

b) Analysis of Inertia Terms

From equation (1), the inertia torques can be written as:

$$\left\{ IF_1 \right\} = \left[ \begin{array}{cc} M_{11} & M_{12} \\ M_{21} & M_{22} \end{array} \right] \left\{ \dot{\theta}_1 \right\}$$

Using equation (2), we can write:

$$\left\{ IF_2 \right\} = \left\{ \begin{array}{c} M_{11} (\dot{\theta}_{1d} - \dot{\theta}_{1e}) + M_{12} (\dot{\theta}_{2d} - \dot{\theta}_{2e}) \\ M_{21} (\dot{\theta}_{1d} - \dot{\theta}_{1e}) + M_{22} (\dot{\theta}_{2d} - \dot{\theta}_{2e}) \end{array} \right\}$$

In the above expression, the inertia terms: $M_{11}, M_{12}, M_{21}$ and $M_{22}$ can be obtained using equation (1a). These can be reformulated as follows.
\[ M_{11} = M_{11d} + \left[ a_{11d} \cos \theta_2e - \frac{\partial a_{11d}}{\partial \theta_2d} \sin \theta_2e \right]; \\
M_{12} = M_{12d} + \frac{1}{2} \left[ a_{11d} \cos \theta_2e - \frac{\partial a_{11d}}{\partial \theta_2d} \sin \theta_2e \right]; \\
M_{21} = M_{21d} + \frac{1}{2} \left[ a_{11d} \cos \theta_2e - \frac{\partial a_{11d}}{\partial \theta_2d} \sin \theta_2e \right]; M_{22} = M_{22d} \] \hspace{1cm} (4)

In above expressions,

\[ M_{11d} = (m_1 + m_2 + m_{h2} + M_p)L_1^2 + (m_2 + M_p)L_2^2 + I_{h1}; \\
M_{12d} = M_{21d} = (m_2 + M_p)L_2^2; \\
M_{22d} = (m_2 + M_p)L_2^2 + I_{h2}; a_{11d} = 2L_1L_2(m_2 + M_p) \cos \theta_2d \] \hspace{1cm} (4a)

Using equation (1) and equation (2), the inertia torques (IF1 and IF2) acting at joints-1 and 2 can be written as:

\[
\begin{pmatrix} IF_1 \\ IF_2 \end{pmatrix} = \begin{pmatrix} M_{11d} & M_{12d} & \dot{\theta}_1d \\ M_{21d} & M_{22d} & \dot{\theta}_2d \end{pmatrix} \begin{pmatrix} \theta_1d \\ \theta_2d \end{pmatrix} + \begin{pmatrix} \phi & \phi \\ \phi & 0 \end{pmatrix} \begin{pmatrix} \dot{\theta}_1d \\ \dot{\theta}_2d \end{pmatrix} - \begin{pmatrix} M_{11d} + \phi & M_{12d} + \phi \\ M_{21d} + \phi & M_{22d} + \phi \end{pmatrix} \begin{pmatrix} \theta_1e \\ \theta_2e \end{pmatrix} \]

where \( \phi = a_{11d} \cos \theta_2e - \left( \frac{\partial a_{11d}}{\partial \theta_2d} \right) \sin \theta_2e \)

c) Analysis of Gravity Terms

The gravity terms are provided by equation (1c). Using equation (2), we can write:

\[
\begin{align*}
\cos \theta_1 &= \cos(\theta_{1d} - \theta_{1e}) = \cos \theta_{1d} \cos \theta_{1e} + \sin \theta_{1d} \sin \theta_{1e} \\
\cos \theta_2 &= \cos(\theta_{2d} - \theta_{2e}) = \cos \theta_{2d} \cos \theta_{2e} + \sin \theta_{2d} \sin \theta_{2e} \\
\sin \theta_1 &= \sin(\theta_{1d} - \theta_{1e}) = \sin \theta_{1d} \cos \theta_{1e} - \cos \theta_{1d} \sin \theta_{1e} \\
\sin \theta_2 &= \sin(\theta_{2d} - \theta_{2e}) = \sin \theta_{2d} \cos \theta_{2e} - \cos \theta_{2d} \sin \theta_{2e} \\
\cos(\theta_1 + \theta_2) &= \cos \theta_1 \cos \theta_2 - \sin \theta_1 \sin \theta_2
\end{align*}
\]

For very small values of \( \theta_{1e} \) and \( \theta_{2e} \), we can write

\[
\cos \theta_{1e} \approx 1; \cos \theta_{2e} \approx 1; \sin \theta_{1e} \approx \theta_{1e}, \text{ and } \sin \theta_{2e} \approx \theta_{2e}. \]

Thus, the gravity term can be rewritten as follows.

\[
\begin{pmatrix} G_1 \\ G_2 \end{pmatrix} = \begin{pmatrix} G_{1d} \\ G_{2d} \end{pmatrix} + \begin{pmatrix} G_{11e} & G_{12e} \\ G_{21e} & G_{22e} \end{pmatrix} \begin{pmatrix} \theta_{1e} \\ \theta_{2e} \end{pmatrix} \] \hspace{1cm} (5a)

In the above equation,

\[
\begin{align*}
G_{1d} &= (m_1 + m_{h2} + m_2 + M_p)gL_1 \cos \theta_{1d} + (m_2 + M_p)gL_2 \cos(\theta_{1d} + \theta_{2d}); \\
G_{2d} &= (m_2 + M_p)gL_2 \cos(\theta_{1d} + \theta_{2d}) \\
G_{11e} &= (m_1 + m_{h2} + m_2 + M_p)L_1 \sin \theta_{1d} + (m_2 + M_p)L_2 \sin(\theta_{1d} + \theta_{2d}) \\
G_{12e} &= G_{21e} = G_{22e} = (m_2 + M_p)L_2 \sin(\theta_{1d} + \theta_{2d})
\end{align*}
\] \hspace{1cm} (5b)
d) Reformulated Dynamics

Using equations- (1), (3), (4) and (5b) we can write,

\[
\begin{pmatrix}
\tau_{1e} \\
\tau_{2e}
\end{pmatrix} = \begin{bmatrix}
M_{11d} + \phi & M_{12d} + \frac{\phi}{2} \\
M_{21d} + \frac{\phi}{2} & M_{22d}
\end{bmatrix}
\begin{pmatrix}
\dot{\theta}_{1e} \\
\dot{\theta}_{2e}
\end{pmatrix} - 2L_1L_2(\theta_{2e}\cos \theta_{2d} - \sin \theta_{2d})
\begin{bmatrix}
\frac{\partial \beta_{1d}}{\partial \theta_{1d}} & \frac{\partial \beta_{2d}}{\partial \theta_{2d}}
\end{bmatrix}
\begin{pmatrix}
\dot{\theta}_{1e} \\
\dot{\theta}_{2e}
\end{pmatrix}
\]

In the above expression,

\[
\tau_{1e} = \tau_{1d} - \tau_1 \\
\tau_{2e} = \tau_{2d} - \tau_2
\]

(6a)

Since, equation (6) involves coupling between the joint errors, it is termed as ‘Coupled-Error Dynamics’. In equation (6a),

\[
\tau_{1d} = IF_{1d} + N_{1d} + G_{1d}; \tau_{2d} = IF_{2d} + N_{2d} + G_{2d}
\]

(6b)

where, \(IF_{1d} = M_{11d}\ddot{\theta}_{1d} + M_{12d}\ddot{\theta}_{2d}; IF_{2d} = M_{21d}\ddot{\theta}_{1d} + M_{22d}\ddot{\theta}_{2d}; N_{1d}\) and \(N_{2d}\) are obtained by replacing variables- \(\theta_1\) and \(\theta_2\) in equation (1b) by \(\theta_{1d}\) and \(\theta_{2d}\); \(G_{1d}\) and \(G_{2d}\) are provided in equation (5b).

III. Control System Design

Luh [39] proposed the design of a conventional controller for controlling each link or joint individually. In this paper, Modal Controller is used ([40], [41]) for the control function. In equation (6) the error dynamics of a two-link rigid robot is described. In general form, this equation can be written as

\[
\begin{pmatrix}
\tau_{1d} - \tau_1 \\
\tau_{2d} - \tau_2
\end{pmatrix} = \begin{bmatrix}
M_{e11} & M_{e12} \\
M_{e21} & M_{e22}
\end{bmatrix}
\begin{pmatrix}
\dot{\theta}_{1e} \\
\dot{\theta}_{2e}
\end{pmatrix} - \begin{bmatrix}
C_{e11} & C_{e12} \\
C_{e21} & C_{e22}
\end{bmatrix}
\begin{pmatrix}
\dot{\theta}_{1e} \\
\dot{\theta}_{2e}
\end{pmatrix} - \begin{bmatrix}
G_{e11} & G_{e12} \\
G_{e21} & G_{e22}
\end{bmatrix}
\begin{pmatrix}
\theta_{1e} \\
\theta_{2e}
\end{pmatrix}
\]

(7)

Defining the control torque as:

\[
\{u\} = \{\tau\} = \{K_v\}\{\dot{\theta}_e\} + \{K_p\}\{\theta_e\}
\]

(8)

and substituting in equation (7), we get

\[
[M_e]\{\ddot{\theta}_e\} + [(K_v) - [C_e]]\{\dot{\theta}_e\} + [(K_p) - [G_e]]\{\theta_e\} = \{\tau_d\}
\]

(9)

In equation (9), the matrices- \([M_e]\), \([C_e]\) and \([G_e]\) are time-varying and also involve non-linear terms. It refers to the case of coupled control [41]. The values of gains- \([K_v]\) and \([K_p]\) must lie within a certain range so that the controller performance may not deteriorate even though the coefficients in equation (9) change with time. The ranges for \([K_v]\) and \([K_p]\) can be found out by designing the controller for minimum and maximum values of \(d\) and \(d\) as shown in the example below. Thereafter, the coefficients in equation (9) can be taken as constant. Now, the Eigenvalue problem for equation (9) can be written as:

Thus we get,

\[
\begin{bmatrix}
K_{p11} - G_{11e} & 0 \\
0 & K_{p22} - G_{22e}
\end{bmatrix} - \omega^2 \begin{bmatrix}
M_{e11} & M_{e12} \\
M_{e21} & M_{e22}
\end{bmatrix}
\begin{pmatrix}
\theta_{1e} \\
\theta_{2e}
\end{pmatrix} = \{0\}
\]

(13)

Using equation (13), the frequency equation can be written as follows.
\[
\begin{pmatrix}
K_{p11} - G_{11}e - \omega^2 M_{e11} & -\omega^2 M_{e12} \\
-\omega^2 M_{e21} & K_{p22} - G_{22}e - \omega^2 M_{e22}
\end{pmatrix}\begin{pmatrix}
\theta_{2\varepsilon} \\
\theta_{1\varepsilon}
\end{pmatrix} = r_1;
\begin{pmatrix}
K_{p11} - G_{11}e - \omega^2 M_{e11} & -\omega^2 M_{e12} \\
-\omega^2 M_{e21} & K_{p22} - G_{22}e - \omega^2 M_{e22}
\end{pmatrix}\begin{pmatrix}
\theta_{2\varepsilon} \\
\theta_{1\varepsilon} \varepsilon
\end{pmatrix} = r_2
\]

From the frequency equation described by equation (14), two Eigenvalues \( \omega_1^2 \) and \( \omega_2^2 \) corresponding to ‘mode I’ and ‘mode II’ respectively, will be obtained. Using these eigenvalues, the eigenvectors can be found out. The eigenvectors for ‘mode I’ and ‘mode II’ can be expressed as follows.

The modal matrix will now be given as:

\[
[W'] = \begin{bmatrix} c_1 W_1 & c_2 W_2 \end{bmatrix}
\]

Now, let us take: \( \{\eta_e\} = [W']\{\eta_e\} \) (18)

Thus, we get

\[
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}\begin{pmatrix}
\hat{\eta}_1 e \\
\hat{\eta}_2 e
\end{pmatrix} + [W']^T(K_v - C_v)W'\{\eta_e\} + [W']^T(K_p - G_v)W'\{\eta_e\} = [W']^T\{\tau_d\}
\]

Now, \( [W']^T W' \) = identity matrix and

\[W' = \text{diagonal matrix containing Eigenvalues.}\]

Thus, we get

\[
\begin{pmatrix}
0 & \omega_1^2 \\
\omega_1^2 & 0
\end{pmatrix}\begin{pmatrix}
\eta_1 e \\
\eta_2 e
\end{pmatrix} + [W']^T(K_v - C_v)W'\{\eta_e\} + [W']^T(K_p - G_v)W'\{\eta_e\} = [W']^T\{\tau_d\}
\]

Now, let us assume that, \( K_v = \begin{bmatrix} K_{v11} & K_{v12} \\ K_{v21} & K_{v22} \end{bmatrix} \)

Thus, \( K_v - C_v = \begin{bmatrix} K_{v11} - C_{e11} & K_{v12} - C_{e12} \\ K_{v21} - C_{e21} & K_{v22} - C_{e22} \end{bmatrix} \)

Since \( [C_e] \) is time-varying in nature, the matrix \( (K_v - C_v) \) will also be time-varying. It has been mentioned earlier that our task is to design a controller whose performance may not deteriorate due to a change in system parameters. For this, we design for either maximum or minimum values of \( d \) and \( d' \). The joint error \( \theta_{2\varepsilon} \) in equation (6) may be neglected if it is too small or otherwise its maximum allowable value may be used while designing the robotic system. In that case, the \( C_e \) matrix can be taken as constant and we shall obtain a range for gain \( K_v \). The off-diagonal terms in equation (21) can be chosen in the following two ways:

1. \( K_{v12} = C_{e12} \) and \( K_{v21} = C_{e21} \): In that case the off-diagonal terms will become zero.

\[\begin{align*}
\text{Using equation (22a), it will be possible to write:} \\
\text{Term of} \text{the second order}\text{will be zero:} \\
\text{For this, we design for either maximum or minimum values of} \ d \text{and} \ d'.
\end{align*}\]

where \( \alpha_1 \) and \( \alpha_2 \) are some arbitrary constants. Thus, the second term in equation (19) will become

\[\begin{bmatrix}
\alpha_1 + \alpha_2 \omega_2^2 & 0 \\
0 & \alpha_1 + \alpha_2 \omega_2^2
\end{bmatrix}\]

This may be written as:

\[\begin{bmatrix}
2\xi_1 \omega_1 & 0 \\
0 & 2\xi_2 \omega_2
\end{bmatrix}\]
Now, the relationship between gains - $K_v$ and $K_p$ can be obtained as follows.

$$K_{v11} = \alpha_1 M_{e11} + \alpha_2 (K_p + G_{e11}) + C_{e11}$$
$$K_{v12} = \alpha_1 M_{e12} + C_{e12}$$
$$K_{v21} = \alpha_1 M_{e21} + C_{e21}$$
$$K_{v22} = \alpha_1 M_{e22} + \alpha_2 (K_p - G_{e22}) + C_{e22}$$

(25)

Similarly, equation (22b) can also be used to decouple the equation (9). This approach referred to as independent modal-space control can be used in CTC. Following relationship between gains - $K_v$ and $K_p$ are obtained. Based upon these results, a comparison of control effectiveness is done between Computed-Torque Control (CTC) ([1], [2], [42], [43], [44]) and Coupled-Error Dynamics (CED) approach. For this purpose, the serial robot (Fig. 1) is guided to follow a certain trajectory. The problem of formulation and design conditions used for formulating these joint-space trajectories is discussed by Whitney [46] and Luh et al. [47]. The error equation for ‘computed-torque controller’ is given as:

$$\{\dot{\theta}_e\} + [K_v]\{\dot{\theta}_e\} + [K_p]\{\theta_e\} = \{\tau_d\}$$

(26)

Equation (26) is mostly used for ‘independent joint control.’ The gain matrices - $[K_v]$ and $[K_p]$ are diagonal matrices and $\{d\}$ represents the vector of externally applied torque. A comparison of the equations (9) and (26) underlines the contribution of this work. The linearised versions of Coriolis, Gyroscopic and Gravity terms are now part of the control system matrices. Following relationship between $K_v$ and $K_p$ are used in CTC.

$$\text{diag}[K_{vj}] = 2 \sqrt{\text{diag}[K_{pj}]}$$

(27)

The method of finding the recommended control gain depends upon the natural frequency of the manipulator system [42]. The physical parameters used for the manipulator (Fig. 1) are provided in Table 1.

**Table 1: Physical parameters for Two-Link manipulator**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Physical quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1$</td>
<td>Length of link 1</td>
<td>0.5 m</td>
</tr>
<tr>
<td>$L_2$</td>
<td>Length of link 2</td>
<td>0.5 m</td>
</tr>
<tr>
<td>$m_1$</td>
<td>Mass of link 1</td>
<td>0.0312 kg</td>
</tr>
<tr>
<td>$m_2$</td>
<td>Mass of link 2</td>
<td>0.0312 kg</td>
</tr>
<tr>
<td>$J_{h1}$</td>
<td>Hub inertia at joint 1</td>
<td>8 x 10⁻⁶ kg-m²</td>
</tr>
<tr>
<td>$J_{h2}$</td>
<td>Hub inertia at joint 2</td>
<td>8 x 10⁻⁶ kg-m²</td>
</tr>
<tr>
<td>$M_p$</td>
<td>Mass of payload</td>
<td>0.2 kg</td>
</tr>
</tbody>
</table>

The error equation for ‘coupled-error dynamics’ is given by equation (9). The control problem requires that the end-effector of the robot must trace a straight line having equation: $y = 0.268x + 0.5$, in the X-Y plane (Fig. 2). For this, the joints of the robot must follow the desired Point-to-Point trajectories described by equation (28). Both the joints start from the initial orientation of 30° at 't = 0 second' and reach the final orientations at 't = t_f = 20 second'. The joints start from rest at 't = 0 second' and come to rest at 't = t_f = 20 second'.

$$\theta_{1d} = 30 - \left(\frac{150}{t_f^3}\right) t^3 + \left(\frac{225}{t_f^4}\right) t^4 - \left(\frac{90}{t_f^5}\right) t^5;$$

$$\theta_{2d} = 30 + \left(\frac{750}{t_f^3}\right) t^3 - \left(\frac{1125}{t_f^4}\right) t^4 + \left(\frac{450}{t_f^5}\right) t^5;$$

$$\dot{\theta}_{1d} = -\left(\frac{450}{t_f^2}\right) t^2 + \left(\frac{900}{t_f^3}\right) t^3 - \left(\frac{450}{t_f^4}\right) t^4;$$

$$\dot{\theta}_{2d} = \left(\frac{2250}{t_f^2}\right) t^2 - \left(\frac{4500}{t_f^3}\right) t^3 + \left(\frac{2250}{t_f^4}\right) t^4$$

(28)

In equation (28), $t_f$ represents the final value of time in which the joints reach their final orientations. The design conditions used for formulating these joint-space trajectories are provided in Table 2 below.

**Table 2: Design conditions for the formulation of joint-space trajectories**

<table>
<thead>
<tr>
<th>Joint 1</th>
<th>Joint 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 0 \text{ s}$</td>
<td>$t = t_f (20 \text{ s})$</td>
</tr>
<tr>
<td>$t = 0 \text{ s}$</td>
<td>$t = t_f (20 \text{ s})$</td>
</tr>
<tr>
<td>Joint angular rotation</td>
<td>30°</td>
</tr>
<tr>
<td>Joint angular speed</td>
<td>0°/s</td>
</tr>
<tr>
<td>Joint angular acceleration</td>
<td>0°/s²</td>
</tr>
<tr>
<td>Maximum Joint speed</td>
<td>-1.40625°/s</td>
</tr>
<tr>
<td>Joint angle at maximum speed</td>
<td>22.5°</td>
</tr>
</tbody>
</table>

The angular rotations of the joints at ‘t = 0 sec’ are found out using inverse kinematics at point P and point Q shown in Fig 2. The inverse kinematics relations for the planar Two-Link Rigid manipulator (Fig. 1) are given as follows:
\[
\theta_2 = \cos^{-1}\left(\frac{(x^2+y^2)^{1/2}-L_1-L_2}{2L_1L_2}\right); \quad \theta_1 = \tan^{-1}\left(\frac{y}{x}\right) - \tan^{-1}\left(\frac{L_2\sin \theta_2}{L_1+L_2\cos \theta_2}\right)
\]

Fig. 2 shows the path traced by the end-effector of Two-Link Rigid manipulator in X-Y plane.

Using Table 2, the design parameters for the CED-based controller involving the coefficients - \([M_e]\), \([C_e]\), and \([G_e]\) provided in equation (9) are found out to be as follows.

\[
M_e = \begin{bmatrix}
0.1238 + 0.0442 \cos \theta_{2e} + 0.1068 \sin \theta_{2e} & 0.0578 + 0.0221 \cos \theta_{2e} + 0.0534 \sin \theta_{2e} \\
0.0578 + 0.0221 \cos \theta_{2e} + 0.0534 \sin \theta_{2e} & 0.0579
\end{bmatrix}
\]

\[
C_e = \begin{bmatrix}
-0.0052 \theta_{2e} + 0.0096 & 0.0116 \theta_{2e} - 0.0234 \\
0.0107 \theta_{2e} - 0.0234 & -0.0019 \theta_{2e} + 0.0045
\end{bmatrix} ; \quad G_e = \begin{bmatrix}
0.1658 & 0.1156 \\
0.1156 & 0.1156
\end{bmatrix}
\]

In equation (30), \(\theta_{2e}\) represents the joint error angle in Joint 2. The designer may check the accuracy required at the tip of the manipulator by selecting the value of \(\theta_{2e}\). Table 3 shows the control gains for the CED-based controller (based on equations- 24 and 25) and the CTC-based controller (based on equation (27)) for critically damped responses of the controllers.

| Table 3: Control gains for CED-based controller and CTC-based controller for critically damped response for the Two-Link Rigid manipulator |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \(\theta_{2e} = 0\) radian | \(\theta_{2e} = 0.1\) radian | \(\theta_{2e} = 0\) radian | \(\theta_{2e} = 0.1\) radian |
| \(K_p\) | \([289, 0.1156]\) | \([0.1156, 121]\) | \([289, 0.1156]\) | \([0.1156, 121]\) |
| \(K_v\) | \([12.5539, 3.8761]\) | \([3.8809, 4.6529]\) | \([12.8466, 4.1178]\) | \([4.1223, 4.5648]\) |

Table 3 provides the values of \(K_p\) and \(K_v\) matrices for CED-based and CTC-based controllers. The values in derivative gain matrix \(K_v\) depend upon values in proportional gain matrix \(K_p\) and also the level of accuracy required in case of CED-based controller. This level of accuracy is described by angle \(\theta_{2e}\). On the other hand, in CTC-based controller, the values in \(K_v\) matrix depend upon the values in \(K_p\) matrix only. Once \(K_p\) is fixed, \(K_v\) also gets fixed. Thus, CED provides a facility to improve the transient response of the manipulator by changing the derivative gain \(K_v\) based upon the uncertainty \(\theta_{2e}\) present within the system. A comparison between the performances of CED-based controller and CTC-based controller is made below. Figure 3 is obtained by using the \(K_p\) and \(K_v\) matrices as provided in the first column of Table 3 for CED-based controller and third column for CTC-based controller. It can be seen that the positional accuracy of the end-effector obtained in case of CED-based controller lies very close to that of the CTC-based controller.
Fig. 3: Comparison of paths traced by end-effector of Two-Link Rigid robot in X-Y plane as obtained by CED and CTC (Table 3)

Figures- 3a and 3b above, show the comparison between paths traced by the end-effector of Two-Link Rigid manipulator using both CED and CTC approaches. The desired path is shown by straight lines in the figures. From the figure, it can be seen that the positional accuracy of CED-based controller is very close to that of a CTC except that there are few fluctuations. A comparison between the control torques provided by CED and CTC is also done. Fig. 4(a) and Fig. 4(b) show the comparison between control torques provided by CED and CTC based controllers for the PD gains provided in Table 3 (column 1 and column 3).

Fig. 4: Comparison between control torques provided by CED and CTC using control gains provided in columns 3 and 4 in Table 3 for the two-link rigid manipulator

From Fig. 4(a) and Fig. 4(b), it can be observed that the control torque at Joint 1 is approximately same for the CED controller and CTC. For Joint 2, the control torque provided by CED controller is slightly lower than the CTC. The results show that the performance of CED-based controller is comparable to that of the CTC and hence it can be used for trajectory control of robotic manipulators with a great level of accuracy and precision. Now, effect of external disturbance on the performance of the proposed controller will be discussed. For this, a unit step load input is applied at both the joints and joint errors obtained using CED-based controller and CTC are compared with each other. It is found that when only PD gains are used, CTC has a better steady state response than the CED. In the presence of external disturbance, the joint errors in the CED-based controller are higher than that of CTC. It is due to the nature of dynamics. In CED, the joint error of one joint affects the accuracy of the other joint (equation 9) because in a serial robotic manipulator all the links are connected with each other and hence motion of each joint is affected by the motion of another joint. Since, this coupling effect is not there in the dynamics of CTC (equation 26), the joint errors are less. In order to reduce the joint errors in CED-based controller, integral gains are used. The method of calculating the integral gains are provided by equation (31) given below.

\[ K_{fi} = K_{pi} \times K_{vi} \]  

(31)
In equation (31), $K_{i}$, $K_{p}$ and $K_{d}$ are the integral gain, proportional gain and derivative gain respectively for link $i$. Fig. 5 shows the joint errors under the influence of unit step load applied at both the joints obtained for CED-based controller and CTC when PID gains are used.

![Fig. 5(a)](image)

**Fig. 5(a):** Joint 1 error

![Fig. 5(b)](image)

**Fig. 5(b):** Joint 2 error

From Fig. 5 it can be seen that due to introduction of integral gains, the joint errors are reduced to zero for the CED-based controller. For CTC also, the joint errors are significantly low but there are transients which decay with time. The only drawback with CED controller is that there is a high overshoot at the beginning. The control scheme based upon CED can be represented as shown below in Fig. 6.
The control scheme shown in Fig. 6 has two portions: Servo-based portion and Model-based portion. The servo-based portion consists of the required controller that minimizes the joint errors for the manipulator. The manipulator forms the model-based portion. It is to be noted that the terms $C_e$ and $G_e$ used here correspond to a representative value of $\theta_d$ and are not actively changed.

**V. Effect of Link Flexibility on Controller Performance**

In this section, the effect of link flexibility on performance of the proposed controller is discussed. For this, the mathematical model of the two-link flexible manipulator [48] is developed. Fig. 7 shows a two-link flexible manipulator undergoing both rigid and flexible motions.
Fig. 7: Two Link Flexible manipulator

Fig. 7 shows a two-link flexible manipulator undergoing small elastic deformations. The flexible links have lengths $L_1$ and $L_2$. In the figure, $\theta_1$ and $\theta_2$ represent the rigid rotations, $w_1$ and $w_2$ represent the small flexural deformations of the flexible links and $w_1^*$ and $w_2^*$ represent the small flexural deformations at the end points of the links respectively. The governing equations of motion can be obtained by using Lagrangian dynamics. A detailed formulation is provided by Mishra et al. [50]. The expressions for joint torques can be represented as follows.

$$\tau_1(t) = M_{11}\ddot{\theta}_1 + M_{12}\ddot{\theta}_2 + M_{13}\ddot{w}_1 + M_{14}\ddot{w}_2 + M_{15}\ddot{w}_1^* + M_{16}\ddot{w}_2^* + N_1 + G_1 + C_{11}\dot{\theta}_1 + C_{12}\dot{\theta}_2 + C_{15}\dot{w}_1^* + C_{16}\dot{w}_2^* + K_{15}w_1^* + K_1$$  (32a)

$$\tau_2(t) = M_{21}\ddot{\theta}_1 + M_{22}\ddot{\theta}_2 + M_{23}\ddot{w}_1 + M_{24}\ddot{w}_2 + M_{25}\ddot{w}_1^* + M_{26}\ddot{w}_2^* + N_2 + G_2 + C_{21}\dot{\theta}_1 + C_{22}\dot{\theta}_2 + C_{25}\dot{w}_1^* + C_{26}\dot{w}_2^* + K_{25}w_1^* + K_2$$  (32b)

In equation (32), the terms $M$, $N$, $G$, $C$, $K$ and $K^*$ represent the inertia, centrifugal/Coriolis, gravity, gyroscopic/damping, stiffness and miscellaneous terms respectively. These expressions are derived after considering the bending angles at point A and point B (Fig. 7) as negligible. This is possible when the links have high flexural rigidity. The terms in equation (32) may be classified into rigid components and flexible components as follows.

$$\tau_1(t) = \tau_{1\_rigid} + \tau_{1\_flexible}$$  (33a)

$$\tau_2(t) = \tau_{2\_rigid} + \tau_{2\_flexible}$$  (33b)

In equations (32) and (33), the rigid components of joint torques ($\tau_{1\_rigid}$ and $\tau_{2\_rigid}$) are same as given in equation (1) provided the joint dampings ($C_{11}$, $C_{12}$, $C_{21}$ and $C_{22}$) are negligible. Rest other terms are considered under the category of flexible component of the joint torques ($\tau_{1\_flexible}$ and $\tau_{2\_flexible}$). In the proposed controller, the flexible components of joint torques act as the source of disturbance. The effect of link flexibility on the performances of the controllers in terms of end-effector position is shown in Fig. 8. The physical parameters of the flexible manipulator are same as for the rigid manipulator (Table 1) except the fact the values of flexural stiffness $EI$ is taken as 1 Nm² for both the links.
Fig. 8: Comparison of paths traced by end-effector of Two-Link Flexible robot in X-Y plane as obtained by CED and CTC

From Fig. 8, it can be seen that due to the presence of flexibility in the links, the positional accuracy obtained by CED-based controller gets decreased than as shown in Fig. 3. There is only slight decrease in accuracy of the CTC-based controller when compared with Fig. 3. But, comparatively high values of control gains are used. The values of control gains used for the flexible manipulator are provided below in Table 4.

Table 4: Control gains for CED-based controller and CTC-based controller for critically damped response for the Two-Link Flexible manipulator

<table>
<thead>
<tr>
<th>CED-based controller (equations- 24 and 25); $(\theta_2 = 0 \text{ radian})$</th>
<th>CTC-based controller (equation 27)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_p = \begin{bmatrix} 324 &amp; 0.1156 \ 0.1156 &amp; 144 \end{bmatrix}$</td>
<td>$K_p = \begin{bmatrix} 324 &amp; 0 \ 0 &amp; 144 \end{bmatrix}$</td>
</tr>
<tr>
<td>$K_v = \begin{bmatrix} 13.3406 &amp; 4.1638 \ 4.1685 &amp; 5.0547 \end{bmatrix}$</td>
<td>$K_v = \begin{bmatrix} 36 &amp; 0 \ 0 &amp; 24 \end{bmatrix}$</td>
</tr>
<tr>
<td>$K_i = K_p \times K_v$</td>
<td>$K_i = K_p \times K_v$</td>
</tr>
</tbody>
</table>

The positional inaccuracy as observed in the response obtained by using CED-based controller is due to the effect of coupling between the joints of the flexible manipulator. The positional accuracy can be increased by increasing the values of control gains. Fig. 9 shows the comparison between the control torque requirements at the joints of the two-link flexible manipulator due to the CED and CTC-based controllers. It can be seen that the CED-based controller provides lesser control torques at the joints than the CTC-based controller. This is one reason why one obtains the good positional accuracy (Fig. 8) in case of CTC. But it is remarkable that the CED achieves the positional accuracy close to that of the CTC (Fig. 8) even at low values of control torques (Fig. 9).

Fig. 9: Comparison between control torques provided by CED and CTC using control gains provided in Table 4 for the two-link flexible manipulator
VI. Conclusions and Future Directions

In the present paper, the dynamics of a two-link rigid robot is reformulated as a coupled-error dynamics problem. This new equation retains the essence of original equation; it is non-linear and involves coupling between joint variables and also exhibits time and configuration dependent inertia. The centrifugal and Coriolis’ torques vectors are expressed as linear function of joint error velocity \( \{\dot{\theta}\} \). Similarly the gravity terms are expressed as linear functions of joint error in an approximate manner. An approach for deciding the control gains based upon modal parameters is presented. This helps in obtaining good performance from the controller even at low values of control gains. This results in low control torque requirement with improved positional accuracy of the robot simultaneously. On the other hand, it is advisable to use CTC when joint inertias are negligible [48] and when all the dynamic parameters of the given system are known with certainty [49]. The results presented in this paper are based upon simulation and include the effects of both the link and joint inertias and external disturbance. It is shown that the proposed controller based upon coupled-error dynamics scheme yields promising results in the presence of both internal disturbance in the form of link flexibility and external disturbance. In future, it is required to perform experiments and validate the results. Furthermore, the performance of the controller is shown by using polynomial trajectories. It is required to check the effect of various other types of trajectories on the performance of CED-based controller.
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