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Global Environmental Change And Human Health:
A Thought On The African Inner-City

RAHEEM Usman Adebimpe

Abstract- The need to keep the teaming urban dwellers healthy
is of paramount importance to governments particularly of the
third world. The reason for this assertion is related to the
unprecedented movement of the people to live in cities. Urban
future therefore challenges scholars of urban health to
producing a comprehensive understanding of urban
development strategy that enables governments to act to secure
the slippery good health of urban dwellers. Within this
scenario, studies have emphasized the gap between health in
rural and urban environments while variations in health
outcomes that may occur within areas of the same city are
taken for granted. The difference is clearer when the inner-city
is compared with the frontier. The inner-city depicts a clearer
case of dilapidation and a greater vulnerability on the part of
its population. Incidentally, the effects of global environmental
change are not selective of space rather it occurs over all
manners of spaces and locations. What differentiates
populations is the variability of response to the shocks
produced, often externally, by the circumstances of
transformation. Vulnerability of the population is therefore
related to the structural characteristics of the population per
unit of time. The present paper isolates the health effect of
global environmental change and examines its implications on
the life chances of one of the most vulnerable groups in the
third world- the inner-city dwellers. The paper argues that,
given their life circumstances this group are least prepared to
cope with the health effects of environmental changes that may
sometimes be adverse and irreversible. The contribution from
this effort includes strengthening the understanding of the
variable nature of the space of vulnerability in developing
country cities. The implications drawn by the paper includes
that GEC may be triggers of poverty and deprivation when
inner-city dwellers are exposed to its effects that require
additional fund to cope with. The paper proffers a number of
possible institutional and household level shock ameliorating
mechanisms.
I.  INTRODUCTION

he fact that man and elements of his environment are on

collision course that increasingly threatens the
harmonious balance between them is now well appreciated.
Part of the appreciation includes the contemplation of such
phrases as global change, global warming, ozone hole,
earthquakes and volcanoes, overpopulation, urbanization
and migration. These are natural and human phenomena
that are daily altering the planet on which man live. The
magnitude of the alteration -enroute technology and ever-
increasing population — is at a pace unknown to natural

About-RAHEEM Usman AdebimpeDepartment of Geography, Faculty of
Business and Social Sciences,University of llorin,llorin- Nigeria.
adebimpeusman@yahoo.com

GJSFR Classification — H (FOR)
050204,050101,040604

history. Globalization is the generic term from which the
understanding of ‘Global change’ or ‘Global Environmental
Change (GEC)’ emanates. This term refers “primarily to the
global effects, notoriously unintended and unanticipated,
rather than to global initiatives and undertakings. It is not
about what we all, or at least the most resourceful and
enterprising among us, wish or hope to do. It is what is
happening to us all” (Shaw, 1999).

Ipso facto, GEC had attracted several meanings and
perspectives, often genuinely value laden. Some of these
illuminate while some others obfuscate its understanding.
The wisdom in this paper agrees with Lee and others that
GEC is the “expression of concerns surrounding economic
globalization (which) extend to the environmental domain
where the unprecedented and unsustainable use of resources,
degradation of ecosystem and loss of biodiversity threaten
the very basis of life on earth”(Lee, etal, 2002 see also
Vitousek, et al 1997). Although GEC is resulting from both
natural and anthropogenic phases of lived existence, today’s
rapid changes in global climate systems, the concentration
of stratospheric ozone, biodiversity loss and the dwindling
vitality of food- producing ecosystem, etc are largely due to
the impacts of the human angle in the rigorous use and
abuse of the planet earth from time geologic (See
McMichael, 2001). Hence the concerns we are expressing
today can be appropriately titled ‘regrets’ for the actions of
forefathers; and the worry that our children may not be as
luck, and may have greater cause to regret our own actions
or inactions, given the level of the alterations that are being
effected on the earth surface through technology,
industrialization, and urbanization.

It is therefore narrow to view global change merely in terms
of time-space compression that homogenizes the human
conditions but it is good wisdom to evaluate the spatial
dimensions of the technological annulment of temporal and
spatial distances that serve rather to polarize the world.
Within this scenario, human health and environmental
health are acknowledged to be intertwined. To this extent, to
enjoy basic rights to life, food, housing, livelihood and
culture, the existence of clean water, stable climate, thriving
wildlife and well-managed natural resources are in the
center stage (see Gopalan, 2003). The aim of this paper is to
identify the impacts of environmental change on human
health generally, and to underscore the peculiar nature of the
inner-city dwellers’ vulnerability using, in most cases, the
African example.
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1. AFRICA IN THE GLOBAL SETTING: SOME CRITICAL
INDICATORS

Within the global setting, there are three ‘worlds’. The first
world comprises of some countries that border less with
development in its rudimentary connotations because they
are already ‘developed’. The second group of nations ranks
next in the hierarchy of wealth and international power
structure; while the third world comprises of humans and
nations that denies neither their poverty nor their deprivation
but try endlessly to explain them. Today, the first two
‘worlds’ operates in a cybernetic isolation, while the third
world is cut off and forced to pay cultural, psychological
and political prices of their new isolation. This is because
the global social and economic media are not truly
interactive.

African situation is precarious among the third world
countries. It is the world’s poorest continent. The first ten
countries in the world with the highest percentage of their
population living below US1D per day are African
countries. In these countries, between 74.5 and 92.4 percent
live below US2D per day. (WorldBank, 2005). Out of the
18.8 million HIV/AIDS deaths registered globally from the
beginning of the epidemic through the end of 1999, 14.8
million or about 80% occurred in Sub-Saharan Africa (Joint
United Nations Programme on HIV/AIDS, 2000). Due to
this and other conflicts, 43 million children were already
orphaned at the beginning of the 21st century; out of which
up to 10% have lost both parents. In some 11 African
countries, 15% of their children are orphans (WorldBank,
2005). Life expectancy at birth is thus slim and evidences
are slender that they will improve. It ranges between
44years in Nigeria- its most populous nation- to 53 in South
Africa, 57years in Zambia, 39 in Zimbabwe and 40 years in
Mozambique. Malawi and Botswana’s population are
expected to live for only 37 years (WorldBank, 2005). High
levels of inequality still characterize most of the countries in
the continent with difficult development challenges. Thus in
Africa, technology and industrial development ha\ﬁ met

their hardest soils while diseases and infections navigate its
massive landmass with unparalled ease. These have
combined to result in a widespread deterioration in living
standards. The mortality rate had worsened from 107 in
1970 and now stands at a toll of 165 per 100,000 and AIDS
is threatening to reduce this by 20 years in the affected
countries (UNCHS, 2001).
These and similar evidences reluctantly agree with
globalization as signifying the end of territorialism. If
globalization is a positive compression of space, to the
extent that it captures “the notion that the economic and
information features .are penetrating even the remotest
corners of the earth and that each locality is now forced to
participate in the new globalized world...” (UNCHS, 2001);
then a fascinating debate is required to determine the
‘quantity’ of the benefit of this phenomenon to Africa. The
objectives of this study include
1) to examine the characteristic ‘city divides’ in
Africa, and
2) identify the impact of GEC on African city
dwellers’ health with particular reference to the
inner cities and where the inner-city problems are
present.
The world over, city divide is a growing feature of the
contemporary disparity. The growth of disparities between
the affluent and the income-deprived is exemplified in the
residential and human geography of a typical African city.
In most parts of the continent, the affluent neighborhood and
slums coexist, albeit; in clearly defined but invisible
boundaries (see Plate 1). This is to the extent that “ it is
entirely possible ...to spend months in any of today’s world
cities, as well as in the capital of a developing country,
without ever coming into visual contact with a slum or a
derelict neighbourhood” (UNCHS, 2001). African inner
cities are typical because “histories of marked social
inequality and poverty (as well as) extremes of wealth and
poverty are found in close juxtaposition” (Lloyd- Evans,
1998).

Plate 1: A typical Ciy Divide Scenario In the Third World. The plateLSho Contrasts in Sanitation practices
(Source: Mobile Nig. Unlimited, 2004)
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118 DEFINING AND DELIMITING THE INNER-CITY

The most problematic area in inner-city study is the
unambiguous delimitation of the inner-city. Jones (1979)
notes that it is much easier to recognize an inner-city
problem than to define where the inner-city itself is. In
delimiting the inner-city, scholars have adopted two popular
approaches. These are the spatial contiguity and the
pathological schools. The former idea is implied from the
Burgess’ concentric zone model which asserts that
differentiation into natural economic and cultural
groupings gives form to the city and segregation offers the
grouping (and hence individuals therein) a place and a role
in the total organization of the city life. (See Stewart, 1972).
Based on this general framework, the inner-city refers to an
ill defined area close to the city centre with characteristic
old dilapidated housing having few basic amenities (Eyles,
1986). Burgess’ conception excludes the city centre but
included areas that are close to it. Considering a third world
city structure, the city centre may be included since the
existence of dilapidation, multiple occupation and few
amenities possess a graph with a positive linear relationship
beginning from the city centre. Spatial contiguity school
therefore believes that it is possible to demarcate spatial
units of the city based on age and/or dominant activity with
the innermost part being the inner-city. This pre-colonial
ring surrounding most-large cities and conurbation in Africa
has aroused special interest because of the discovery that
poverty and deprivation were disproportionately localized in
and around this ring (see Carter and Jones, 1998).

The pathological school on the other hand, associates the
inner-city pathology to a general vulnerability of a group of
people to structural economic changes such as those basic
characteristics that are dominant in the native areas of
African cities. This approach recognizes that it is possible to
identify areas of the city where the problems of
unemployment, employment loss poor public and private
housing, accessibility to and availability of basic amenities
and general decay are jointly or singly confined or at least
predominate. This approach suggests that the inner-city can
be defined as a series of overlapping zones or areas
delimited on the basis of the social problem(s) in them.
These areas may neither be coincidence or contiguous
because several reasons have, over time, shaped the city
structure and its population to produce the city mosaic as are
found in most parts of the pre-colonial African cities today.
In the present paper, while we agree with the fact that inner-
city problems are to be found in the innermost parts of the
towns or cities, they are not confined to these areas. The
paper therefore refrain from a rigid geographical
delimitation of the inner-city; rather it believes that it is
more important to map the forces which fashion urban
deprivation in the city centre which are also replicable in the
periphery. The paper adopts the ‘inner-city’ as an umbrella
concept for the examination of the interaction of urban
economy decline, physical decay and the concentration of
the socially disadvantaged, particularly the poor people who

Global Journal of Science Frontier Research

may be located in any part of the city where these pathology
may be present.

This approach had also found empirical and theoretical
credence in the earlier works of the Lamberth inner Area
Study, (Great Britain, 1977), Karn, (1979) and Sim (1984).
In Africa, the inner-city concept as used here is an essential
characteristic of traditional pre-colonial cities. It is used to
express areas of rundown structures that have been
overtaken by modern high rises which are dominant in the
city centres but can also be found in some other parts of the
city existing in close juxtaposition with the modern
structures.

Within a pre-colonial African city, it is possible to identify
areal pathology of the characteristics of disadvantages and a
marked inequality in facility distribution. This is such that a
typical pre-colonial African city is a mirror image of the
political economy. At the structural level, it is possible to
observe such indicators as the social character of access to
facilities like health, education, sanitation, etc as well as the
general level and severity of poverty and deprivations. This
phenomenon often depicts a regular gradient from the city
centre to the frontier. Jones (1979) described the major
attributes of the inner-city space as that of dereliction, high
concentration of unemployment, drab and vandalized
council estates, low educational achievement by school
children, factory closure, decaying neighbourhoods and
population decline. The African inner-city dwellers thus
represent the most disadvantaged segment of a typical
African urban setting. They include those families that have
experienced long term spell of poverty and welfare
dependency because their members are unemployed and/or
‘unemployable’ for lack of basic training or skill. They also
include those that have dropped out of labour force
altogether due to age or for other structural reasons. The
inner-city is therefore less of physical or geographical
distance between different areas of a city but related more to
the social distance between its people even when they
appear close in Euclidean relations.

The inhabitants of this ‘space’ are particularly vulnerable to
structural changes such as those occasioned by
macroeconomic and institutional arrangements involving
shifts from goods producing to service producing industries,
the polarization of the labour market into low and high wage
sectors; as well as large scale and micro-level environmental
and climatic changes. It is therefore reasonable to
characterize inner-cities broadly in terms of a general
vulnerability of a group of people to such changes. Global
change affects individuals and population groups in ratios
determined by levels of vulnerability, which is in turn
related to several other factors that determine the impact and
severity of the change on their health. These factors may
include socioeconomic status, gender, level of education and
geographical location within the urban space. To the extent
that these impacts occur differently, vulnerability therefore
is bound to vary according to the relative positions of
individuals in relation to the parameters identified above. In
seeking to explain this variation we have deliberately
ignored the possible differences between several
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compositional and contextual factors. In other words, the
variation between vulnerability brought about by the social
and material circumstances of people living in an area and
the social, material and environmental characteristics of the
area itself are held constant so that we could explain
vulnerability to the impact of GEC as due largely to the
characteristics of the particular locations containing a
complex web of social and cultural milieu (see Macintyre et
al., 2002 and Gatrell et al., 2004). The idea of vulnerability
therefore becomes a guiding concept for this study.

V. VULNERABILITY AND GLOBAL ENVIRONMENTAL
CHANGE

The concept  of vulnerability (as used here) does not
connote the sense of resistance as may exist in ecology texts
(see Begon et al.,, 1990), but the sense of resilience;
suggesting ability of adaptation, ability to return to an
original resting state or achieve a new equilibrium after a
shock (see Watson et al., 1996). When the concept is applied
to climate or environmental change, it is defined as a “state
of increased probability of adverse outcomes for a given
environmental exposure” (Woodward et al., 1998). Hence
vulnerability is at once relative and undesirable. The impacts
of ‘change’ in environmental parameters function through
the crevices of the non-linear vulnerability to the change by
individuals and community who are the victims. It is
therefore this concept of vulnerability that act to
differentiate individuals and is thus the most important
concept as far as the debate on the human dimensions of
climate change is concerned.

The need to critically examine levels of vulnerability in this
case therefore stems from three related reasons:

i Human species have grown to appreciate the fact
about the debate on the variations and/or alterations
in the basic attributes of climate; it is the
variabililities of the vulnerability that is still poorly
understood; whereas this is the root cause of health
disparity resulting from GEC.

ii. It is the events that take place locally that have the
greatest impact and similar events may (and do)
produce differential impacts on human health;
whereas the spatial scale for impact forecasting is
often regional. One of the dangers of such impact
forecasting at larger resolution is the optimism in
the late 1940s that the battle between humans and
parasitic/infectious diseases had been decided in a
victory for the former to the extent that it was time
to close book on infectious diseases (see Fisher,
1994), only to be ravaged by formidable health
problems from the ‘relics’ of ancient scourges such
as malaria (Pearce, 1995), tuberculosis (Bloom and
Murray, 1990, Brown, 1992, etc) cholera (Glass et
al., 1992) and HIV/ AIDS(Ainsworth and Over,
1994, Barrett and Rudalema, 2001). Today, local
happenings are shaped in a complex way by events
occurring many miles away because in space,
“everything is connected to everything else to the
extent that “most events and phenomena are

connected, caused by, and interacting with a huge
number of other pieces of a complex universal
puzzle. We have come to see that we live in a small
world.....” (Barabas, 2002).

iii. There is also the tragic reality that the most
vulnerable groups are also those that receive the
most devastating effects of GEC whereas these
same groups are the least likely to return to
equilibrium when they are devastated. Thus, GEC
happens to us all, certainly, not equally and any
intervention that takes for granted the pattern of
vulnerability is at once frustrated.

This new inequality is well known but least acknowledged
and poorly appreciated.

The connection between GEC and Vulnerability on one
hand as well as the inner-city and human health on the other
is complex. One way to view this connection is to note that
environmental, social, economic and political decisions
taken by major players on the world stage can (and do)
indeed have consequences for the health of those in the most
peripheral locations and that even the most privileged can be
affected by diseases with their origins in the most materially
deprived parts of the world (see Gatrell, 2005). The
implication of this is that a major property of the global
climate impact is that small changes in one component of
the elements of the earth system do not lead to
correspondingly small changes in others due to varying
levels of vulnerability in the social context.

V. GLOBAL ENVIRONMENTAL CHANGE IN AFRICA:
SOME EVIDENCES

There are various symptoms of environmental changes that
are happening at dimensions that are threatening “...the
homeostasis of the marvelous planet we call
home”’(Rosenblatt, 2005, see also McMichael, 1998). These
changes are also threatening the very existence of the human
species that inhabit ‘the home’ in non-linear ways. The
impacts of some of these changes are general and affect
humanity at different levels. Some of the changes or impacts
that are peculiar to the African sub-region are also
identified.

A significant portion of Africa is located in the tropics
where bush burning and shifting cultivation are major
agricultural practices. This alone, according to Paul Crutzen,
as quoted by Pearce (1996), releases between 1.8-4.7 billion
tones of carbon a year. The main by-products of these
tropical fires are carbon monoxide, methane, nitrogen,
oxides and carbon dioxide. Ozone is also a by-product of
these emissions (Adelekan and Gbadegesin, 2005). The
amount of emission from traffic on the African country
roads is also increasing daily and may sometimes account
for 90-95% of lead and carbon monoxide emission. This
emission rate is exacerbated by the ‘off the- road’
conditions of most of these vehicles in terms of their
unacceptable combustion levels. The rush to industrialize in
most parts of Africa also contributes to the observed rate of
emission of GHGs and to Global Environmental Change. In
Africa, the trio of Egypt, Nigeria and Algeria combine to
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account for up to 35.5% of total fossil fuels from the
continent (Marland et al., 2003). Indeed, Nigeria is the
largest emitter of carbon dioxide and related GHGs in the
West African sub-Region. This is partly because only a
small part of the country’s natural gas is utilized while as
much as 76% is flared (WorldBank, 1995). The composition
of the flare includes 90% methane, 1.5-2.0% carbon dioxide,
1.4-2.4% heavier hydrocarbons and 3.9-5.3% ethane among
other compounds (Jones, et al., 1998). This composition is
such a major impetus to the local GHGs and to say the least,
to global climate change. The World Health confirms this
assertion that:

“Human—induced increase in the atmospheric concentration

of GHGs is amplifying the greenhouse effects. In recent
times,the great increase in fossil fuel burning, agricultural
activity and several other economic activities has greatly
augmented greenhouse gas emissions. The atmosphere
concentration of carbon dioxide has increased by one-third
since the inception of the industrial Revolution” (WHO,
2003).

Table 1 provides examples of some of these GHGs that may
amplify the climate change rate and variations in their
concentration and rate of change over the period 1990-1999
as well as their atmospheric lifetime.

Tablel: Changes In GHGs’ Concentration (1990-1999)

Co, CH, N,o CFC-4; HFC-23 CF,
Time
Period/GHG
Pre-Industrial -280ppm -700ppb -270ppb Zero Zero 40ppt
Concentration
Concentration 365ppm 1745ppb 314ppb 268ppt 14ppt 80ppt
in 1998
Concentration 1.5ppm/yr 7.0ppb/yr 0.8ppb/yr -1.4ppt/yr 0.55/yr 1ppt/yr
Change rate
(1990-1999)
Atmospheric 5-200yrs 12yrs 114yrs 45yrs 260yrs 750,000yrs
Lifetime

CO0, =Carbon dioxide, CH, =Methane, N,0= Nitrous Oxide, CFC-1; = Chlorofluorocarbon, HFC-,; =Hydroflurocarbony;

CF, =Perfluromethane
(Source: WHO, 2003).
From the above, it is evident that since the industrial
Revolution, Cy, have risen more than one third while other
GHGs have similarly risen and estimates ahead are not less
grievous. More over, the Energy White Paper (DTI, 2003)
highlights some fundamental ways by which rising
temperature is affecting the planet earth:

i Retreating of ice caps from many mountain peaks

ii. Global mean sea level rose by an average of 1-
2mm per year during the last century.
Summer and autumn arctic sea ice thinned by 40%
in recent decades.
EI-Nino events have become more frequent and
intense during the last two to three decades;
Weather related economic losses to communities and
businesses have increased ten folds over the last
40years.Although, not the most powerful GHG, CO0, is the
prime target for mitigation action against climate change
because of its sheer abundance that accounts for 80% of
total emission and more importantly, its very long
atmospheric life span also means that its concentration will
continue to rise and be a cause of problems for years and
decades to come (CURE, 2003).
.There is a stronger evidence to support the hypothesis that
human activities are also responsible for most of the
alterations that are identified above. For all these
alterations, human systems or his livelihood sectors are
vulnerable both separately and in a complex web of
causation. Some of the vulnerable human sectors include

iv.

water and sanitation, agriculture and food security, the
coastal and marine ecosystem and human health which are
affected by each of these sectors and by their joint impact.
The impact on health is thus left out here for separate
discussion in a dedicated section. Importantly, the
precarious situation of African cities suggests that most of
these impacts possess implications for urban health and
urban life in general.

A. Water and Sanitation

One third of the world’s population lives in countries where
more than 20% of the renewable water supply has been
used. These countries are otherwise called ‘water- stressed’
countries. By 2025, the IPCC (2001) predicts that an
estimated 5billion people will be affected by the stress from
the current number of 1.5. One out of every five world
people also lack access to safe drinking water while as much
as 50% does not have access to sanitation (see Kasperson
and Kasperson, 2001). Hence up to 3-4 million people die
annually of diseases that are water borne or water related
because about 10% of global annual water consumption is
sourced from depleting groundwater resources undergoing
contamination (Cosgrove and Rijsberman, 2000). African
situation is worrisome, where approximately two- third of its
rural population and one-quarter of the urban population
lack safe drinking water; the percentage with poor sanitation
is higher (Zinyowera, et al., 1998). It is estimated that by the
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year 2025, the number of water -stressed African countries
would have reached 18 from 8 in 1990 and this may affect
up to 4billion people (Kasperson and Kasperson, 2001,
Cosgrove and Rijsberman, 2000, World Bank, 1996).
Though the effects are yet uncertain, the continent has
experienced devastating droughts in 1965-66, 1972-74,
1981-84, 1986-87, 1991-92 and 1994-95 affecting different
parts. Runoffs may also increase in regions with increased
precipitation. Episodes of flood are therefore not also
uncommon as in the case of the Ibadan Flood Disaster in
1980 and 1982 (see Akintola, 1989). According to URT
(2003), reduced runoff into two out of three major rivers in
Tanzania will have far-reaching socio- economic impacts
because River Pangani’s annual flow could decrease by
between 6-9% and Ruvu by 10% due to increased
temperature. Such decrease in precipitation in Sudan is
likely to be more devastating because more than 50 and 25
percents of its landmass already lie in the desert or semi-
desert and arid savannah respectively. In contrast, the
potential for heavy flood damage may increase during the
long rainy season as a result of increased rainfall due to low
temperature in humid areas whose river flow may increase
to about 20% (MLWE, 2002, Orindi and Murray, 2005).
This may affect urban infrastructure like major hydropower
stations, communication infrastructure, farms and human
settlements. For example, the EI-Nino of 1997/98 resulted in
the death of over 1000 people and caused major disruptions
in communication and service provision in Uganda (MLWE,
2002, Ropeleski, 1999).

B. Food and Agricultural Production

The impact of climate variability and change depends upon
the rate, magnitude, and geographic pattern of the change.
Studies suggest that adverse effects of climate change on
agriculture and food security will be concentrated in
developing countries out of which Africa is a major
stakeholder. The IPCC (2001) hints that these impacts will
also interact with other environmental and socio-economic
vulnerabilities to exacerbate hunger and undermine food
security. Income of vulnerable groups will decline as the
risk from hunger increase. Over all, because of the
geographic and temporal shifts in agriculture, coupled with
worsening social and economic situations, food security in
many parts of Africa may worsen. For instance, in Egypt
where the rich agricultural system is predicated mainly on
favourable temperature, fertile soil and abundant irrigation
water from the Nile, agricultural activities had been
expanded into desert lands adjoining the Nile Basin and
reclaimed long used areas that have become Stalinized or
water logged. Thus Egypt’s 63million people remain totally
dependent upon Nile fed agriculture which poses severe
challenge to its economy even without climate change. With
any change in climate, serious threats from such
phenomenon as sea level rise are imminent because this
would jeopardize areas of the Nile Delta lying below one
metre in elevation. Hence up to 15% of the existing
agricultural land in the Delta area of the Nile could be lost
(see Nicholls and Leatherman, 1994). This will also

accelerate the intrusion of saline water into surface water
sources and the coastal aquiver (Sestini, 1992)

The case of Egypt illustrates how far- reaching the impacts
of climate change may be for some African countries. In
essence, through changes in temperature and precipitation,
changes in soil moisture and fertility, changes in the length
of growing season sand and an increased probability of
extreme climate conditions, Global Climate Models (GCMs)
predict that climate change may lead to significant reduction
in agricultural productivity in developing countries like
Africa.

C. Marine Ecosystem And Coastal Population

Climate change will change oceans in many important ways;
from decreased sea level cover in the polar region to sea-
surface temperature and mean sea level rise in different parts
of the world. When such changes interact with growing
population densities and peculiar African developmental
pressures particularly in coastal areas, a major ecological
and human impact of climate change will be imposed on
Africa. These may include

i loss of land and displacement of coastal population;

ii. flooding of low lying coastal areas,

iii. loss of agricultural yields and employment;

iv. negative impact on coastal and

V. urban agriculture ;

Vi. erosion of sandy beaches and associated losses in

tourism.

It is anticipated that in this regard, the most serious impact
will befall fisheries and marine ecosystems-coral reefs,
atolls, salt mashes and mangrove forests of Africa,
depending on the rate of sea level rise. An estimated 1billion
people are said to be dependent on fish and fishing as either
their primary source of protein or occupation (see French,
2000); out of which a significant proportion are African city
dwellers.
Certainly, it is more difficult to monitor the marine the
marine environment in the same way as crop yields can be
investigated, but scientific assessments suggest changes in
oceans’ make-up in the face of atmospheric temperature.
The IPCC, 2001 for instance predicts changes in the
abundance, distribution and specie composition of some fish
populations as well as collapse of some fisheries. Currently,
with a 2°C increase in the mean temperature of the world’
ocean per century (Souler, Obura and Linden, 2000)
combined with the strongest EI-Nino of 1998, coral,
throughout the world’s tropical Islands suffer extensive
bleaching and mortality. along the East African Coasts, 90-
100 percent of corals exposed to water temperatures higher
than 32°C died; and with no sign of recovery even after
about the first 18months(Souler, Obura and Linden,2000,
see also Kasperson and Kasperson,2001). More over,
estimates suggest also that land loss due to sea-level rise of
one metre would total 30,000sq. Km in Bangladesh, 6,000
sg. km in India, 34,000sq.km in Indonesia and 7,000sq.km
in Malaysia (Nicholls, Mimura and Topping, 1995). Similar
estimates for Africa are not available to the author, but
indications do not suggest that they will be less tremendous.
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Many societies, particularly urban coastal populations
depend heavily upon fish as a significant part of food
supply. As much as one- third of protein supply in densely
populated Nigeria comes from fish (Kasperson and
Kasperson, 2001, see also Raheem, 2005).
According to Carpenter and others, (1992), climate may
affect fisheries through.
i changes in water temperature
ii. the timing and duration of temperature extremes
iii. the magnitude and patterns of annual stream flows
iv. surface water elevations; and
V. the shorelines of lakes, reservoirs, and near shore
marine environments.
Thus arising from the above factors in varying combinations
and severity, OECD, (2001) indicates that more than one
forth of the world’s marine fisheries are “already either
exhausted, over- fished, or recovery from over fishing”.
Vulnerable areas from these impacts will face severe
stresses due to
i a shift in centres of fish production and the
composition of species as ecosystems change in
their duration and internal structure;
ii. falling economic return until long stability in the
fisheries is achieved; and
iii. disproportionate suffering among subsistence and
other small scale fishermen in Africa (Zinyowera,et
al., 1998).

The direct impact include changes in temperature and
humidity leading to heat-stress morbidity and mortality,
flood, expansion in the ecology of tropical vector borne
diseases and possible decreases in cold related illnesses.
Kasperson and Kasperson (2001) also predict that climate
change will also affect the proportion of the world
population living in the cities, availability of sanitation and
portable water supplies, human migration and living
condition. The World Health Organization concludes that
climate change is also likely to alter the incidence and range
of major tropical vector borne diseases. This is shown in
table 2.The table, among other indications, shows that the
geographical range of two infectious diseases-Malaria and

“The situation in Africa suggests that it s the most
vulnerable people and places that will bear most of the
costs” (Kasperson and Kasperson, 2001).

VI. HEALTH IMPACTS OF GEC AND THE INNER-CITY
VULNERABILILTY: AN EXAMPLE.

The concern for human health resulting from the impact of
climate and environmental changes have been greatly
amplified by the recognition of the inherent danger in the
McMichael’s (1993) ‘planetary overload’-the term he used
to capture the fact that “humankind in aggregate is
...exceeding capacities of the biosphere to absorb our
wastes and to regenerate natural condition”(McMichael and
Kjellstorm,2002).This development arouses both policy and
research orientation at paying more than ordinary attention
to the impact they may posses for not only human health but
also for the survival of the highly vulnerable population.

The impact of GEC on health could manifest either directly
or indirectly. The impact identified herein occur both as the
impact on health of climate change on one hand and the
relapsing joint impact of other influences of climate change
may posses for human health. Patz et al’s (2000) framework
for assessing the potential health effects of climate change is
a realistic one that captures major perspectives of both direct
and indirect effect of climate change on human health. His
framework (fig 1) does not however include the impact of
‘other impacts’ of climate change on human health.

Dengue will increase. If temperature should rise above the
IPCC projected upper bound of 3-5° C by 2100 the
proportion of the world population affected by Malaria may
increase by 15percent.This will lead to the addition of close
to 80million annually(Watson et al,1998). Kovats, et al
(2000) are of the opinion that this change might already be
in place because according to them, Malaria is already one
of the most serious and complex global diseases and it is the
disease most likely to be affected by climate change .There
are at least 270million cases at any given time, out of which
1-2million people die annually .Majority of the deaths are
coming from Africa.(see McGranahan, et al 1999).

Table 2: Climate Change and Major Tropical Vector —Borne Diseases.

Disease Likelihood of with | Vector Present Distribution People at Risk (Millions)
Climate Change

Malaria +++ Mosquito Tropical/Sub-Tropics 2020

Schistosomiasis ++ Water Snail Tropical/Sub-Tropics 600

Leisnmaniasis ++ Phlatomine Asia/Southern 350

Sandfly Europe/Africa/Americas

American + Triatomine Central and  South | 100

Trypanosomiasis bug America

Chagas Disease

African + Tsetse fly Tropical Africa 55

Trypanosomiasis

Sleeping Sickness

Lymphatic Flariasis | + Mosquito Tropics/Sub-Tropics 1100

Dengue ++ Mosquito All Tropical Countries 2500-3000

Onchocerciasis + Blackfly Africa/ Latin America 120
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River Blindness
Yellow Fever + Mosquito Tropical South America | -
and Africa
Dracunculiasis ? Crustacean South Asia/Arabian | 100
Guinea worm Copepod Peninsular/Central -
West Africa

+++Highly Likely, ++Very Likely, +Likely, ?Unknown

Source: (Kovats et al., 2000, 20 cited in Kasperson and Kasperson,2001)

This is made possible because climate change will affect the
underlying ecological conditions for Malaria breeding,
transmission and multiplication. These include higher
temperatures, increased precipitation and relative humidity,
mosquito habitats, and access to washing and drinking
water. Thus areas adjoining current Malarial Zones and high
altitudes within the zones such as the mountainous East
Africa, where low temperatures hitherto curtailed malarial
transmission (McGranahan, etal., 1999) may experience
malaria infections. Apart from malaria, schistosomiasis
would spread beyond its current distribution limits. Dengue
will expand in the direction similar to that of malaria; while
trypanosomiasis (sleeping sickness) is also expected to
undergo redistributions that are climate induced.

Finally flooding and heavy storm events will increase and
could produce heavy consequences for areas of cities with
old and weak structures as are found in the inner cities of
Africa. This vulnerability also increases in Island states due
to their physical circumstances. for instance, most of such
states’ critical infrastructure and economic activities are
located close to the coast where just a 50cm to 1metre rise in
sea level may convert significant part of it into sandbars
with great economic loss and health consequences. The
consequences are complicated by the high population of
Island cities. Island populations grow at more than 3 percent
yearly (Pernetta, 1992, Kasperson and Kasperson, 2001).

VII. INNER-CITY VULNERABILITY: SOME PECULIARITIES

Poorer African nations are disproportionately vulnerable to
disasters and to the effects of climate change. The capacity
of peoples to be ‘wounded’ from the stress, produced from
abrupt changes in environmental parameters whether
environmental or socioeconomic, vary widely in response to
many structural and institutional factors of the group or
institutions. These factors may include wealth, technology,
knowledge, infrastructure, institutional capabilities, and
preparedness, and access to resources. This is because

variability particularly in a world of mounting and widening
inequalities. The Kaspersons hence note with emphasis that
“Developing countries and particularly the least developed
countries, are clearly the most vulnerable regions to climate
change. They will experience the greatest loss of life, the
most negative effects on economy and development, and the
largest diversion of resources from other pressing needs”
(2001).

This is because developing countries often lack the
resources to adapt and/or cope with weather hazards and
thus are ill-prepared in terms of general preparedness such
as coastal protection, early warning and disaster response
systems, as well as victim relief and recovery assistance (see
IPCC, 1995 and GEF, 2001).

In Nigeria, inland flood and structure collapse are also
among the effects of climate change that are becoming more
regular rather than episodic. In the last few years, several
instances of structure collapse have been recorded with
professional builders and engineers proposing a more
regular occurrence. The example of rainstorm and flood
disaster in Kwara state, Nigeria depicts one of the micro-
level impacts of GEC in African cities. Kwara is one of the
36 states to which Nigeria is subdivided for administrative
and political purposes. The state is predominately rural with
lorin, its administrative headquarter, Offa and a few other
centres being urban. llorin is a city of some one million
people in 2006. It is a city with distinct structural and
morphological semblance of a traditional city since its
history predates colonialism in Nigeria. Rainstorms and
flood disasters are regular events during the early and late
rains in the city. Statistics from the Kwara Chapter of the
National Emergency Management Agency (NEMA) indicate
that between 2003 and 2006, a total of 769 houses were
affected by rainstorm or flood or both in Ilorin metropolis.
The breakdown of the figure shows further that (666) or
more than 86 percent of the houses affected were located in
wards classified as the ‘interior’ while the remaining (103)
or 14 percent occurred in wards classified as ‘other areas’ of

human endowments in such assets also depict wide the city.
Period/ Area 2003-2004 2005-2006 Total
Interior Ward 120 546 666
Other Wards 28 75 103
Total 148 621 769

Source: Compiled from Kwara NEMA, 2006.

The llorin examples above shows that the inner most parts
of African cities where the poorest urban population also
reside are more vulnerable to the impact of GEC. There are
two dimensions to the wvulnerability. The first is the
vulnerability of the houses in inner most parts of traditional
cities to the impact because of their age, as well as materials
used for the roofs and walls. Secondly, the vulnerability of

the inhabitants of these areas of the city produced by a
combination of extremes of poverty, deprivation,
unemployment as well as the general lack of skills to take up
well paid jobs. This inability had combined to suppress the
capability of this group to recover from the shock produced
by the effects of flood and rainstorm. For this reasons,
majority of households were unable to, on their own, bear
the cost of recovering in terms of roof replacement and other
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immediate expenses produced by the disaster. In another
study, Raheem, (2006) found that this event is ecologically
restricted to the old traditional areas of the city where
houses were old and built in the bye-gone age with inferior
materials both for the walls and roofs. Often, government
responses were inadequate and a substantial part of the
victims were reduced to local .environmental refugees. This

can be devastating since a typical African inner-city dweller
is already operating on critical and unstable socio economic
conditions.

The direct health implication of this may include population
displacement, unintended injuries that can, sometimes, be
fatal and life claiming as shown in plate 2

Plate 2: Collapsed building in Port Harcourt, Nigeria (Punch, August, 16, .2005)

Since health is the ecological characteristics of population
reflecting the wider condition of the social and natural
environment-a reflection of the level of biological
functioning achievable within the prevailing environmental
conditions(see McMichael and Kjellstorm 2002), the events
described above also lead to a series of indirect health
consequences. One of the indirect consequences of extreme
weather conditions produced by GEC is the alteration in the
patterns and dynamics of common infectious diseases. For
instance Malaria is the most disabling vector borne disease.
It ranks first in accounting for morbidity, mortality and loss
of productive time in Sub Saharan Africa. Although, 40
percent of the world population carry the risk of contact, 75

percent of all active cases occur in Africa leading to the
death of 3,000 children daily (Snow, et al, 2005, WHO,
2003). Studies have implicated warming and weather
extremes in the prevalence of this and other tropical vector-
borne diseases. This is because flood provides conditions for
large outbreaks while high temperature reduces the
incubation periods for their vectors. For instance while
McArthur (1972) notes that the incubation period for
plasmodium falciparium which takes 26 days can be
reduced by half with a 5° C increase in temperature, Ebi, and
others (2005) reports “a four-to-five spike in malaria cases”
following a devastating series of three topical cyclones and
heavy rains in Mozambique as shown below



Global Journal of Science Frontier Research Vol.10 Issue 5(Ver 1.0),September 2010 Page |11

1000 35
900 _
800 1 )
® 700 l + 25 G
@ c
g 600 ; 12 <
@ 500 ¢ 9
T 400 15 g
= 300 hd -1 5
200 05 E_
100 Jd
0 0

1 13 25 37 49 61 73 85 97 109121 133 145
Weeks (Jan 99-Dec 01)

Fig. 2: Malaria and Floods in Mozambique (Adapted from Centre for Health and Global Environment, 2005).

VIll.  SUMMARY AND CONCLUSION

In this paper we have acted the Farmer, et al (2000)’s
Prophet: Predicting that the poor will do poorer even in
boom times. The African inner-city exemplifies poor area
and this possesses greater vulnerability to the impacts of
climate change. Scientific research and many practical
projects are showing the tendencies that “global climate
change can be partially mitigated if the world big cities
substantially reduce their environmental impact” (Hunt,
2004). The big poser: how far can cities of Africa assist
themselves to substantially reduce their environmental
impact? To date, the impetus for urban growth in Africa is
higher than the capability to cope with the growth and the
changes there from. Hence, cities dwellers are excessively
prone to the consequences of environmental and
socioeconomic changes arising from such urban growth.
Global environmental Change is affecting the incidence of
key infectious diseases and the dynamics of their
prevalence. Food insecurity, poor water and sanitation
coverage are also shown to be part of the responses of the
life support systems to the rapid changes in the global
environment. The vulnerability of the population to these
impacts is also affected by the existing levels of poverty,
deprivation and empowerment. Although some of these
form important policy areas for many African governments,
evidences on ground is to the effect that a great lag exists
between fundamental livelihood structure of the African
population and the attention given to such issues as
deprivation, poverty, inequality and empowerment. As
outlined earlier, the impact of climate change will serve to

aggravate this prevailing situations with great consequences
for human health particularly those of the inner-city
dwellers.

Africa’s inability to cope with Global Environmental
Change borders greatly on, not only development but also
on sustainability. The progress made by African cities in the
area of poverty and hunger reduction, maternal and child
mortality as well as life expectancy significantly
demonstrates that Africa cities have been at least lagging
and at most stranded in most of the global transitions-
demographic, epidemiological and risk. Hence, the fourth
transition — sustainability transition — is an enormous
challenge to the continent (see McMichael and Kjellstorm
(2002).

To meet up with the rest of the world, Africa must be
assisted first by ensuring that African cities are given
particular priorities in most global initiatives like the Kyoto
Protocol, the world summit on Sustainable Development of
Johannesburg in 2002, Agenda 21 of the United Nations in
1992 and the Millennium Development Goals. Such
attention may make clearer the nature and level of intra-
urban inequality within a typical African city so that the
inner-city dwellers may receive greater than ordinary
attention they often receive by their governments.

Finally, the struggle to rescue our biological system from
imminent collapse is a role to be assumed by all facets of the
research community. The consolation in this regard is the
increasing ‘liberalization’ of health research. The current
effort at harnessing the transdisciplinary initiative and ideas
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about health, medicine and disease holds a lot of promise for
a sustainable global health
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Application Of Special Functions And SIRP In

Wireless Communication Fadin

V.B.L. Chaurasia}, Devendra Kumar?

Abstract- In the present paper, we obtain the distribution of
quotient of two independent I-function random variables. We
show that I-function and spherically- invariant random
processes (SIRP) can be used to provide a unified theory on
wireless communication fading statistics. Further, we show
that various performance measures of fading communication
system, such as error probability and amount of fading can be
evaluated using the SIRP statistical characterization.
Keywords-Probability  density  function,  distribution
function, spherically-invariant random process, I-function.

I.  INTRODUCTION

The distribution of quotient of I-function random variables
is of interest in many areas of physics and engineering.
Wireless communication systems are the major modern
communications that impact the human lifestyle in the last
several years. Now due to the convergence of technology,
many diverted technologies such as radio, camcorder, digital
camera or even television are combined with wireless
equipment. The frequency and data management are
decisively concerned.Therefore, the quality and capacity
of the channels are the most significantly predicament.
Most coded and uncoded digital communication systems are
analyzed and designed under the ideal free-space
propagation Gaussian noise assumption. For wireless
communication, however, multipath fading, scattering and
shadowing can significantly reduce the performance of the
system compared to the ideal Gaussian assumption. Under
various outdoor/indoor narrowband flat fading scenarios, a
variety of statistical model of envelope distributions, such as
Rayleigh, Rician, exponential, Nakagami -m, Weibull,
lognormal K, etc. have been proposed by various authors.
However, almost all these distributions have been proposed
purely from empirical fitting of measured data to a statistical
distribution with neither analytical nor physical justification.
Yao et al. (2004) gave a systematic approach to show that
spherically-invariant random process can be used to provide
a unified theory to model fading channel statistics. In recent
papers Chaurasia and Kumar (2010) and Chaurasia and
Singh (2010) have investigated the distributions of random
variables pertaining to special functions. In this paper, we
obtain the distribution of quotient of two independent I-
function random variables. Further, we show that the
distribution of I-function random variables can be used in
wireless communication fading statistics based on
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spherically-invariant random processes.

1. SPHERICALLY-INVARIANT RANDOM PROCESSES

The nth order pdf of a spherically-invariant random process
{X(t),—0 < t< oo} isgiven in the form

P« () =D, h, (Q,(x . p)), x €R",

where D, =(2n) M2|p|™2 is a normalization

constant, p is the mean vector, p is the positive definite

covariance matrix, quadratic form is given by Q, (X, u, p) =

(x—) " pi(x—p)andh () belongs to a classes of
n

positive scalar-valued functions. Clearly, the SIRP includes
the Gaussian process as a special case, and in fact many of
the analytically tractable properties of the Gaussian process
are still valid for SIRP. Yao (1973) provide a Representation
Theorem that yields a necessary and sufficient condition for
the explicit form of the nth order pdf of the SIRP, which is
stated as

SIRP Representation Theorem 2.1

A necessary and sufficient condition for the nth order pdf of
a SIRP is that

P (¥ =0 |pIY2h (Q (xmp), x eR", (1)
where hy(r) is given by

© 2 102
h =] v"e™@If (v)dv, 0<r<owm
n 0 \Y%
)
and fy(v) is any univariate pdf defined on (0,).
Now, using (2) in (1), we get

® T2 -1

@)
which shows that the nth order pdf of a SIRP is the
statistical average of the nth order pdf of a Gaussian process
with an arbitrary positive valued univariate random variable
V having the above mentioned pdf fy(v). This means that
every SIRP
process X has the simple interpretation of being equivalent
to {X(t) =V Y(t), — oo < t <o}, where {Y(t), —o <t< w0} is
a Gaussian process independent of V.

A narrowband Gaussian process can be expressed as Y(t) =
Y () cos(2nft) — Yq(t) sin (2rft), where Y (t) and Yq(t) are
two zero-mean independent low pass Gaussian processes
with its envelope denoted by

— 2 241/2 hich has a Rayleigh
R, (1) =(Y, (D)7 + Y, (*)"=, WhICh has a Raylelg
pdf. Recently Yao (2003), Abdi et al. (2000) and Aalo and
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Zhang (2000) have proposed to use a SIRP to model fading
on the narrowband Gaussian processes as given by {X(t)=V
Y(t), —o < t < «}. Then, X(t) is also a zero-mean
narrowband process and its envelope can be expressed as
R, ()=(X,(t)? +xQ(t)2)1/2 =(VY,(t)*+V YQ(t)Z)l/z =VR,(1).

To simplify our notations, if we denote the original envelope
of the Gaussian process by R, and the fading SIRP envelope
by X. Then, we have
X=V.R (4)

Incidentally, the use of a random mixture model consisting
of the product of positive valued random variables against a
Rayleigh random process has been proposed by Ward
(1981) for modeling radar clutter envelopes and Loo (1985)
for modeling Land Mobile Satellite fading channel statistics.
If the SIRP model is to be useful to characterize the fading
channel statistic, then we must be able to show that for any
of the known fy(.) envelope pdfs (e.g., Weibull, Nakagami-
m, etc.) and fg(.) being a Rayleigh pdf, there must be fy(.)
pdfs satisfying (4). But from elementary probability theory
proposed by Dwass (1970), if V and R in (4) are two
independent positive valued univariate random variables,
then their pdfs must satisfy

* X 1
f (2 :jo fv(v)fR[;j(;]dv, 0<X<oo

®)
The Mellin transform (Erdélyi (1954)) of any fx(x)
univariate defined on (0,) is given by

M, (9} = j: f 9 x*tdx = E(X*Y)

(6)
Taking (s — 1)th power on both sides of (4) and taking
expectations, we get

ECXCH=ENV"HERD @)
Now, making use of (6) and after a little simplification, we
get

_mr) ML ®)
v =M {M{fR O3

The Mellin transform M{fr(r)} of the Rayleigh pdf and M
{fx(x)} of most fading envelope pdfs (e.g., Weibull,
Nakagami-m, etc.) can easily be evaluated. However, the
i Mellin transf f the rati

inverse viellin transtorm o € ratio M{fx(X)}/M {fR(r)}

usually involves the ratio of various Gamma functions and
thus is not readily available of M{fx(x)} functions of
interest in Erdélyi (1954). Therefore, the explicit expression
for fy(v) in (8) can not be analytically evaluated from the
known Mellin transform table (Erdélyi (1954)) and symbolic
mathematical programs.

I1l.  I-FUNCTION

The I-function introduced by Saxena (1982), is defined as

mn (ai’aj)l,n;(aji’aji)n+1,pi
1(2) =1 y4

L e H F(bj—ﬁjs)H F(l—aj+ajs)

= H H Zs dS
27'[' —joo r i Pj
é {j_l_[mlr(l_b“ +Bjis)j£[+ll“(aji —ajis)}
9)

where pi(izl,..., r),qi(izl,..., r), m, n are integers

satisfying0 <n<p;, 0<m<q (i=12,..,r);ris finite,
o.,pB.,a...[.. are real and positive and
BB P a,b;a;.by,

are complex numbers such that
aj(bh +v)¢Bh (aj —1-Kk), forv,k=0,12,..., m;i=1.2,..., 1.
The contour extends from —ic to ico such that all the poles
of 1"(bj —Bjs) for j = 1,...m

and those for

['(l1-a.+a.s) forj=1,...nare separated by this contour.
P

The I-function can also be expressed in terms of the inverse
Mellin transform as

mn (@%)1,n3@ji%jidn+1 p;
12 =1 z

Pj.d:r (bj’ﬁj)1,m’(bji’Bji)m+1,qi

I 1"(bj + Bjs)g T(1-a, —(xjs)

:i +ioo =1 j 275 ds
2TEi —joo r ql pl
[T ra-b. -p.s)[] '@, +a_s)
i1 | jema SR =
[I T +Bs)[] Frd-a. —as)
=M =l ! ! j=1 . !
- r Gi pj
E jﬂlr(l_bji _ﬁjiS)jgrl @ +eys)

(10)

Clearly, the I-function includes the H-function as a special

case when r = 1 and the G-function when'r, o and g are set
j j

equal to unity.
Consider the generalized gamma pdf defined by

Ba*P x*Texp (—axP)

f() —
9 I'(a/PB)
_ a1 | ol
I'(aa/B) omna [L—l 1); o
B B
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Various positive-valued univariate pdfs are special cases of
the generalized gamma pdf and can be expressed in terms of
the I-function such as the gamma pdf, Rayleigh pdf, Weibull
pdf, Nakagami-m pdf, Chi-Squared pdf, half-Gaussian pdf,
One-sided exponential pdf, half-Cauchy pdf, half-Cauchy
like pdf, beta pdf, lognormal pdf, Rician pdf, K, pdf, etc.

~

IV.  THE DISTRIBUTION OF QUOTIENT OF I-FUNCTION

RANDOM VARIABLES

In this section, we obtain the distribution of quotient of two
independent random variables X; and X, with pdfs f,(xy) for
k =1, 2 given by

) (K <k) ()
MmNy @j o) )1’nk «(a J' 1p|
Cklp; .a; XK 0 (K) (k) <k) K. x>0
'K Tk Tk (bj aBj )1’mk ;(b lek) , ik
f (X )=X
k( k) (O otherwise
. (12)

where Cy and py are normalizing constants.

Theorem 4.1. If X; and X; are two independent positive valued univariate I-function random variables with pdfs fi(xx) for k

V=X /X
= 1,2 given by (12), then the pdf of the random variable 2 is given by
1 1 2 2 2
C1Cp M1tz My [Hl ](ag dafthy p cae{® 28§28 o
T P PR Pl P A T ps) B(l)) ,(1—a§2)—2a§2)’a§2))1,n2;
1) L@ _ (2) @ (2) .
(a-- "y 1 1.p; -2 b ZBJ'Z BJ'Z) ’qiz ’ o (13)
(1) (1) _ (2) 2) (2 V=
(bJ|1 lel) ’ql (L j 20LJI2 )1 pl
T, (V)=1
o otherwise

Proof- To obtain the pdf of \,_ x /x
1 2

random variable \/_ x ;% is given by
1 2

M Mg {f) ()} Mg

fv(v) =10 .

Now, substituting the values of fl(xl)andfz(xz) from

(12), using equation (10), rearranging and expressing the
result thus obtained in terms of I-function, we get the value
of fy(v). The result obtained above is quite general in nature
and a large number of corresponding results involving
simpler pdfs can easily be obtained on merely specializing
the various parameters involved therein.

If we set X, = R to have a Rayleigh pdf, then f\,(v) in the
equation(13) is valid for any X; given by any positive
valued univariate I-function pdf independent of X, having
the form (12). In particular, if X; = X is a generalized
Gamma pdf of the form (11), then it includes the various
pdfs such as the gamma pdf, Rayleigh pdf, Weibull pdf,
Nakagami-m pdf, Chi-Squared pdf, half-Gaussian pdf, One-
sided exponential pdf, etc.

, we use the method of Mellin transform and its inverse. The pdf fy(v) of the

2{f5(xX5)}], v>0

otherwise.

Denoting

m, :qil =m, :qi2 =Ln =p, =n,= qi2 =0r=r,=

m +n,=1n+m,=1p, q|2 =1, qil p|2 Lnr=
118,

= allﬁl n, = a12/2, ) 1 a12/2,

1

My By a2 @) @ _ @ _
—L =a "ta}'?, b} ,bl =1/2,B; =3

K, B1
then f,(v) in (13) becomes

o _
B B,
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11
t oSG (23]
vV = 2 1,1;1 o -1 1
Mz MZ 1
B By
1By -1/2 [ 11]
a ‘ta 11 s
allﬁl al2y|\ 22 (15)

—_— ,v>0.
r(al/Bl) 0 s ! [0‘11 1]
By By
Thus, (15) provides the solution of (8). In addition, the I-
function technique can provide explicit evaluation of the
moment generating function and moments of the random
variable V with the pdf of (15).

V. PERFORMANCE MEASURES OF FADING
COMMUNICATION SYSTEMS

In digital cellular communication systems, the probability of
error is an important tool for measuring the system
performance. Consider coherent detection of a binary phase
shift keying (BPSK) system over a frequency flat slow SIRP
fading channel. The average bit error probability (BEP) for
such a communication system is given by

P.(B) :Io Q(y2r?E_ /N, )p,(ndr, (16)
Where
1 /2 2
_1 _ (17)
QX TCIO exp { 25inzejde, x>0

and Ey/N, the bit energy-to-noise spectral density ratio.
Substituting the value of Q(x) from (17) in (16), we get

/2 r*E, /N,
ACEI —5 0

d@f exp| — “in? Jp (r)dr (18)

Now, using (5) in (17), we get

n/2 © oy E /N 1
P v2f (v)dv do[ —exp|-r3 204 dr
(B = J vi¥) Trjo Io G2 ® (sinze 262v?
w 1 /2 sin?0
= f,(v)dv=| — ———do

0 T-0 SiN“0+ vy
oo 1 VZV

= T V) — — /— dv
J‘O V( )2 1_V27
= jo fLM P, (E;vZdy (19)

where yzzczEb/N():QEb/No is the average

fading signal-to-noise ratio and

i, [
2 1+

Rayleigh fading process.
As an example, consider the case of a half-Cauchy-like

fading pdf fx(xX) = 2ax/(1+2ax?)¥2,x>0,a>0, for

(SNR),

ST — is the average BEP for a
PbRay(E ¥ = } ’

which fy,(v) is given by

2 _ 1
f, (V) =\/;v Zexp [—szj.

Clearly, the half-Cauchy-like pdf has the same asymptotic
behavior as the half-Cauchy pdf

f. (9 =(2a/m)/(a* +x*),x>0,a>0. Both of these

pdf asymptotically

1

2
behave as X"/ as x approaches infinitely. Then, for

coherent detection of BPSK, we have from (20)

(20)

I S N A S | vy (21)
P.(E) \/;jo v exp( 2\/2){1 o y]dv

Putting i_X’ we get
2v?

_ Y
P,(E) = ij Xexp(x){ w/2x+y}dx (22)

It is easy to show that the limits of the integrand at x = 0 and
X = oo are both equal to zero. Thus, since the integrand is
always positive in the domain of the integral and vanishes at
its end points, it has a maximum somewhere in between. A
plot of Py(E) versus Y determined from (22) comparison
with the comparable result for a Rayleigh fading distribution
reveals that the two are quite similar with the half-Cauchy-
like SIRP having slightly better average BEP behavior at
small ¥ .Thus, even though the half-Cauchy-like SIRP

appears to have an infinite amount of fading, it does result in
a finite and well behaved average BEP performance. Other
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results based on the explicit use of the Theorem 4.1 for error
probabilities can also be obtained.

The “amount of fading” (AF) is another
performance measure, which is introduced by Charash
(1974, p.29, eq.(6)) as a measure of the severity of the
fading channel by itself. It is suggested (Simon and
Alouini (2000), Chap.2, Sec.2.2)) that the AF measure is
often appropriate in the more general content of describing
the behavior of systems with arbitrary combining techniques
and channel statistics and thus can be used as an alternative

performance criterion whenever convenient. If Y ¢ denote

the total instantaneous SNR at combiner output, the AF is
defined by
Var{y,} Ely?1-(Ely,D?

_ (23)
(E[v,D? (Elv,D?

which can be expressed in terms of the MGF of 'yt by

d2M_ (s) dM_ (s)
- B O
ds? ds (24)
AF = s=0 =0
dMyt(s)
ds
s=0

Consider the case when R is Rayleigh distributed. Defining
Z = R%*and using (5), the pdf of Z is, for 0 <z < o

(VD) 1~ ( 7 j
7)= =——| veep|-——7:IF (V)dv,

P.(2 2z 26 Io P\ 200 v
(25)

with first and second moments given by

Z=2c2V? (26)

and

Z2=8c%V* (27)

Now, letting vy :(Z/Z)? and using (25) the amount of the

SIRP process in the no diversity case is given by
F_ Var{Z} _ Z?—(2)? _ 2v*4 L (@9
EzZn* @ (V)
As an example, consider again the case of the half-Cauchy-

like SIRP for which the pdf of V is given in (20). To
evaluate the AF for this process, first we compute

*© 1
v fy Voo () e

T 0
1

(V2)2 2 wow o 2
1 om ()]

0

Putting i = x, We get
2v?
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(30)
Using known result (Gradshteyn and Ryzhik (1994), eq.

(3.381.6)), we get
V“ 1 |w li 1/4 _u/2 W—5/4,—3/4 (U)
—>.2 = E — im u e >
(V%) 0 W, (W)

Other results on the average SNR at the output of a dual

diversity selection combiner and its outage probability can
also be evaluated in terms of the I-function.

@31

VI. REFERENCES

1) Aalo,V.A,, Zhang,J. (2000). Average Error prob. of
Optimum Combining with a Co-channel Interferer
in Nakagami Fading. Conf. Record IEEE Wireless
Commun. and Networking, Vol.1, 376-381.

2) Abdi, A., Barger, H.A., Kaveh, M. (2000). Signal
Modeling in Wireless Fading Channels using
Spherically-invariant random processes. Proc.
IEEE ICASSP, 2997-3000.

3) Abdi, A, Lau, W.C., Alouini, M. (2003). A New
Simple Model for Land Mobile Satellite Channels:
First and Second Order Statistics. IEEE Trans.
Wireless Communications, Vol.2, 519-528.

4) Alouini, M.S., Simon, M.K. (2001). Dual diversity
over lognormal fading channels. Proc. IEEE Inf.
Conf. Commun. (ICC’ 01), Helsinki, Finland.

5) Brehm, H., Stammler, W. (1987). Description and
Generation of Spherically invariant Speech-Model
Signals. Signal Processing, Vol.12, 119-141.

6) Charash, U. (1974). A study of multipath reception
with  unknown delays. Ph.D. dissertation,
University of California, Berkeley, CA.

7) Chaurasia, V. B. L., Kumar, D. (2010). Distribution
of the linear combination of stochastic variables
pertaining to special functions. International
Journal of Engineering Science and Technology,
2(4), 394-399.

8) Chaurasia, V. B. L., Singh, J. (2010). A generalized
probability distribution pertaining to product of
special functions with applications. Global Journal
of Science Frontier Research, 10(2), 13-20.

9) Conte, E., Longo, M. (1987). Characterization of
Radar Clutter as a Spherically invariant Random
Process. Proc. IEEE, Vol.134, 191-197.

10) Corazza, G.E., Vanelli-Coralli, A., Pedone, R.,
Neri, M. (2004). Mobile Satellite Channels:
Statistical Models and Performance Analysis in
Signal Processing for Mobile Communications.
Handbook. M. Ibnkahla, ed., CRC Press.



Global Journal of Science Frontier Research Vol.10 Issue 5(Ver 1.0),September 2010 Page |19

11) Dwass, M. (1970). Probability Theory and Workshop on Signal Proc. Advances in Wireless
Applications. Benjamin, 240-241. commun., Lisboa, Portugal.

12) Erdélyi, A. (1954). Tables of Integral Transforms.
McGraw-Hill, 303-388.

13) Fox, C. (1961). The G and H-Functions as
symmetrical Fourier Kkernels. Trans. American
Mathematical Society, VVol.98, 395-429.

14) Gradshteyn, 1.S., Ryzhik, .M. (1994). Table of
Integrals, Series and Products, 5th ed., San Diego,
CA: Academic Press.

15) Hall, H. (1966). A New Model for Impulsive
Phenomena-Application to Atmospheric Noise
Communication Channel. Standford Univ.Tech.
Rept. SEL-66-052.

16) Hashemi, H., (1993). The Indoor Radio
Propagation Channel. Proc. IEEE, Vol.81, 943-968.

17) Jakes, W.C. (1973). Jr. Microwave Mobile
Communications, J. Wiley.

18) Lee, W.C.Y. (1983). Mobile Communication
Engineering, Mc-Graw Hill.

19) Loo, C. (1985). A Statistical Model for a Land
Mobile Satellite Link. IEEE Tran. Vehicular
Technology, Vol.34, 122-127.

20) Nakagami, M. (1960). The m-distribution — A
General Formula of Intensity Distribution of Rapid
Fading, in W.G. Haffman, ed., Statistical Methods
in Radio Wave Propagation, Pergamon.

21) Parsons, J.D. (2000). The Mobile Radio
Propagation Channel, 2nd edition, J. Wiley.

22) Rice, S.0., 1968. Mathematical Analysis of a Sine
Wave Plus Random Noise. Bell System Technical
Journal, Vol.27, 109-157.

23) Saxena, V.P. (1982). A Formal Solution of Certain
New Pair of Dual Integral Equations Involving H-
functions. Proc. Nat. Acad. Sci. India, 52(A), 366-
375.

24) Simon, M.K., Alouini, M.S. (2000). Digital
Communications over Fading Channels: A Unified
Approach to Performance Analysis, New York,
NY: John Wiley & Sons, Inc.

25) Suzuki, H. (1973). A Statistical Model for Urban
Multipath Propagation. IEEE Trans.
Communications, VVol.25, 673-680.

26) Ward, K.D. (1981). Compound Representation of
High Resolution Sea Clutter. Electronics Letters,
Vol.17, 561-563.

27) Yao, K. (1973). A Representation Theorem and its
applications to Spherically-Invariant Random
Processes. IEEE Trans. Inform. Theory, Vol.19,
600-608.

28) Yao, K. (2003). Spherically-Invariant Random
Processes:  Theory and applications. In:
Communications, Information and Network
Security, ed. by Bhargava, V., Poor, H., Tarokh,
V., Yoon, S., Kluwer Press, 315-332.

29) Yao, K., Simon, M.K, Biglieri, E. (2004). A
Unified Theory on Wireless Communications
Fading Statistics based on SIRP, Fifth IEEE



Page |20Vol.10 Issue 5(Ver 1.0)September 2010 Global Journal of Science Frontier Research

Algorithm For Finding The Proper Continuous
Distribution Function To A Unimodal Empirical
Distribution Function

Zoltan Istvan Szabo

Abstract- We present an algorithm containing the first step
towards solving one of the Fundamental Problems of Non-
parametric  Mathematical Statistics: determining the
distribution of an unknown unimodal continuous population
from which we have a large random sample of discrete
observations. We will present the "algorithm of non-fitting"
with the help of which, by using the so-called relative
increment functions as auxiliary functions, one can eliminate a
large class of classical continuous unimodal distributions which
our population does not belong to. In the remaining class of
unimodal and smooth distributions one can approximate the
distribution of the population in question. The algorithm is
illustrated in three numerical examples.

Keywords- unimodal smooth distribution function,relative

increment function, large sample, curve fitting.

l. INTRODUCTION

By using only the information obtained from a large
random sample of an unknown unimodal continuous
population, we can, in some cases, determine the
distribution of this population.

Assume UCP denotes an unknown Unimodal Continuous
Population with the unknown probability density function
f whose open support is the open real interval
I 0(r,s)c(—o0,+) . Assume that f €C*(r,s).

Suppose that, from UCP, we have a large random sample of
size¢. N spanning the closed real interval J
(cclosure (1)) . Assume we have no other information on
our particular UCP. We form an equidistant partition of the
sample interval J into n subintervals |, =[X, ,,X,)

of equal length X, —X, ; =a(>0),for kK =1,2,...,n.
The frequency distribution of the sample will be VvV ,
k=12,..,n (v, is the number of sample values

belonging to the interval |, forall K ).Assumev,, >1.

\Y
One can form both the relative frequencies I, (= N—k) and

the cumulative relative frequencies y (= Z r) which
j<k

About-Zoltan Istvan Szabo
Institute of Informatics,
Debrecen University, Debrecen, Hungary

GJSFR Classification — F (FOR)
010106,010406,010404

whose

induce the empirical cumulative distribution Femp

points of discontinuity are at equidistant places X, , and

for k=01..n .In

( for

we have F, (X)) =Y,
Femp(xk)zyk <1
k=012,..,n-1)sincev, >1.

Our aim is to determine the unimodal and infinitely smooth
(in 1) distribution of our continuous population.

By an infinitely smooth function, we mean a real function
which is infinitely many times differentiable in its open

N (I’,S)g(—oo,—koo).

addition, we have

support I

By a unimodal distribution function, we mean a
distribution function whose probability density function is
unimodal.

1. ALGORITHM

Step 1-.[containing "the method of non-fitting" which will
allow us to eliminate a relatively large class of unimodal and
infinitely smooth distributions which our continuous
population does not belong to.]

We consider an arbitrarily chosen “classical” distribution

X
function F(X)= I f (t)dt from the class of Unimodal
and infinitely Smooth Distribution Functions (USDF) with
at most one point of inflectionand F(X) <1 for X el
We assign our auxiliary functions, the so-called Relative
Increment Functions (RIF) to both Femp and F ,and then

we compare the monotonic properties of the RIFs. If they do
not match, then we drop F , otherwise we keep it (and put
itin S).

More precisely, we form the empirical relative
Increment Function-

— y k+1 y Kk
hemp (X)) = W
and then we check the monotonic behavior of hemp .

for k=012,...,n-1,

We keep (and put it in S ) the continuous cumulative
distribution function F whose relative increment function
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F(x +a)—F(x)

(abbreviated as RIF) h.(x) = (for
a 1-F(x)

a = X,,; — X, >0) has the same monotonic behavior as

hemp

(like, e.g., both relative increment functions

Ry and N increase,

or both decrease,
or both have a [ -shape: first increase and then decrease,

or both have a U -shape: first decrease and then increase,
etc.),
otherwise we drop F .

This way we can eliminate a large part of all known types
of unimodal and infinitely smooth classical distribution
functions, and we will keep and use a relatively small part
S of the USDF functions.

Step 2- We will work with the remaining family S of
unimodal and smooth cumulative distribution functions and,
by using e.g. the Least Square’s Method, we select the
unimodal and infinitely smooth distribution function

F (€ S) providing the best fit to the cumulative relative

n
frequencies Y, : Y [F (X, )Y, ]2 — min!

k=1
[or, if F does not have an explicit form, then we choose
F whose density function f provides the best fit to the

n
relative frequencies I, :Z[f (X, )—r ]2 — minl].

k=1
If there are more best-fit candidates for F , then Chi-Squer
Test (or Kolmogorov's Test) applies for testing goodness of

fit ; furthermore, we will compare hemp and h; , and

choose the "best F " in the sense of

min [ (6,)~ N (0]

Remark 1- Our method is completely different from Density
Estimation Methods like Average Shifted Histograms,
Smoothing Splines etc.(Venables and Ripley
1994), because the result of our algorithm is an infinitely
smooth (in the support 1) distribution function with at most
one point of inflection, one of the "classical" continuous
distribution functions mentioned by Feller (1971), Johnson
and Kotz (1970), Stuart and Ord (1987).

Remark 2-Dental researchers have discovered the
importance of relative increment of decay or RID Index long
time ago. RID Index was first defined by Porter and
Dudman (1960), and then used intensively by the author of
this paper and co-authors (Sobkowiak, Szabo, Radtke and
Adler 1973; Adler and Szabo 1974a,b, 1975, 1976, 1979a,b,
1984; Szabo 1974, 1976, 1989, 1994, 1996, 1999, 2004,
2006; Szondy and Szabo 1976).

Remark 3-. The hazard rate of a continuous distribution
function F , being defined to be
f lim  h_(x)

1-F a—=0 a (Barlow and Proschan 1967) ,
is closely related to the RIF of F . Clear that the hazard

rate and the relative increment function of F  have the
same monotonic behavior.

Remark 4.-This algorithm has a disadvantage. It can handle
only samples whose empirical RIF has a relatively simple
shape that is either increasing, or decreasing, or it has only
two monotonic phases

[increases first and, having culminated, it decreases; or
decreases first and, having reached its minimum, it
increases].

The main research problem was to find sufficient conditions
with the help of which one can easily check the monotonic

behavior of the relative increment function hF of a
distribution function F [without using the inconvenient

1-F (=j f (t)dt) h
term x appearing in *'F]. These
sufficient conditions have been worked out by Adler and
Szabo (1974a), and Szabo (1976, 1989, 1994, 1996, 1999,
2006). These conditions contain relatively simple

h

assumptions under which the RIF "~ 'F of the unimodal and

infinitely smooth distribution function F increases or
decreases, or has two monotonic phases. These assumptions

deal with the simple expression LIVAR

These results have been applied to logistic, extreme value, z-
, Pareto of the third kind, Weibull, trigonometric, normal,
gamma, beta of the first kind, Pareto of the second kind, chi-
square and many other distributions [See the Propositions
below.]

Monotonic behavior of the relative increment functions of
some unimodal and infinitely smooth distribution functions
from Feller, W. (1971), Gradshteyn and Ryzhik (1980),
Johnson and Kotz (1970), Stuart and Ord (1987) have been
checked, and some of the results in Szabo (1976, 1996,
1999, 2006) are summed up as follows.

Examples of Unimodal and infinitely Smooth Distribution
Functions (USDF), and monotonic properties of the
corresponding Relative Increment Functions (RIF) are given
in the following five Propositions.

Prop.1. The following USDFs have increasing RIFs

LF(x)=1-x% 1=(-10);
2. F(x)=1—(=x)*,k >1Linteger, 1 =(=1,0);
3. F(x)=sinx; 1 =(0,7/2);

4. F(x)=1+tanx, | =(-x/4,0) ;

5. F(x)=1+sh(x), 1 =(In(~2 -1),0) ;

6. F(x)=2-ch(x); 1 =(n(2-3"2),0);
7

. F(X)=Inx, 1=@Qe);
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8. Uniform distribution;
9. Any convex (below) USDF.

10. F(x) = (L—exp(-Ax))*, 1 >0,k >1,
I =(0,).

11. F(X) =1-exp(-1-e*),A >0, | =(—o0,).

12. F(X)=(1+e )™,k >0, | =(—o0,).

13. F(x)=27% - (1+th(x))*,k >0, | = (—o0,0).
14. Logistic Distribution F(X)=(1+e *)™*,A1>0,
I = (—o0,0).

15. Fisher’s z-distribution

F(x)=C- jem (L+k-e?)“dt,

n n+n'
k=_| o =
n 2

0<)C =2-k"? -F<a>-[F[2]-F[%'ﬂ_

and N,nN" are positive integers, | = (—o0,0).

(>0) ,

16. Weibull distribution when
a>1LF(x)=1-expl-1-x“)}A>0, 1=(0,0).
17.Extreme value distribution

F(x)= Jx'exp(—t—e‘t)dt, | = (—o0,0).

18.
F(x)=1-2[c-(1+e*)*-c+2] ,c>0,k=12;
| = (—o0, ).

19. Normal distribution

F(x)=K- Iexp(-llz.cf2 (t-mf)dt,K =0 (22)"%,6> 0,1 = (~o0,0).

20. h (Special) Gamma distribution
F(x)=K Tt“ exp(-At)dt, K = A /T(a), 4> 0,a > 1,1 = (0,0).
21 Be'fa distribution ~ of  the  first  kind

F(x)=C jt 1-tYdt,.C =T(a+ B+ 2)/[M(a+1)- T(B+1))er, f> 11 = (0).

22.
F(x)=C- j(l—tzlsz)“dt,c =[s-B(/2,n+1)]*s>0,

nisapositive integer, ! =(-5:9)

Prop.2. - The following USDFs have DECREASING
RIFs:

23. F(X)=1-Xx"*,1>0,1 =(L00) ;

24. F(x)=1-(Inx)*,A2>0,1 =(e,) ;

25. F(x)=1—(InInx)™,1>0,1 =(e°,0) ;

26. Weibull distributionwhen 0 <o <1,
F(x)=1-exp(-1-x*),A>0, | =(0,) ;

27.
F(x) =1-a-exp(-bx) —c-exp(-dx),a,b,c,d >0,a+c =1,
I =(0,0) ;
28.
N N
F(x)=1-2a; -exp(-b;x), a;,b; >0, > a; =1,
1 =
I =(0,0);

29. Pareto distribution of the third kind
F(x)=1-k-exp(-bx)-x?,a,b,k >0,

I =(k,©) ;

30. Chi-Square distribution

F(x)=K-[t"*"exp(-t/2)dt,K =272 /T(n/2),
0

nisapositive integer, | =(0,0) ;
31. Pareto distribution of the second kind

F(X)=1-x",k>0,1 =(1o).
32. (Special) Gamma distribution

F(x)=K ~Jt“’1 -exp(—At)dt, K = 2% /T(a), 2> 0,a <1,1 = (0,00).
0

Prop.3. - The Exponential Distribution Function
F(x)=1—-exp[-A(x—a)],4>0, 1=(a,) has a
CONSTANT
Relative Increment Function, and this property of
RIF is characteristic for the Exponential
Distribution.

Prop.4- The following USDFs have RIFs that INCREASE
first and, having culminated, they DECREASE:

34.  Cauchy distribution F(X):%+l-a rc &g
p/a

| =(—o0,00) .
35. Inverse Gaussian distribution

-1/2

F(x) = f(znﬁ 1) -exp(=4-(t—-m) /(2m? -t)dt, ,m > 0,1 = (0,).

36. Lognormal distribution

FO0=K- [exp(-L12-0-(ntf)/tdt K = 0™ (20 K =fo-\2r |0 > 0,1 = 00,
0

Prop.5.- The following USDFs have RIFs that

DECREASE first and, having reached their minima, they

INCREASE:

2 .
37 F(x)_1+;.arcsmx, |:(_1'0);
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a3, F()=vx, 1 =(0).

39, FO)=@-x*)"%, 1 =(-10)

Remark 4- By using the transformation
x'=Ax+B, (for  A>0) theinterval I canbe

transformed, but the monotonic behavior of RIF over the

transformed interval 1" will NOT change.

Numerical Example 1.

Time points X, Relative frequencies I,
1 0.7059
2 0.1612
3 0.0621
4 0.0324
5 0.0154
6 0.0092
7 0.0054
Table 1. Data
0.6
0.551 o
0.5
: &
T &
y o 0451
0.4 g o .
0.351
03 o J 3 4 s B 7
¥
Figure 1. Graph of the corresponding finite sequence of the  functions, the Weibull distribution function
empirical relative increments {(Xk ey (X ))} has a F(X)=1-exp[-1.2141(x +0.0771)***'] provided

decreasing shape.

7
the best least squares fit Z[F COER'S ]2 ~ 0.00037 .

This monotonic behavior of the RIF hF can be found only k=1
for USDFs No. 23-32 in Proposition 2. Among these
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0.954
0.5+
.85
DE:

0.751

2 3

—_

4 5 =
X

=]

Figure 2. The graphsof F and {(X,,Y,)}.

Numerical Example 2. (From Dental Science).

Age Cumulative caries
X, prevalence value
Y«

7 0.050
12 0.116
17 0.195
22 0.282
27 0.372
32 0.460
37 0.543
42 0.618
47 0.684
52 0.732
57 0.761
62 0.781

S Xy
Table 2. Longitudinal data { Y } collected by
Prof.P.Adler, Late Director of Dental Clinics of Debrecen
University, Debrecen, Hungary (European Union).

0.255

0.2+
0.151 ¢ #
0.1

0.057

Figure 3. Graph of the corresponding empirical relative

Xk'hemp(xk))}

increment sequence {( .

According to this graph, and the overall clinical experience
in Dental Science (Porter and Dudman 1960; Sobkowiak,
Szabo, Radtke and Adler 1973; Adler and Szabo 1974a,b,
1975, 1976, 1979a,b, 1984), the relative increments of decay
[i.e. the RIF of cumulative caries prevalence curve]
increases up to a certain age, and decreases thereafter. This

monotonic behavior of the RIF hF can be found only for
USDFs No. 34-36 in Proposition 4. Among these three
functions, the truncated Cauchy distribution function

F (x) = max{L+1.48939 (—0.5+1arctan (0.042887x —0.84988)),0}
T

provided the best

12

S [F(x) -y ] ~0.0053478

k=1

least

squares fit

08
05
0.4

0.2

Figure 4. The graphs of F and {(X,., ¥, )}

Our method can be used for modeling bounded growth
processes as well:

Assume we have the following information on a bounded
growth process

C ={(x.,g.) for

k=12,.,n} :
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1.A finite and increasing sequence of values of observations

Yx (>0) measured at some equidistant points Xk [
Xia = %, =a(>0), for all K ]
measurements are free from error.

Suppose our

B(>0)

A reasonable a'priori strict upper bound given for

the process C  beforehand: 9. <B for all values of

k

( B is greater than any possible value of 9 ),
and no other information is given on C .

We want to model the growth process C by using a
properly chosen, bounded, strictly increasing and infinitely

smooth real function G whose values lie between 0 and B
L 0<G()<B (1 a1 x) , G-%)=0

G(oo): B . We use strict mathematical principles, some
auxiliary functions and the above mentioned information

and

only ,and no specific information on the growth process C
will be used.
Our modeling procedure is as follows.

First, we consider our transformed (normed) data
*]

Yo = — (I
B to be the values of an empirical

cumulative distribution function Fem
Xk

Femp (Xi) = Vi for k=01..,n

Then we use our method described above and obtain the

usbr F .Eventually, the increasing function
G(x)=B-F(x)

at the points

will serve as a good smooth model

for the growth process C in question (Szabo 2004)

Let me illustrate this method by showing

Numerical Example 3:

Modeling and forecasting the average temperature of
changing climate.

Xy Y
1926-35 1 13.470
1936-45 2 14.290
1946-55 3 14.883
1956-65 4 15.310
1966-75 5 15.624
1976-85 6 15.927
1986-95 7 16.273
1996-2005 8 16.758
Table 3. For the growth process of average

temperatures at a given geographic place of the Earth,
the data of ten-year average temperatures (in Celcius) in
the past 80 years.

0.24
0.154
0164
0.144
0124

v 017 #
0.05 ¢
0.0E 1
0.04
0.02 4

o2 4 s 8
ES
Figure 5. Graph of the corresponding finite sequence of

the empirical relative increments {(X o Nemp (X ))} :

According to this graph, the empirical relative increments
decrease up to a certain time, and increase thereafter. This
monotonic behavior of the RIF h. can be found only for

USDFs No. 37-39 in Proposition 5. Among these three types
of functions, the transformed function

G(x)=B-F(x)=B-1-[a(x —b)P for

X e (b —i,bj ~(-8.226,23.621) ,

G(x)=0for x <b—L~_g226, andG(x)=B
a

for X >b ~23.621

provided the best least squares fit

12

> [G(x, )y, ] ~0.13187935

k=1 with
a=0.0314,b =23.621,B =19.295

127 2 1 B 8 10
X

Figure 6. The graphs of G and the data Xy, )}

According to the value of the limit at infinity
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ImMG(x)=B =19.295 , the expected average

X —00

temperature after a long period of time can be predicted to

be 19.295°C provided the climatic conditions at that very
place will not change dramatically and significantly.
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Some Geometric And Physical Properties Of
Generalized Peres Space-Time

'S R Bhoyar ?G.U.Khapekar *D.D.Pawar And A.G.Deshmukh

Abstract-In this paper we have investigated some geometric and
physical properties of generalized Peres space-time P* in the
sense of Takeno (1961) and made some discussions.

Keywords - General relativity,plane fronted waves, Ricci tensor,
curvature tensor, electromagnetic energy momentum tensor,
co-ordinate condition,phase velocity, energy momentum
pseudo tensors,parallel vector field vi etc.

l. INTRODUCTION

he pioneer work of Einstein (1916, 18) and Rosen

(1937) forms the corner stone of the investigations of
plane gravitational waves in general relativity.Plane and
plane fronted gravitational waves in general relativity have
been studied by number of authors, Peres (1959), Takeno H
(1961), Zakhanov (1973) etc.According to Takeno[4], a
plane wave ij g is a non flat solution of R;;=0 and in some
co-ordinate system all its components are functions of A
single variable Z = Z(x") . In formulating this definition he
assumed a cartesian like co-ordinate system and obtained a

plane wave metric for both Z =( z —t) and Z =(t

z) type plane gravitational waves in 4 V represented by
ds’ =— Adx* — 2Ddxdy — Bdy’ — (C — E)dz> — 2Edzdt + (C

+E)dt:, and )
ds: = — Adx: — 2Ddxdy —Bdy: —Z 2 (C —E)dz: — 2ZEdzdt
+(C +B)dt 2
()

Where A,B,C, D and E are functions of Z.

A.Peres [2] has found an exact plane-wave like solutions of
field equations by considering the line element of the space-
time P,
ds2=-dx2-dy2-dz2+dt2-2f(x,y,Z) (dz-dt)2, (3)
where f=f (x,y,Z) satisfying 0/ + 0.,/ =0. (2
He also showed that the curvature tensor of the space-time
belongs to thesecond class of petrov’s classifications
.Furthermore Takeno[5] call the space-time P defined in
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(1.3) in which f =f ( X, Y, Z ) is an arbitrary function of
its arguments and accordingly does not satisfy (1.4) in
general, a space-time P and the coordinate system in which
the metric takes the form (1.3), the (0)-system alongwith he
investigated physical, geometrical and differential properties
of space time (1.1), (1.2) and (1.3) respectively with respect
to, phase velocity,the coordinate condition, the energy
momentum pseudo tensor, parallel null vector field vi ,
canonical form of curvature tensor, etc.

Takeno [3] considered the generalized Peres space-time
represented by the metric

ds? = - Adx? - Bdy? - (1- E)dz® - ?Edzdt + (1+ E)dt 2 (5)
and we denote it by P" space-time,

where A=A( x, ), B=B('y, z) and E=E( x, y,

z ); Z =Z —t,and satisfies Einsteins field equations for
empty region. Eisa function of X, y and Z satisfying,

€ = 0 where e = %+ %
‘ (6)
- - B*-BE.
azlA_E“_lA AE, ﬁ:lB-E‘-lé
2 2 4 T2 »o2 B

The space-time P* have been studied by number of authors,
Pandey [8] ,Lal and Pandey [7], Patel and Vaidya [6] etc.
and obtained the plane wave solutions of the field equations.
Lal and Pradhan [9] obtained the plane wave- like solution
of weakend field equations. Recently Khapekar and
Deshmukh [11] obtained the generalized Peres plane wave-
like solution of Einstein Maxwell field equation in
thepresence of null fluid and null currents for space- time
(1.5).Summarizing above investigations, in this paper we
have obtained and discussed some geometric and physical
properties of space- time P* in the sense of Takeno (1961).

1. THE CURVATURE TENSOR AND RICCI TENSOR

We confine to the space-time (1.5) for which it follows that

- A 0 0 0
0O -RB 0 0
(g, )=
0 0 -(0-E) -E
0 0 - F 1+ E
1)
and
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Y40 0 0

A0 -yB o 0
FHE

0 0 -(+E) -E

0 0 -E 1-E

)
The non-vanishing components of christoffel symbol,
curvature tensor ijkl R and Ricci Tensor ij R are respectively,

o 2 (25
a5 a2 232 5
(a2l

a a E |a a a E
{ ]:_‘ }:— { ]:-{ }:[ }z—_whereaSAj
23 24 2 7|33 34 44 2

@)
Here bar (- ) over a letter denotes the derivative with respect
to Z.The non-vanishing components of the curvature tensor
R ijkl and Ricci tensor R ij are

Rz =-Rsu=Ry.=0,
1
Riy=-Ripy=-Rip= Ry = EE;gw
4)
R2333 = - R2324 = R2424 = ﬁ -
R33 = - R34 = R44 =€ 5)
From (2.1) and (2.5)
R=g'R = 0.

Hence from (2.3) we have,
Theorem - A condition that a space-time (1.5) be the
Minkoswkian is

@ =f=FE_ =0,
_ - ®)
in the (0)- system

Il. EXACT SOLUTION OF FIELD EQUATIONS IN THE CASE
WHEN AN ELECTROMAGNETIC FIELD IS PRESENT

We shall consider the following field equations for a system
in which an electromagnetic field j F co-exists with
gravitational field.

R,=-81 E, (i,j.k=1..4).

@
F..+F__+ F__ =0
gk Lo ki j >
)
F1=0.
@)
Where E jj is the electromagnetic energy tensor. We consider
in (1.5)

a transverse electromagnetic field whose components in the
(0)-system are,

Fo=F,=0, -F,=F,=-p F,=F,=0, (4)
where r and s are functions of x, y and Z .
The non-vanishing components of E j are,
i 2 p 2
Ey=-Ey=Ey=—t—,
4 B (5)
and the field equations (8.3.1) becomes,
2 2
e=-8r {U + P ] .
A B
_ _ (6)
The generalized Maxwell equations (3.2) and (3.3) are
equivalent to the following Cauchy-Riemann type
equations:
d,p=-9d,0 , d,p=d,0. 0

Hence we have

Theorem : A necessary and sufficient conditions that ij g
given by (2.1) and ij F given by (3.4) where E, r, s are
functions of x, y and Z satisfy the field equations (3.1), (3.2)
and (3.3) is that E, r, s satisfy (3.6) and (3.7).

V- SOME PROPERTIES OF P* AND F !

Some tensor properties of P* and F ij can be obtained as
direct consequences of formulas in section 82, which we
shall enumerate in terms of simple theorems
Theorem 1-g " given by (1.5) cannot satisfy the co-ordinate
condition
]

ﬁ(\;,
Theorem 2 -The phase velocity of the waves is not the
fundamental velocity general in the sense that the equiphase
hypersurface E = constant are not null in general. The
velocity is the fundamental only when the (1.5) is
Minkowskian.
Proof -We can consider that ij g given by (1.5) is of the form

gg’)= O.

g9 (E) ij ij =, where the phase function E is theE = E( X,

y, Z ) i.e the phase velocity propogating in the negative

direction of z-axis.
Consider the relation

¢'(0.E)[ E)=o.

23, E)0,E)+ 200 ,E)3,E)+ g(0,E) + 2¢™(9,E)(3 ,E)+ g“(0 ,E) = 0,

-E’ E\Z -2 = -2 =2 =2
—-—-FE -EFF +2EE +E -EE =0.
A4 B
EZ BN
A B
L‘:: 0 or E-"_‘ =0-
A B

FE =0 or £,=0 | since A, B=#0,
0, E=0,E=0,

Hence E is independent of x and y or E = constant.

Hence the result.
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Theorem 3-The g j; of (1.5) is null in the sense of Ehlers and det (R, - Ag,)=0
Sachs, Proof -Consider, Y ! ’
ie R,RI=0.
Proof- hd 0 0 0
kil
Ry R =R \R+ R R+ R.R>+ R,R 0 iB 0 0 i}

0
0 0 e+i(1-E) -c+lE :
0 0 -¢+iE e-A(+E)

4 —_
= (Rl313 t Rl4]3 + R2313 + R2413) (g11g33R1313 + gllgBRMB ;{ h 0

11 _33 11 33 11 _34 1134
tg g Rt & & Rt & & Rt € 8 Ris Theorem 5:-Four eigen values of Fij are all zero.

T g“g“Rm) Proof -Consider detlF, - g, )= 0

rd 0 -0 q
+ (R1314 + R1414 + R2314 + R2414) (g11g43R1313 + g11g4}R14]3
0 1B p -p

i g“g“stu * g11g43R2413 * g“gMR1314+ gng‘HRmm = 0’
¢ 88" Ryt 88" Rua) o -p HA-B) LE
-0 P AE -A(+ E)
2 B 2 33
+ (Rlaza t Ryt Rops + R2423] (g & Rt ¢ R

2,3p 2,3p 2 33 14: 0.
t8 8 Gt 88 Nt 8 § R13z4
2 2 i
+ gz_gﬁle t g_zgﬁRzm t gzzg33R2424) R"JRJ =0
Theorem 6-
q Proof-
+ (R1324 + R1424 u R2324 + R2424) (gzzg“RlSB t g~2g43R1423 RURJJ - gjrg}:Rinrs

+ 878 Rt g7 R+ g7 R,
£ 228 Rt €78 " Ryt 272" Rops)

= gﬁ‘gisR R + g]rgkRZ;Rrs + gﬂ‘glsRers + g]rg]sR{;Rrs

15 rs

= gjr(RU + RZ} + RB] + R4j)Rrsg]S

=la-a +1Ew—le (k)4 ]-a+a g _+1Ew (x,)
27 2 27w 20
+ [;Exy— 115'_,9,-|- ﬂ - ﬂ ](K3)+ [— %Exy-l- %Exy—ﬂ + ﬁ ](I(4) = {glr(Rn'I' Rz]+ Ral+ R41)+ gz:‘(R12+ Rzz+ R32+ R4z)
+ g”(Ru t Ryt Ryt R43)+ g4r(R14 Ryt Rt RM)]R:‘sgk

= [ From(2.5)].
Where

=(R,+R,)[g"+ g"|R.&"
-0,
F*E, =0

[using(2.5)].

i

g Rt €' Rt € Ryt €18 Rt 88 Res
3 P 1 Theorem 7-
188 R1414+ g8 RzmJr g8 R2414)’ Proof-
F;ijkaf = ‘F;j{F-ﬂPVH t FjZFZ.' t FjsFB.’ + Fj4F4F}
0,278 Rt 88 Ryt 878 Ryt 878 Ry 82 Ry,

* g“g‘MRMl‘t+ g“gMRﬂM t gllgMRMM] ? (‘F;J’-Fjl) ¥ FZI(F;J-FJZ) * F3[ (F;.}’FJE) t F4"('F;J'Fj4]

F,
F\FF" + F,F")+ F,|F,F”+ F,F”)

Ky= (gzzguR]m t g22g33R1423+ gzzg33R2323+ gzngRma + gﬂgﬁle 1 F31(F'1F13 + F_2F23)+ EH(F'lFM + F2F24
4 2 BRqu b2] zsR + 2 33R7 , ! ! ! !
g g 1424 g g 2324 g g u424) - 1-,#—;1(1-[;;3 + F;4)F41 + }‘—,21():5;-3 + F;_4)F23
£i= 878 Rt 878 R + 878 R+ 878 Ry + 878 Res +(Fy+ Fy)(FF2+ E,F™)
N 4 2 4 n 4 ) )
tgg R1424+ g8 R2324+ £ & R24z4)' =0, where (F” = F”’E_B = -}7;4), [using(3.4)].

Theorem 4-Four eigen values of Ricci tensor are all zero.
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Ho_
Theorem 8- Ry ™ =0,
Proof-
RWF” = RU”F” + RWF” + RUSIF“ + RWF‘”
= R,j“F“ + RWF“ + R,JUF13 + R, WYt Ry,lF21
+ R, F?+ R, F?+ R, F*+ R F"'+ R F*
+ R,ﬂgF33 + RU34F34 + R‘WF“1 + RMZF42 + RWF‘B
+ R FY
= 2[R,,F"+ R, ,F"*+ R, F”+ R, F*|
= 2[(Rfj13 + Rym)ljl4 + (Rij23 + Rq24)F24]
= 0. [using(2.4)]
R"=0
Theorem9- 7
Proof-
i "o R
RR =g"g"RR,

= g"(g”Rr} + gMRﬂt)Rij
= R[g7g"R,+ g”g"R,+ g"g"R,,+ g"g"R,]
—c R;—;(gn _ gM)(gjz _ 8}4)

=€ }%(gu - gm)lRB(gﬂ - 34)"' K4(g43 - g“ﬂ

=-elg”- g")[R,+ R,
=0, (O R,+R,=0), [using2.5)].
Theorem 10-The curvature tensor satisfies the identity
RikaRjk =0,
Proof-
Rykle = z;;ugﬁghRm

= R,lg”g"R,+ g”g R+ g"g R+ g"g"R.]
Ru}Je ( 3 gﬂ)(gi«z _ g“)
B [( 33 34) ( 3 ) ( 34)( 43 44)
=e(lg” - g7 Ry gt lg”-g"g” - g% R
+ (g43_g_44)(g;3_g34) z34)'+ g“ 44)(343_ gM)Rmrl
=€ [Rf331 t Ryt Ryt Rf44i]
=0, [using(2.4)and (2.5)].
Theorem 11- The ij F is null in the sense of Synge,
ie F,F'=0.
Proof-
EF'=F FY+F F’+F F’+F F"
= AF,F*+ FF*+ F,F” + F,F*|
= 2’E3F13 - EsFu + FZBFZE - FZBFBI

=0, where (F;3 =-F, F"-= FMJ , [using(3.4)].

*

Theorem 12- 7

i

=0, where F U is the dual of F".

Proof -We have,

Where i is a tensor whose components changes the sign
under interchange of any pair of indices and the components
are zero in which pair of indices are identical. The only non-
vanishing components are those for which all four indices
are different.

E;Fﬁ = %7? gkka{Fﬁ

= FR[ PP 40 o F 4 F 4, F]
= F13 [T’ 1313F113 + n 1413F14 + Tll 2313F23 + H 2413F24

14 13 14 23 24
+ F [ 1314F + T'I 1414F + n 2}14F + r'I2414F }

t FZB[T'I 1323F'13 t n ]423F14 u n 2323F23 t n2423F24]

24 13 14 23 24
+ F [ 1324F + Tll ]424F t 7] 2324F t Tll 2,424F ?

=F13F14[ﬂ s T ”1314‘ t FZSFHIH s T 2313] t F24F13[ﬂ 1 T 772413]
t FMFB’” st 2314} + FMFM’” s T 2414} + FBFM[U TR 2423} s
=F13F14[i] e 1413] t FZ!FB[” 1323~ nmJ + FMFU’” 1324 =1 1324'

t FMFB’” 1423 ~ '11423] t F24FM[U s =l 1424] + FBFM’U 24~ 2314].~

=0, where (F'3 F'4) [using(3.4)].

V. ENERGY- MOMENTUM PSEUDO-TENSORS IN P*

With a view to some physical applications, in this section
we shall first gives energy-momentum peudo-tensors of
Einstein and of Landau-Lifshitz

Theorem-In P* , both the peudo-tensors of Einstein j i t and
that of Landau-Lifshitz t*ij does not vanish in general in an
O - system.

Proof-PSEUDO-TENSOR OF EINSTEIN

The formula which gives the energy-momentum pseudo-
tensor introduced by Einstein as

t6r et = | 7 (e, - gy el
mn

W[k - h
j mn “u‘_ _ mn ‘!_7
+5,Hmanh]g v-8-¢ {] ](\, g),,,}

mn
. . @
If we substitute (2.2) & (2.3) into (5.1), we can easily obtain
components of energy-momentum tensor

/=0,

e,

3 4

0=t =-17=-1=y, other

AB
16n m

It means some components of Einstein pseudo-tensor
survives , not vanish in general.

where ¥ = and m= AB.
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PSEUDO-TENSOR OF LANDAU AND LIFSHITZ
To calculate components of t¥ , we use following formula
proposed by Landau and Lifshitz

16 17 = (g"g" - g'g “)H :;H;:J - {;Hfi} ) liZHm
5| ol ol )~ o~
e m“kh”mn] ' {[nm}[{ ;} {nhHAvJ {k;H:hH

el
g8 [ hm| | kn hk| | mn
)

Using (2.2) , (2.3 ) and (5.2) we obtained non-vanishing £
are

== P =M s * other 17 =0,
AB + ™

where . [( 2’”” >

r =-
m
m= AB,
and m= AB+ BA.
Again y " is not zero in general.

VI. CONCLUSIONS

We have investigated some geometrical and physical
properties for Generalized Peres space-time P* in the sense
of Takeno (1961). We made foIIowmg discussions:

i.  If we assume that g’ and F " satisfy (3.1), from
theorem 2 we conclude that when the phase
velocity is  fundamental, p* becomes
Minkowskian,i.e the gravitational wave is apparent
and the electromagnetic field F* must vanish.

ii. The result that both energy momentum pseudo

5)
6)

7)
8)
9)

10)

11)

tensors(5.1)and (5.2) survives in P* and carries
some energy or momentum in the direction of wave
propogation which is striking contrast to the
corresponding one for P where both tensor
vanishes identically and does not carry energy or
momentum in the direction of wave propogation
but it is analogous to corresponding one for H
given by Takeno(1961).
When A = B =1 and E = 2f and when A=A(2Z),
B=B(Z) and E = E(xy,zt) then the results for
space-time P and space-time P1 consider by Lal
and Pandey ( 1975) are the special cases of our
investigation.
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summability by a sequence of Orlicz functions and examine its
relationship with A-statistical convergence.
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l. INTRODUCTION

An Orlicz function is a function , which is continuous, non-
decreasing and convex with M(0) = 0,M(x) > 0 for x > 0
and M(x) — o as x — o . If convexity of M is replaced by
subadditivity, then this function is called a modulus function
see Maddox [11].

Lindendstrauss and Tzafriri [9] used the idea of Orlicz
function to define the following sequence space. Let s be the
space of all real or complex sequences x = (X) ,

oo

ZU(' i )(_’x:for some p > 0}
o

k=1

s :{;l‘ = s

which is called an Orlicz sequence space. ¢M is a Banach
space with the norm

[lz|| = Inf{p = 0: Z."J (M) =1}
k=1 P

Also, it was shown [9] that every space 0wu contains a

subspace isomorphic to 2p (p = 1).The spaces of strongly
summable sequences were discussed by Maddox [10].
Parashar and Choudhary [12] defined these spaces by using
the idea of Orlicz function as follows:

Let p = (px) be a sequence of positive real humbers and s
be the space of all real sequences. Then

. 1, z [\
Ma(M.p)={zes: =Y (M|[—| =0 a n—, fors > 0},
oMp)={zcs n,;( ( , ) as n — 00, for some p > 0}

W(M.p)={xcs:a—LecWy(Mp). { >0},

- 1 ‘L[‘
We(M.p)={z€s:sup= M < 00, for s = 0%
(M.p)={ 17111) IZ{ ( 0 ) 00, for some p > 0}

k=1
If M(x) = X, then the above spaces are deduced to [C, 1, p]O,
[C, 1, p] and [C, 1, p]oo respectively. For pk = p > 0 for
each k, we denote these sequence spaces by Wp 0 (M),
Wp(M) ,and Wpoo (M) respectively.

About-Vakeel A. Khan,
Dept. of Mathematics, A.M.U., Aligarh-202002 (INDIA)
e-mail: vakhan@math.com

GJSFR Classification — F (FOR)
010106,010401,010406

Let X be a Banach space and s(X) denote the space of all
sequences X = () in X. A scalar matrix A = (ank)con,k is
called regular on s(X) if A maps c(X) into c(X) and limn
An(x) = limk xk in X. It is known that a matrix A is regular
on s(X) if and only if it is regular on s. The necessary and
sufficient conditions for A to be regular [5] on s are

(i) sup, 3 |ans| < 50, (i1) Tmyan, =0

T "™ "lim, ank = 0 for each k,
(#12) lim, > ang = 1. .
and G These are well-known Silverman-

Toeplitz conditions see [5]. A matrix A is said to be
uniformly regular if it is regular, a, = 0 and

lim > |apx| =0 unlfonul\ onn <l
n
Ezn

An Orlicz function M is said to satisfy 42 - condition for all
values u, if there exists a constant K > 0, such that

M(2uw) < KM(w)., (w=0)

We define the following Definition. An Orlicz function M is
said to satisfy A 4 - condition for all values u if there exists
a constant K > 0 such that

M) < KAM(u) forall w>0and A > 1.

We define the following sequence spaces Let A = (ank)oo
n,k be a non-negative regular matrix and m = (MK) a
sequence of Orlicz functions such that each Mk satisfies A
A — condition. Then for p >0

Wy(m.AX) = {r £3(X): limZamﬁ (U; (‘II“)) =0, for some p > {]} .
n P P

WP(m, A X)={w € s(X): there exists g € X, (} — 29) € ﬂgj('m.nl. X)}.

For = € WP(m, A, X), we write 2, — 2z (IW?(m, 4, X)).
If M (x) = x for each k, then these spaces are reduced to

WZ(A, X) and TWP(A, X) .
respectively, where

WP(A,X) =<z ¢€s(X): there exists 29 € X such that hmz ||z — 2o —0}
k
If (M) is replaced by (fx) a sequence of modulus functions ,
then the above spaces are reduced to the spaces defined by
Kolk [7].
Il. INCLUSION RELATIONS

In this section, we prove the following results.
Theorem 2.1.-
WE(AX) c W (m. A X)

if and only if

lim sup My (¢t) =0 (¢ =>0).
t—=0+

1)
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Proof_Let H-DFL’:L.Y) C “gj(?n.:'l.X) .
If we take A =1 (unit matrix), then this inclusion is reduced
to

co(X) Ceo(m, X)

where

c(m, X) = {1 €s(X): limz (M'k (M)) = 0, for some p > 0}
n P
k

Suppose that (2.1.1) fails to hold. Then there exists a
number Qo > 0 and an index sequence (ki) such that

(i=1,2---)
)
for a positive sequence (tj) € c0. Define the sequence x =

(x) by
tiy, for k=Fk andforafixedye X with [y| =1
“"':{ 0, ifk#F.
Then x € c0(X) since ti € c0, and hence x € cO(m,X) . On
the other hand, by (2.1.2) and A A —condition we have
M, (M) — M, (t—) > K0, p51 (i=12-1)
\op \p) Kp
i.e., X /€ co(m,X) , a contradiction. Therefore (2.1.1) must
hold.
Conversely, suppose that (2.1.1) holds. Then for every @ >
0 there exists a number ¢ suchthatO< 6 <1and

ﬂff\". (ti) = €

a
(%3

My (t) < ] k=1,2--. fort=3§
) @)
(k) € WE(AX) let
For a sequence x =
so that limn T,, = 0. Now
. »
Zank |::|LI;; (M)] = 21 -+ ZQ
" ; @

where X1 is the sum over k such that EREEh and X2 is the
|

sum over k such that ~
(2.1.3), we have

“% Since A is regular and by

31 < €
®)
By (2.1.1), we have
up My (8) = H < OI‘M\1 >
skl My(d)=H < o & S 5>0 (6)

Since each My is non-decreasing and convex, we have by
(2.1.6) and A A —condition that for K > 0

i, (L2l ag (352 el
I P

< s L=l o, 5)
o

< s grlzel
]

T, < (K6~VH)'T,.

U]
Hence Ty — 0 as n — oo, Therefore x € W (m, A, X).
This completes the proof of the theorem.

Theorem 2.2.(a) {175 (m, 4, X) C W5 (4, X) and (M) is pointwise convergent fort > 0
(it i not necessary that every My satisfies the Ay condition ) then

inf My(t) >0, t>0,
(@)

(b) If

inf My(t) >0, ¢ 0, @
and every Mk satisfies the A A  condition then
WP (m, A.X) CWE(A X).
Proof-(a) Let W2 (m, A, X) € WF(A,X).
does not hold. Then

inf My(t) =0 (¢ >0)

Suppose that (2.2.1)

(b)

and thus we can choose an index sequence (ki) such that

1
My, (to) < " for certain #9 >0 (i=1,2,--) ©
C

Now, define a sequence x = (xk) by

toy, for h=Fh; where y€ X with |y|=1andty > (;
= .
710 otherwise,

llze]| = |zl = to.

and so by (2.2.2) and (2.2.3) we get

lim M, (M) =0
K p

and hence

. P
- [,.m. (M)} ~0
k p

Further by regularity of A, we have

. [EAE
11?1111 Z ank | Mg (T =0
k

e o =) €75 (m 4. X) gyt on the other hand

limZan;\- |zg || = th limZ ang = th,
" T

x P(A, X).
A Which contradicts
Hence (2.2.1)must hold.

(b) Conversely, let (2.2.1) hold and = & "¢ (m.4.X). Suppose

Hence that

WE(m, A, X) C WP(A. X).

xé Wo(A.X).' .
that Then for some number Q0 > 0 and index

ko we have lell=« (i<F) for some subsequence of
indices (ki), since A is regular. Thus

My (E—O) < My (M) for some p > 0,
P P



Page |34 Vol.10 Issue 5(Ver 1.0)September 2010 Global Journal of Science Frontier Research

@) g
and further by regularity of A, we have limMy (*’)

@ W24 X),

which contradicts (2.2.1). Hence o)

This completes the proof of the theorem.
I1l.  A-STATISTICAL CONVERGENCE

In this section we find relation of A-statistical convergence
with strong A-summability defined by a sequence m = (M)
of Orlicz functions.

Let K = {ki} be an index set, i.e. precisely the sequence (ki)
of indices. Let ¢ k be the characteristic sequence of K, i.e.
dk=(okj), where

{1: If j=k j=12--

0 ,otherwise,

ko
o) =

If ¢ kis (C,1)-summable then the limit

n
. 1 &
lim — E o5
n 74

=1

is called the asymptotic density of K and is denoted by 6
(). An index set K = {k;} is said to have A-density if

54(K) =lim A, 0"

:hmg ange
n

kER

= (ank )%y - : :
\inklnk=1 g g non-negative regular matrix

exists, where 4
[cf,6].

The idea of statistical convergence was introduced by Fast
[2] and studied by various authors, e.g. by ~ Sal’at [13],
Freedman and Sember [3], Fridy [4] Connor [1], and
Kolk[6] .

sequence X = (x) € s(X) is said to be A-statistically
convergent to x0, [6] i.e. Xx — xo(Sa(X)) if for every @ > 0,
6 a(Lo) =0, where Ly = {k : [|X« — Xol| > @}. We denote

by SA(X) the set of all A-statistically convergent sequences
in X. If A is C1—-matrix, then A-statistical convergence is
reduced to the statistical convergence.

Example. Define x,.if k is a square and xk = 0 otherwise.
then {(h<n:op 0} < ()2, 502 = ()

Theoem 3.1.- Let A be uniformly regular matrix and the
orlicz functions sequence m = (M,) be a pointwise
convergent. Then

ap — 2o(Wf (M, A X)) = o — 20(Sa(X)),
if and only if
lim My () > 0 (¢ >0).
1)
Proof. Let @ > 0. Then as in [8 , Theorem 3.8] we can find
numbers s > 0 and r € IN such that

o ) 2 — x| P
anp = s F E ank |:Jf;\. (7)] .
: k=T ’ P

(]

k
k

I M

L.
”

O]

Where
L. = {k : |lzx — =] = e} . Since xz; — :50(11'5’(;:1.‘4._‘())
da(Le) =limy Y ang = 0. Therefore xp — 20(S4(X)
implies that kel
Conversely, suppose that Xk —

a’o[TT'éJ[?n. A X)) = zp — z(54(X)).
If (3.1.1.) is not true, we
have

li;n My (tg) =0 for some #5 > 0.

Since A is uniformily regular, by Lemma 2.4. of Kolk [8],
there exists an infinite index set K = (k;) with § a(x) = 0.
Define a sequence y = (yx) by

0, kel
9= fuz.

otherwise:
where z € X with llzll = 1. Then

»
lim {M,\. (—”yﬁ“ )] =0.
2 P

and by the regularity of A we have

yir — 0(WP(m, AX)).
But for 0 < ¢ < .

Salk: |yl =€) = limy, Za”"“ —d4(K)=1-0=1
k
Thus yk does not — 0(Sa(X)) , i.e. contradiction to the
hypothesis. Hence (3.1.1) must hold. This completes the
proof of the theorem.
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On Uniformly Spriallike Functions And A
Corresponding Subclass Of Spirallike Functions

C.Selvaraj' and R. Geetha®

Abstract-In this paper we introduce and study the class of
uniformly-spirallike functions of order and a subclass of it.
Also some convolution results are obtained.

AMS Subject Classification: 30C45.

Keywords- Uniformly convex functions, spirallike functions,
parabolic region.

I.  INTRODUCTION

Let A denote the class of all analytic functions

flz)=2+ ZG..RZ"
n=2
o)
defined on the unit disk = = =+ 12l =1} normalized by

F0) =0, £1(0) = 1. The function f € A is spirallike if

Re{e‘i"%} > 0 for éll ze A

of < /2.

and for some a with
Also f(z) is convex spirallike if if zf’ (z) is
spirallike.

Definition 1.1-

(Uniformly a-spirallike functions of order 3). The function
f(z) of the form (1.1) is uniformly a-spirallike of order * )
if the image of every circular arc I with center at © lying
in A js o-spirallike of order 7 with respect to HO- This

) i
(f(Z)—f(C) J?em)

condition is equivalent to arg lies

between © and @7
The class of all uniformly -spirallike functions of order
is denoted by  USF(ex. ).

Theorem 1.1.- Let [ € A Then /= UCVI9) 7
2f"(2)

')
Re{l+ > )

f(z)

+0,z€ A
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This class extends the class of UCV functions introduced
and studied by various authors in [3, 4, 7, 12]. We now give
the following analytic description for US(a./)-

o] < w/2, B >

Theorem 1.2- Let U Afunction €A

belongsto USP(a.5).  jff.

Re {eiﬂm} >B,2#4( 2 €A

Proof.Describe s by 2(t) = ¢ +re, t € [0, 27]. Then
2(t) = i(z — Q). Now USP(, ) iff

Re {eff“% >B, 24z ¢ €A,
Since

=1/2+a+arg (e% - 6) ,
we have -
~71/2 <arg (e% - ﬁ’) <7/2

Or

_ia (2= Q) (=) }
R R 8 0
A e o) =
Or
_ia (2 = Q) F'(2) } .
Reqde "™—F———— 4 > (3.
{ ) —rQ ) — @)
This extends obviously the class of functions studied in [4].
An equivalent form of Theorem 1.2 in terms of Hadamard
product is
Theorem 1.3-
if () = 2z ang 9(2) = oo ba?" are analytic in
A then the Hadamard product of f and g s
frg= Zf:o by 2"
In particular, if f is a normalized analytic function in A

By, 0B <1,0<[y <1,
then for all " " (see [10]) we
have
D
=J\pz) = *
[C A 1 — 3z
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and

EOES O >
B— (1—=p52)1 —~v2)

, z
2f'(Bz) = f * 7(1 — B

USP(w,B) i
Theorem 1.3-Let / €A Then (v, B) iff

Z
LS o s g

z

Re{ &

1
< —,
e

w=bz, ( =cz.

Proof-Let
Now

f(bz) — f(c2)
fa < _ b—c
(1 —02)(1—c2) 2f'(bz)
flw) = f(¢)
w0
2f'(w)
fw) = f(€)
(w=0Of(w)

frm——— :
o (A=b =) | _ o f i) -5 1
Re{e e }R{ (wf@')f’(w)}gs

and the result follows from Theorem 1.2.

Theorem 1.4-If red satisfies
Re {em;’,((:}} < %, Z,w€A
then

=

(b)

feUSP(a,p).
Proof-Note that

fe) -
= 0r )

o 1 PR

) 7e‘fﬁf’(z)4/0 ftz+ (1 -t)¢)dt

= Zemif’(w) w, where w =1tz —t)¢
7/4 ST h)d, h tz+ (1 —1)C.

L)N\e —

ia (W)
Rl <
f(z) = f(Q)
rel =) =
which is equivalent to
—ia (7 — C)f’(z}}
R s~ e v
{ 1) - 1)
= fe USP(xo, 7).

By hypothesis,

—

[

—

®

> 3.

(@)
I, UniFormLY convex O-Spiral

FUNCTIONS OF ORDER p

Let v be the image of an arc I-:2=2z(f), (e =1 =1

under the function f(z). The arc L« is convex @spirallike

of order 7 if
), ') L
arg (z’(t) +2'(t) ) — fFie )

a and o + 7.

lies between

Definition 2.1-The function f(z) represented by (1.1) is

uniformly convex a-spiral of order Bif the image of
every circular arc U= with center at ¢ lying in A is

convex -spirallike ¢ grqar "

The class of all uniformly convex «-spiral functions of

. UCSP(a, 3).
order # is denoted by (@5)

. . - UCSP(a, f).
We now give an analytic description of

A . .
Theorem 2.1. A function UOA is in (¢S 8) il

Re {e_i“ (1 + 4(2 - C)f”(Z)) } 2 .‘35 Z 7& Ca ZrC € A.
f'(z)

(2) e UCSP(, 3).

s (20440

A

Then we have
")
f'(2)

where the curve L= is given by -

Proof-Let !

- ,Bz'em) <oa+T

(1) =C+ret, 0<t<2m

Then f(2) € UCSP(a, ) iff
a < arg (z’ +i(z — (_,)J;”((;) — ,Biem) <o+
Since
it — B e T JPRY i I
o (4= =) = T (14605 - ).
o —g <arg (l+ (z— C)];:((j)) - fSei‘*) <a+ g
(or)
m f"2) )T
-3 < —+arg (1+(2_C)f’(2) — [e ) < 5
Hence Re {e’w (1 + (2~ C)’}’,’((:)) - ﬁem)} > 0.

or Re{e‘i“ (H— (z—(,)’}((j)))} >B,24C 2, EA.
(@)

We now prove a single variable characterization of the class
UCSP(a, ).

Theorem 2.2-A function f(z) € A s in = ¢~ (@A) if

e (o)) 2

p

+0,z€ A,
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UCSP(a, ).
Proof-If f € (e, ) then we have

N

I_:Tquivalently,
)} i) o

Re {e‘i" (1 +

forevery =7 (€A
Choose © =e''z such that

,‘ J”(Z)} ’ f”(Z)‘
Rell e~ 1 3= 1 8.
{ ‘T2 “Flo)
Then we have
NP ) £(2)
R‘{ (” f(:))}>‘ | T

Conversely assume the inequality is satisfied. Let Cea
be arbitrary. Since

_mL f”(z)‘ }
Rede (1 -
B{E ( e C)f'(f)) is harmonic in A it is

enough to prove that

Re {e‘ic" (1 + (2 - C)i:((j)))} >

for all ~ < for which
|z > IC].
Now
ia Zf”(ff))} 2f"(2)]
Re{e (l—l— e > o) + 4
Lia 1(2)
= e Cf,(z) +3
Lia  f"(2)
ERE{E gf(Z)}ﬂj
:Re{e—ia( (2 g){f((z)))} > 4.
= f(z) e Aisin UCSP(a, 3).
f(2) (a, B) -
Definition 2.2-A function f(z) € A is in Sh(e B) if
_in2f(2 )} 2f'(2)
Reqe™ > —1/+8. 2 A,
{ ) J 1) :

=f'(2)
7@ lies in the parabolic

Geometrically it means that

region
Q, = {w: Re{e ™w} > |w— 1|+ 5}
.- —ic, cosa+f3
If ©€%, then Fele™wl =5 and therefore the

functions in the class “1»(@: ) are a-spirallike of orqer
‘ 3 =10, SP,(a, )
When

cosa+[3

: reducesto S4p(a) [11].

The class UC5P0-9) s the class UCV(5). In fact, every

UCSP(a, 3)

function in the class is related to the class U

UCV(). as in the following theorem.

Theorem 2.3-Let f(z) € A and s(z) be defined by f'(z) =
(s:(z))eiacosa

Thenfz) e VO 0) it 5(z) = UCV(A).

Proof-The result follows since

et (1 + z}r,(S)) +isino

COS ¥

25"(2)
1 —
")
We now prove a two variable characterization of the
Py(a. ).

function in the class o
Theorem 2.4-The function f is in Shle ) iff

el (e 079}

Proof-We have f(z) is in
8) iff [ 12z e UCSP(a, ).

%y the two variable characterization for the class
CSP(a, 3) for
F(z) —f d e UCSP(w, ),
FH’
refe (14605 ) f 2
—_ 77/& ff(z L:
= Re{ (( ~ 9% _)} =7
@
Theorem 2.5- The function
f(z) =z +a,2" is in SP,(a, B) iff
cosa—f3
|a,| <

n(l+cosa)-1-f

)=z a?zanSP OL\,B iff
Proof-The function il i »(@, )

1" 1 .

Zfr () _ 1 +8< Re{e_mzfr ()}”| <1l

) ) "
It suffices to prove (2.1) for |z] = 1. Let |an| =
a,2" ' = ret. )

Then equation (2.1) becomes
n—1)re? 14 nre?
(1_|_7)‘e +8< Re{e"‘“ﬁ}
re re’
2

Simplifying and separating the real part of the expression
on the right hand side of (2.2) we get
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Red gt nre’ ) [L+(n+1)rcosf +nr’jcosa+sina(n - 1)rsinf
' Lire? [ 14724 2rcosf)
Therefore inequality (2.2) gives

(14 (n+)reosf+nr’) cosa +sina(n — Irsinf

L AL 9 e V2
(n=1)r+3{14+r"+2rcosf) = < TR

The minimum for the expression in the right hand side of the
above equation occurs at ? = 7 and this minimum value is
cosa(l —nr). Therefore the necessary and sufficient

SP(a,B) .
oo )IS that

condition for /(2) = =+ " tg he in
(n—=1)r+p(1-r)<cosa(l —nr).
Solving this equation for r = |a;| we have
cosa — 3
n(l+cosa)—1-4

|an| <
@

f € UCSP(a,B) iff zf'(2) € SPy(av, B)
we have the

Since
following.
Corollary 2.1-The function

f(z) =z+ay2" is in UCSP(w, 3) iff

cosa — (3

a,| <

nn(l+cosa) —1—4

A(2) € SPy(a, B), i = 1,2,...,
Theorem 2.6-Let f\(i) p(e, ), i T
be given by )
F(z)= [ TI., (@)al dz where a; > 0 and > a; = 1.
Then F(z) € UCSP(w, 3).
Proof.-

- 2F'(2) N~ 2fi(2)
Since 1+ F2) :;ai .

oo (o)) B ()

SN

")
- ;a“(ﬁ-(z) 1)

2F"(2)
F'(2)

" and F(@z)

+8

+ /3.

im.  CONVOLUTION THEOREMS
flz) = 24307 ap2"
Theorem 3.1-If n=2""""and

9(2) = 24+ 202, b.2" are glements of UCSP(a, )

(F#9)(2) = h2) = 2+ Y oL anby2" is in
then ) ‘
UCSP(a,r) where

cos 32+ 3cos” o - Weosa - 8F + 352 + 2 cos o) - 45

<
- 30 +costa+ 3~ 16cosa - 160+ 65 cosa

!

0<a<1,f>0.

Proof. Since f(z) and g(z) are in UCSP(a, §) we have

Yoo n(2n —cosa = ), < cosa - [ and

Yo, n(2n —cosa - )[b,) < cosa— . We wish to find the largest 7 such
that ), n(2n—cosa—r)|a,b,| < cosa—r. Equivalently we want to show
that the conditions

> 2n —cosa — f3
S B <1

—~ cosa— 3
1)
and
o0
I —cosa—f3
Z 7,fn|bn\ <1
cosa — 3
n=2 !
2
imply that
= —cosa—r
Z %n\anbu\ <1
cosQ — T
n=2
3)
for all

o o8 a(32+3cos’ o — 20 cosa — 8+ 33 + 23 cosa) — 43°
T
- 32+ costa+ 2 —16cosa— 165+ 6Fcosa

From (3.1) and (3.2) and by means of Cauchy-Schwarz
inequality, we get that

oo

Z 2n —cosa — 'Sn\/m <1,
n=2

cosa — 3
4)

Hence it is enough if we prove

n—cosa—r 2n—cosa—f3

—nlayh,| € ————n/|ayh,| forn=273 ...

cosa— T abn] < cosa — f§ b o
(or)

b < n-cosa—f cos@—r
aﬂ. n| = .
cosa—f3 n—cosa—r

From (3.4) it follows that

cosa — 3
ny/ |anbn| < :

The above inequality is equivalent to

— foralln.
2n—cosa— 3 5)
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9 Theorem 3.4-Let

f(2) =242 pan2", g(z) = 2+ 0 b2"
f.g € SBy(a,3). Then f g€ SP,(a, 1) for

cosa — 3
7 4 cos n—cosa—3
2 T ' ll cosa — f3 r'

COs &x — l

_ cos af8+costa+ 32 —6eosa+ feosa — ] — 23

n— — r
n [2n - cosa =3 (6) - 2(4-2cosa— 26+ fcosa)
The right hand side of (3.6) is an increasing function of n, (n SP, (. 5)
=2,3,...). Bytaking n = 2in (3.6) we get Proof. Since f(z) and g(z) are in =~ “* we have
[o'e]
i cosa(32 + 3cos’ a — 20 cosa — 8 + 3% + 23 cosa) — 4 Z(Qn —cosa — f3)|ay| < cosa — f and
- 3+ costa+ 32— 16cose — 16§ 4 63 cosa ‘ n=2
00
) Z(Qn—cosa—ﬁ)|bn| <cosa —f3.
Theorem 3.2-For for f(z) €« UCSP(«, 1) and n=2
9(2) € UCSP(o, ) £(2) + 9(2) € UCSP(a, ) where We wish to fgd the largest r such that
we have
Z(Qn —cosa — 7)|anby| < cosa — 7.
. cosa(32 - Neosa+ 3cosPa - 4(G, + ) + 38,8y + (B, + By) cosa) - 463, n=2
r= 304+ costa+ 4y - 16cosa - 8(F, + ) + dcosa(f; + fb) ' Equivalently we want to show that the conditions
Proof-Proceeding as in the proof of Theorem 3.1 we get i 2n —cosa — _ﬁ‘ | 1
—a
cosa — cosa — [ = cosa—f T
CcoOsx — =
cosa + 1 - 2n—cosa— Gy | |2n —cosa— [y iy that ©)
2 - . 1[ cosa — 3 }[ cosa — [l } imply tha
|2 —cosa-j 2n —cosa — 3; > O —cosa—r
) S 2 e oy bl <1
The right hand side of (3.7) is an increasing function of n = n=2
2,3,....Setting n =2 we get for all
cosa(32—Wcosa+3cos’a — 4By + B) + 3518 + (B + B) cosa) — 46,5 ) » )
- 32+ cos2a + BBy — 16cosa — 8(3; + B) + 3cosa(B, + ) ' r< cosaf8 +cos* o+ * —Geosa + Feosa — ] — 2
(8) - 2(4—2cosa— 26+ fFeosa)
Theorem 3.3-Let [f(2).9(2),h(z) € UCSP(x,3). Then From (3.8) and (3.9) and by Cauchy-Schwarz inequality, we
Then f(z)*g(2) = h(z) € UCSP(a,r) where get that
o0
6.cos® a + cos" (286 — 100) + cos® (240 — 2765 + 185%) n—cosa—f = g
+cos® a(—672 + 5148 — 1086 + 105°) Z_: cosa — f3 [anba| < 1.
. eosa(1024 - 7686 + 1445 — 285°) + 165 = _ (10)
"= 7004 - 7685 + 1545 — 45° + 10cos" a + cos’ a(—116 4 185) Hence it is enough if we prove
+cos? (512 — 2986 + 326%) + cos a(— 1280 + 256 — 1568% + 65°) In—cosa —7 | < 2n—cosa— 3 o
cosa—r T cosa—f e
Proof. From Theorem 3.1 we get f(2) * g(2) € UCSP(a,r) where (o
or
. cos (32 + 3cos? a — 2 cosa — 84+ 342 + 2 cosa) — 4° bl n—cosa—f3 cosa — T
= 324 cos?a+ 72— 16cosa — 167 + 6 cosa ' b < cosa— f3 Mm—cosa—r1)"
f(2)#g(z) = h(z) e UCSP(a,r) where From (3.10) it follows that
cosa — 3
9 oot — 0 st~ Ao -t B 4 Voot I Boetin 4 oo — i Nk €~ for all n.
" $cosa—2cos"a—deosa(r+ )+ 3cos’a+ (r+ ) cos"a + 3rfeosa — 4rff apby,| < o —cosa— or all n

32+ cos? ") —1bcosa — B)+3(r+4)cos . L .
AR Thee - BRI st The above inequality is equivalent to

@

Substituting for r and simplifying we get the required result.
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2

.o 08 af8 +cos’ a+ % — 6eosa + feosa — f] - 25

cosa — [

cosoy—n | —————
-r+cosa< 2n —cosa— f3 -

2 N ] cosa — 3 :

n—cosa— 3

(11)
The right hand side of (3.11) is an increasing function of n
(n=2,3,...).Bytakingn=2in (3.11) we get
. cosa[8 +cos’a + 3 — Geosa + feosa — ] — 2°
' 2(4—2cosa — 26 + feosa) '

(a)
R . . 1)
Theorem 3.5-For [(2) &€ Sh(a, k) and g(2) € SP,(a, )
and 9(%) = STp(@52) e have 2)
f(2) * g(z) € SP(a,7) where 3
< cos (8 + cos® o + B1 3 — 6eosa) — 2533
T 8 —dcosa — 2B + o) + (B + Fa) cosar) 4)
Proceeding as in the proof of Theorem 3.4 we get .
cosa — i cosa — [f )
CosQ — 1
4 cosa - In—cosa— | |2n—cosa—fy
2 - | cosa — [ cosa — [ ' 6)
In—cosa— | |2n—cosa— ffy
The right hand side is an increasing functionofn=2, 3, . .. 7)
. Setting n = 2 we get
.o cosa(8 + cos?a + 13, — 6eosa) — 26,5 8)
~8—4dcosa—2(0+ ) + (B +fa)cosa)
9)
Corollary 3.1-Let /(%):9(2)-1(2) € SFy(a. ). Tpgn
f(z) % g(2) = h(z) € SB,(a, 1) where 10)
46° +cos* (38 — 4) +cos® (32 + ) +cos’ (B — 352 + 606 — 80)
. +eosa—40 +23° - 486 + 64)
R TIY 484 + cos* o + cos® af — 8) + cos® (36 — 153+ 33 11)
+cosa(80 4 505 - 127
12)

« g(z) € SPy(a,7) wh
From Theorem 3.4 we get 1) * 9(z) (. 7) where

2(4—2cosa— 23+ fcosa)

f(2) * g(z) x h(z) € SP,(a, 1) where

- cosa[8+ cos® o+ fr — 6cosa) — 26r
r .
"= 8 dcosa— 28— + (B+71)cosa

Substituting for r and simplifying we get the required result.
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I.  INTRODUCTION

t is well known that convexity and generalized convexity

play a key role in many aspects of optimization, such as
optimality conditions, saddle-point theorems, duality
theorems, theorems of alternatives, and convergence of
optimization algorithms, so the research on convexity and
generalized convexity is one of the important aspects in
mathematical programming. During the past several
decades, to relax convexity assumptions imposed on the
functions in theorems on optimality and duality, various
generalized convexity concepts have been proposed. Among
them, an important and significant generalization of convex
function is introduction of invexity, which was introduced
by Hanson [1, 3]. This concept is particularly interesting,
since it is provides a broader setting to study the
optimization problems. Later, Ben-Isreal and Mond [2]
introduced a class of generalized convex functions, which is
called the preinvex function. Mohan and Neogy [4]have
shown that the preinvex functions and invex functions are
equivalent under some conditions. In [5, 6], Weir, Mond and
Noor have shown that the preinvex functions preserve some
nice properties that convex functions
have. Jeyakumar, Mond [7] and Jeyakumar [8] introduced
another class of generalized convex functions, which was
called strongly @~ -invex function, and some of its
properties were studied. However, the concepts of the
strongly @~ -invex function in [7, 8] is misleading. To
overcome this drawback, recently, M.A.Noor and K.I.Noor
[9] also introduced a new class of generalized convex

condition for strongly pseudo " -invex function. However,
the functions involved in [9] are all required to be

About-*Project supported by Scientific Research Fund of Hunan Provincial
Education Department(09C565)
7 Corresponding author. E-mail address: chenyu4660@126.com.cn

differentiable.
To relax the differentiable Assumption, in this paper, by

introducing the concepts of generalized strongly ' -invex
functions and generalized strongly ' -monotonicity, we

also study some properties of strongly <~ -preinvex
functions. Our results generalize the results obtained in [9].

I1. PRELIMINARIES

Let K be a nonempty closed set in a real Hilbert space H. we

denote by 721l the inner product and norm,
respectively. Let F: K — Rand (") 'K x K —> H be

continuous functions. Let “"7 K xK —— R\ {0} be a
bifunction. First of all, we review some concepts as follows
which have some relationships with this paper.

Definition 2.1-(See [9])Let u € K Then the set K is said to
)

be O“invex at u with respectto (") *and C?( if, for all

wVvEK te[0, 1, p+ta(v,pn) 7 (v, n) € K. K is said to

be an @ invex set with respect to 7 and o, if K is a -
invex at each u € K
Definition 2.2-(See [9])A function F on the set K is said to

strongly @~ preinvex , if there exists a constant p > 0 such
that

Flju+ta{y, (v, ) < (1= H)F () +£F(0) ~ {1~ e | oo ) [, Vv € K.

Definition 2.3-(See [9])A differentiable function F on the

set K is said to strongly " invex if there exists a constant
> 0 such that

F{v) = F{s) > (oo ) ') 1 )+ 10 I, o € K,
where F'(p) is the differential of a function F at p € K.
Condition A.  Flu+ (v, wn(v, p)) < F(v), Vu,re K.

Condition C.
Let n(v,p) : K x K — H and a(v.p) : K x K — R\ {0}

satisfy the assumptions
(g, g+ te(v, )y (v, p)) = —tn(v, p),
(v, g+ te(v, (v, ) = (1= t)gle, p), Yp,v e K, T € [0,1].

In the sequel, we assume that F is directional differentiable,
and following [10], we also assume that

o, ) F' (2, i, 1)) — AILHD{ F(x+ a(z, ,u.);}(:r-. ) — F(x) :
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F'(-,-) . L L
where () is the directional derivative of F.
Definition 2.4-A directional differentiable function F on the

set K is said to generalized strongly " invex if there exists
a constant p > 0 such that

F(v) = F(p) > a(v, p)F (v, ) + | 0w, p) IIP, Vv € K,

where F'(u, " (v, w)) is the directional derivative of a

function F at pu € K along the direction " (v, p).
Remark 1-The definition generalized Definition 2.3.

Definition 2.5- (i) A directional differentiable operator T : K

— H is said to generalized strongly @7 -monotone, if there
exists a constant @4 > 0 such that

v, )T (. 0(v, 1) + ol )T (o) < —ar{|| 0@, pw) 12 + | 0(wv) 17}, Vi,v € K.

ii) A directional differentiable operator T : K — H is said to generalized strongly ©’-monotone, generalized «7-

pseudomonotone, if there exists a constant @; > 0 such that

a(p, V)T (v, n(p, v)) + oy || n(v, 1) P> 0 = —a(p, )T (v,n(p,v)) >0 Vu,ve K.

Remark 2-We may also define generalized 7 - monotone, generalized strictly 7 - monotone, generalized 7 -
pseudomonotone, generalized strictly @7 -pseudomonotone and generalized quasi ® " -monotone in the similar way.
Definition 2.6-A directional differentiable function F on the set K is said to generalized strongly pseudo @7 -invex, if there

exists a constant 24 > 0 such that

(v, ) F' (pr, (v, ) + an || (g, v) P> 0 = F(v) — F(p) = 0,

Y, v e K.

Remark 3- We may also define generalized strongly quasi @ - invex and generalized pseudo - invex in the similar way.

11 SOME PROPERTIES OF STRONGLY ©@-PREINVEX
FUNCTIONS

In this section, we discuss the relationship among strongly
@ - Preinvex , generalized strongly « - invex and

generalized strongly @7 --monotone under some conditions,
Our results generalize the results obtained by Muhammad
Aslam Noor, Khalida Inayat Noor in [9].

Theorem 3.1-Let F be a directional differentiable function
onthe - invex set K. Let Condition C holds and & (p, v)
= (& (v, p) forall p, € K. Then the function F is strongly

. Preinvex if and only if F is generalized strongly -
invex.

Proof- Let F be a strongly ©-preinvex function on the -
invex set K. Then, for all p, v € K, t € [0, 1], one gets

Vp= [ + tCE(U: #’)n(ya I“") S K’:

F(p+ta(v, (v, ) < (L= )F(u) +tF(v) =t~ ) || (v, p) [,
which can be written as
Fp+ta(v,p)n(v, p) — F(p)

t
Taking into account F be a directional differentiable

F(v)=F(p) > +(1 =ty | nlw,pm) |*

function on the ©- invex set K, letting t — 0+ in above
inequality, we have

F(v) = F(p) > a(v, ) F' (pn(v.p) + p | nlv.pw) |*

So F is generalized strongly - invex

Conversely, let F is generalized strongly @- invex on the

- invex K. Then, using Condition C, we obtain

F(v)=F(u) > alv,u)F'(m,n(v,um)+ | n(v,m) |

(1= t)a(w,ve) F' (v, o, ) + (L= £ [ () |
1)

(hv4

Similarly, we have

F(u)=F(v) > ol v)F'(ve,n(p.v)) +p | 9l w) |°
= —ta(uv)F (v, n(v, p) + pt? || (v, p) |2

)
Multiplying (3.1) by t and (3.2) by (1 — t) and adding the
resultant, we get

Flu+tov. p)p(v, p) < (1= t)F(p) + tF(v) = t(1 =t | nlv.p) |*.

This shows that F be a strongly ©- preinvex function on the

Qinvex set K.
Lemma 3.1-Let F be a directional differentiable function on

the @-invex set K, g(t)=F(u+t ¥ (v, ) 7 (v, p)) and
F'lp + toa(v, win(v, p), nw. p) + F'( + toe(v, wn(v, ). —n(v, p)) =
0, Vtg € [0,1]. Then g(t) is differentiable for all p,v € K, t € [0,1].

Proof. For all p, v € K, t0 € [0, 1], in view of F be a

directional differentiable function on the @®-invex set K, we
have
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Fp+ta(v, p)n(v, p) — F(p + toa(v, )n(v, p))

g.(to) = lim

t—itg t — to
o Fle tea(vmnw ) + (= t)al patv, 1) = F(p+tya(v. pa(v, 1)
t—ty—0+ t— 1y

= a(v,p)F'(p+ toalv, p)n(v, p),n(v, 1)),

Flp+ta(v, pn(v, p)) = Fp+ toa(v, p)n(v, p))

gf_(to) = lim
t—ty t—1p
_ gy Eletoa(v, pyn(v, ) + (b — thav, p)(=n(v, p))) — F(p +toa(v, p)n(v. )
to—t—0t t—1

= —OL‘(L’, ,LL)F"(,U, + tnOﬁ(L’, M)W(M iu)a —W(V> iu))

In view of
CF(pttoo (v, p)n(v, p), (v, 1) +F'(p+to (v, pn(v, 1), —n (v, 1)) = 0, Vi, € [0, 1].
This implies that g(t) is differentiable for all u, v € K, t € [0, 1].
Theorem 3.2- Let F be a directional differentiable function on the @ -invex set K. If F is generalized strongly - invex set
K. If F is generalized strongly < - invex and £ (wttoc(v.pmn(v. ) (v, )+ E (uttoa(v. pn(v. p). —n(v. p)) =
0, ¥t € [0.1]. then F is generalized strongly ©-monotone. Conversely, if the function @ (v, ) is a symmetric, that is,
@ (v, p)= @ (u,v) forall y, v € K, then F is generalized strongly ©-invex under Condition A and C.

Proof-Let F is generalized strongly - invex , then

F(v) — F(p) = a(v, ) F' (o (v, ) + || (v p) |12, Veov € K. 3
Exchange p and v in (3.3), we have
F(p) = F(v) z a(p,v)F'(v.n(p,v)) + v || n(p, v) ||°. Vv e K. 4)
Adding (3.3) and (3.4), one gets
a(v, ) F'(p,n(v, p)) + a(p, ) F' (v (. v) < —p{ || 0 p) P + | o) |17} ©)

which implies that F is generalized strongly @ "-monotone
Conversely, let F be generalized strongly @ 7--monotone. Then there exists a constant <1 > 0 such that

a(v, ) F'(p, (v, ) + alp, v)F'(vn(p,v) < —a{|| n(vow) I* + | 0l v) 17},

which can be written as
Fl(m(pe, ) = —F' (e, ) — @ { |l mGe ) |12+ G, e) |17

(6)

(451

@ = .

Since the function & (v, p) is a symmetric and bl v)

In view of K isa ®-invex set, so, for all u, V€ K, t € [0, 1], one gets
vy = p+ te(v, (v, p) € K.

Taking v = v, in (3.6) and using Condition C, we obtain

F'(ve,n(p, 1)) < —F (v 1) — @ {ll n(ve. ) |2+ || n(psve) |12}
= —tF(p,n(v, p)) — 267 || nv, p) |17,

which implies that

(v, (v, p) = F'(p,n(v, p) + 2@ || n(e,p) |12 @)
Let g(t) = F(p + ta(v, w)n(v, i) for all p,v € K, ¢t € [0,1]. Then from Lemma 3.1 and

(3.7), one gets

a(v, ) F'(p + talv, wn(v, p), (v, 1))
alw, ) F'(u, (v, 1) + 20 (v, p)ta || n(v, p) | (3.8)
alv, g F' (i (v, ) + 2t || (v, 1) |* -

q'(t)

[IAaI]
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Integrating (3.8) between 0 and 1, we have

g(1) — g(0) = a(v, u) F' (1,

that is,
Flu+alv,whnlv, p) - Fl) > alv, )P (uonlv.p)) +aq [ o) |-

Taking into account Condition A, we have
F(v) = F(p) > a(v, p) F'(p, (v, p) +aq || (v, p) |7 -

This shows that the function F is generalized strongly -

invex on the -invex set K.
Remark 4-We can also obtain corresponding results such as
Theorem 3.3, Theorem 3.4 in [9] in the same way as [9].

Theorem 3.3-Let the function F be generalized strongly
pseudomonotone and F'(u +t0 & (v, p) " (v, w), " (v,
W)FF (u+0 X (v, ) 7 (v, p), 7 (v, p)) =0, vt0 € [0, 1]. If
Condition A and C hold, then the function F is generalized
strongly pseudo @ 7invex.

Proof- Let the function F be generalized strongly <7 -
pseudomonotone. Then, for all u, v € K,
alp,v)F'(v,n(p,v) + oy || nlv, ) P2 0= —a(p, ) F'(v,n(p,v)) >0 Yp,v € K.

(
©)
Since K is an @-invex set, for all p, vé K, t € [0, 1], vi=p.
+t @ (v, ) " (v, p) € K. Taking v = v; in (3.9) and using
Condition C, we have

Fl(v,n(v, p)) > 0. (10)

Let g(t) = F(vo = F(u+t @ (v, ) " (v, w)) forall p, v € K, t
€ [0, 1]. Then using (3.10) and Lemma 3.1, one gets

g'(t) = a(v, p)F'(ve, n(v, p)) = 0.

Integrating the above relation between 0 and 1, we have g(1)
— g(0) > 0, that is, F(vy) — F(n) > 0. Using Condition A, we
have F(v)-F(uw) > 0. This shows that the function F is

generalized strongly pseudo @ '-invex.

Remark 5-We can also obtain corresponding results such
as Corollary 3.1-Corollary 3.4 in [9] in the same way as [9].

(v, 1)) + oo || (e, ) |2,

V. CONCLUDING REMARKS

In this paper, to relax the differentiable Assumption, by

introducing the concepts of generalized strongly ©-invex
functions and generalized strongly ©’*-monotonicity, we

study some properties of strongly @ -preinvex functions.
Our results generalize the results obtained by Muhammad
Aslam Noor, Khalida Inayat Noor in [9].
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Abstract-In this paper, some oscillation criteria are established
for second-order half-linear dynamic equations on time scales.
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Agarwal et al. [R. P. Agarwal, D. O’Regan, S. H. Saker, Philos-
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criteria for half-linear dynamic equations on time scales, J.
Math. Anal. Appl. 345 (2008) 176-185]. Some examples are
given to illustrate the main results.
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scales
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I.  INTRODUCTION

The study of dynamic equations on time scales, which goes
back to its founder Stefan Hilger [1], is an area of
mathematics that has recently received a lot of attention.
Several authors have expounded on various aspects of this
new theory, see the survey paper by Agarwal et al. [2] and
the references cited therein. For an excellent introduction to
the calculus on time scales, see Bohner and Peterson [3].
Further information on working with dynamic equations on
time scales can be found in [4].Recently, much attention is
attracted by questions of the oscillation and nonoscillation
of different classes of dynamic equations on time scales, we
refer the reader to the papers [5-17] and the references
therein.

We are concerned with the oscillation of the second-order
half-linear dynamic equations

RNAY
(r®) (=2®)") " +pB2() =0,

1)
on a time scale T; where 7 > 0° s a quotient of odd
positive integers, r and p are rd-continuous positive
functions defined on T:

Since we are interested in oscillatory behavior, we assume
throughout this paper that the given time scale T is
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unbounded above. We assume t0 2 T and it is convenient to

assume t0 > 0: We define the time scale interval of the form
to, o)t by [to, o0)T 1= [to,o0) N T.

Agarwal et al. [5], Grace et al. [8], Hassan [10], Saker et al.

[14] studied (1.1), and established some oscillation criteria

under the case

*  As .
o 5 @

and the authors obtained some sufficient conditions which
guarantee that every solution x of (1.1) oscillates or

lim,_ . z(t) =

0
under the case
/"" As
T <.
i 17(s) (3)

Our aim of this paper is to establish some new oscillation
criteria for (1.1) under the case when (1.3). The paper is
organized as follows: In Section 2, we shall establish several
new oscillation criteria for (1.1). In Section 3, some
applications and examples are given to illustrate the main
results.

Il.  MAINRESULTS

In this section, by employing a Riccati transformation
technique we establish oscillation criteria for Eq. (1.1). To
prove our main results, we will use the formula

0 = [ )+ (1= 0ot a1,

which is a simple consequence of Keller’s chain rule [3,
Theorem 1.90].1n the following, we denote
As 1 )
1 ) =Ir 7 , :

r(s) aft)

4,(t) = max{0, ()}, R{):= / :
t
Theorem 2.1-Assume that (1.3) holds, 7 = L #f) > 0.

Further, there exists a positive function 7 < Cra(T.R). If for T =
sufficiently large, such that

o (s) (> () )" _
o | [t~ L =

and

)

limsup/T [P(S)R"“[s)—( ¥ et

T ~ +1

)
then (1.1) is oscillatory.
Proof. Let x be a nonoscillatory solution of (1.1). Without
loss of generality we assume x(t) > 0 for t = to. In view of (1.1), -
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we get
(r(t) (=2 ()")® = —p(t)(=(£))” <0, t>to.
L ®

Therefore, ") is an eventually strictly decreasing
function, and there exists =% such that

a2(t) > 0, >t or 22(t) <0, 42> 4.
Case 1- * (1) > 0. > b1 Defing

A
o) =) NS iz,

(4)
then “() >0 By the product rule and then the quotient rule,
we have

A = (oA e 1) _a L n@r®E )12
= () (22 0y D@ =m0 ()1
= O )y ECI.
From (2.4) and (2.3), we obtain
A= @) oy () (@)= @)) T[]
wt(t) = e (0) () — n(t)p(t) — =) (@) . 5)
In view of Keller’s chain rule, we find
[(«(®)7]> = 27 (1) =2 (D).
(6)
It follows from (2.5) and (2.6) that
A nA(f)wg B b)) (¢)7) U
() = (D) () = n(t)p(t) — v 2 02(o(0) @
From (2.3), we have that
(0> ()t ott)
-
(8)

Note that «2(+) >0, we obtain ) = <) Thus, by (2.7),
(2.8) and (2.4), we get
(WA(f)) 7 ﬂ(t) =L et o
W) < nlthplt) + ng{t)tw‘ (t)—vng(t)ﬁ ()70 () (W (1)

_atl ()T el o o) (e
S X’(”n"(ﬂ) e o (miﬂw) (""W )

Using the inequality

XY AXyM o a1yt =0, A>1
we get
(Cn12) FPPPNE ) IR S =S {10 [ (i ()10
7 (b) w’(t) Tng(t)( )7 (@7 (1) "7 (W) < (v + ) ()
By (2.9), it is easy to see that
Ay o r(t)((n2 (@) +) "
SO = O+ O e (10)

Integrating (2.10) from t1 to t; we have

r((@ ()] 4

0<w(t) <w(ty) - -/tl {U{S)P(S) W

5y

which is a contradiction to (2.1).
Case2 "*(1) <0t =t Define

g LA Y
wit) =1 (f)_({t IS
(«(0) )
Then w(t) < 0 fort > ty. In view of (2.3), r(t)(z>(1))7 is an

eventually strictly decreasing function, hence
(r(s)) 722 (s) < (r(8) 22 (t),
Integrating it from ™™ we have
olr) < alt) + =
Taking 7 °~in the above inequality, we get
o(t) + (r(t) e (R(E) 2.0,
Thus

s > t.

T >t

t>t.

2 (t)
=(?)

R 5
(12)
By the above inequality and (2.11), we have
1< R (f)w(t) < 0.
(13)
“ differentiating (2.11) and by (2.3), we obtain
a o OGO [E0)
0= -y eemy

In view of Keller’s chain rule, we see that
[(£(6))] < (= (8)T~22(1).

Thus

(r(@®) = (O))7=2(8)

Ay o oy
wi(t) < —p(t) — v x(t)a7(o(t))

On the other hand, from = A(t) < 0, we have x(t) > z7(t), and

(B2 | (reEEr)s

TR T @y

_ (M)
r(t (14)
From (2.14), we find that <" (1) < 0. thenw”(t) < w(t). Hence, we
get

1

-5

S
)

ORI (@) @O (LN e, @)
T e eet) -“’(v-(t)) oy 0 “(r(t)) W oy
Noting that
(1) () +p()eA() (1)
e e AR U
by (2.12), we find that
27 (t) __ow) _aly) e
x(t) ~ 7 (r(t)7R() a(t)
Hence, by (2.14), we have
WA () + p(t) + A (r() T A () w(®) T <0, t2t.

(15)
Multiplying (2.15) by £"(%). we obtain
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R (8)2(t) + p(t) B (8) + 1B ()(r(t)) 7B (1) (wl6) T <0, 2
Integrating it from t1 to t; we get
/t R (s)u® (s)As + / PSR (5)As 4 / RO (s)(o(5) 777 (5)(w(5)) A5 <0,
(16)

Integrating by parts, we have

/ﬁ 7 (s)® (5)s = R (2)e(t) — ROt Jolty) — /ﬁ (B (5)2(s)As.

a7
In view of Kellelr’s chain rule, we obtain
[R(6)> =~ / [RR(t) + (1 = R)R(E)]"™'dAR (1),
note that F2(t) = (1/r(t))" <0, we have
t i 1 N
— [ [R(s)]Pw(s)As =7 [ (==)7(R7(s))" " w(s)As.
~/|‘.1 »[tl T (5) (18)

By (2.18), (2.17) and (2.16), we obtain that

R”’(t)w(t)*R“’(tn)W(tht p(S)R"’”(S)ASHft (%)%(R”(S))"f‘IW(S)AS

1 [ 700t ) S <0

19)
Define p=(v+1)/v,a=~+1and

o g\ o =
.4=—ta~1r—+'3ﬂm( ”) ol B=‘—<A-+1)?( /11) L 1.
(e rtl ()] (Re(e)™ gy

Then by the inequality

p q

1 1
__'__:1:
r q

VR (1) (r ()77 B (1) (1) T

- ‘f+1; _ i% o -1,
T mar et - w00 20)
Thus, by (2.20) and (2.19), we have
R'(tw(t) = RM(t)w(t) + [(S)Rn’"(ﬁ)—(i)m% As<0
[ T R 5)re)

Therefore, by (2.2), we have
R (tw(t) = —o0, t— o0,

which contradicts (2.13). This completes the proof.
Theorem 2.2-Assume that (1.3) holds, -7 = 1, A{t) > 0.
Further, there exists a positive function

& Crg(T,R). If for T = to. gufficiently large, such that
(2.1) holds and

t
lim sup /
t—oo JT

then (1.1) is oscillatory.

Proof-Let * be a nonoscillatory solution of (1.1). Without
loss of generality we assume “(f) >0 fort =t |n view of

R'(s)

()R (s) - (—=)*! 1
! (B ()87 ()ir(s)F

741

As=x

(21)
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(1.1), we obtain (2.3). Therefore, *®=*{)" is an
eventually strictly decreasing function, and there exists
aty > tosyuch that ==(f) >0, =t or z2(¢) < 0, t=tfi

Case 1 =*(t) > 0,t>t. Define « as (2.4). Proceeding as in
the proof of Case 1 in Theorem 2.1, we can obtain a
contradiction to (2.1).

Case 2- z2(t) < 0.t > t.. Define « as (2.11), we have that

(2.12) and (2.13) hold. 2-differentiating (2.11) and by (2.3),
we obtain

(r(B) (= (1)) [ (1)
(@) (@)

In view of Keller’s chain rule, we get

[(z(®)V]S < (27 (#))7 " 2(2).

WA(t) = —plt) -

Thus

(r(&) (=2 (£))) =2 (t) _
(z(2))7x(o()) (22)
On the other hand, from - = (¢) < 0, we have =(t) > x7(t),

wh(t) < —p(t) — v

OO rBERO))A ) (el e @)
T ROyee®) ) oyt ”(vm) (=)
W)\ @),
”(wt)) o Y

From (2.22), we have () <0.thenw”(t) < w(t). 1 5o \we get

HURTEA)  (Co)EO y (L)F gO0

T lfDafold) rit) ] (@) r(t) (z@)
Noting that
27(t) _ x(t) +p(t)R (1) 22(t)
E O O A TR
by (2.12), we have
) o ml)  _olt)-plt)

(r(£)7R(t) o(t)

Hence, by (2.22), we get (2.15), then we obtain that (2.16)
and (2.17) hold. In view of Keller’s chain rule, we have

1
[RY(£))* = ’)'/ [RR7(t) + (1 — h)R(#)]"~'dhRA(t),
0
note that B*(£) = —(1/r(t))7 <0, we see that

- [ as > [ (=) Re)
From (2.23), (2.17) and (2.16), we obtain that

R (Bhlt) - R'(t)u(t) + f PR (s)s +9 / (%)%(R(sn"*u(sms

Y R

(24)
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Define p=(y+1)/7,¢g=v+1 and

( ) h w(t), B=

4 P

A=—(yH) 747 (1

R ()
(r(t))~

Then by the inequality

p q p q
we have
PR () (E) 7B (B w(t) T
7 '+1& NI -1,
+(,). + 1)/ A" (t)(Rg(t))»’Z (r(t))% = J(T'(t)) (R(t))/ (t)

(25)
Thus, by (2.25) and (2.24), we have
L

R(l) - B ()t + /

51

(57 (5)As + 7 / (,,,(is)ﬁw(sw-u(sm

41

1 [ B el as <o

It follows from (2.21) that

R(Hw(t) — —00, t— o0,

which contradicts (2.13). This completes the proof.
Theorem 2.3-Assume that (1.3) holds, » > 0. 4(t) > 0.
Further, there  exists a positive function
n € Cu(TLR). If for T = to. gufficiently large, such that (2.1)
holds, and

L
J
then (1.1) is oscillatory.

Proof-Let * be a nonoscillatory solution of (1.1). Without
loss of generality we assume  z(t) > 0 for ¢ = .

As in the proof of Theorem 2.1 or Theorem 2.2, we consider
two cases.

Noting that #(t) = 1, B7(6)/R(t) = 1, \e obtain

/ T R o) () (9 )

5]

p(s) R (a(s))As

lim sup
t—oo

00,

(26)

t1

<[ v

Thus, from (2.28), we get

fcrx.P(S}R“f“(G(SJ)AS < o0,

which contradicts (2.26).

When 7 =L the proof is similar to the case 7= so we
omit it. This completes the proof.

o= [ )

1 )‘_“ R 1
(@)7)  (Ro()7 g ()
Case 1- +°(t) > 0.t = ti. By (2.1), this case is not true.

Case 2-When 7 = L proceeding as in the proof of Case 2 of
Theorem 2.1, we have that (2.15) holds. Multiplying (2.15)

by B o). ang integrating it from t1 to t; we get

t t t -
[ R (ofs) A s)Ast f pls) B (ols) sty / (o)) 475 ofs) 75 <0
Integrating by parts, we see that

/ R™Yo(s))w® (s)As = R (1w(t) — B (1)w(ty) —/ [R7H(s) P w(s)As,

1 31

)
y+1

(y+1)™ (

in view of Keller’s chain rule, we obtain

RO =(r+1) / 1lhR”(t) + (1= h)R(1)]dRRA(t)
0

note that ~ RA(f) = —(1/r(t))7 <0,

- f R () ()8 > (1) ] (@ﬂﬂ(sn‘w(sws.
Thus, from (2.27), we get

m%wwwwwmfwwwwmmﬂj,

t1 t !

) [ Bl et F s <0

t
By (2.13), we find that —27(t)w(t) < L. then
—R (t)w(t) < R(t) < o0,
and

t— o0,

1.1 -
T(S))‘As< 0.

(R s [ "

R7(s) 141

R(s) s

1
7 As < o0,

. APPLICATIONS AND EXAMPLES

Agarwal et al. [5], Grace et al. [8], Hassan [10], Saker [14]
considered Eg. (1.1), and established some oscillation
criteria for (1.1). We introduce some results as follows.
Theorem 3.1-(Saker [14]) Assume (1.3) holdsand 7 > 1
Furthermore, assume that there exists a positive function

7= CralTR) gych that (2.1) holds, and
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5] At =

[l e .

Then every solution of (1.1) oscillates or converges to zero.
Theorem 3.2-(Hassan [10]) Assume (1.3) and (3.1) hold,

=1 Furthermore, assume that there exists a positive
function 7 < Cr(T.R) such that

Y ol SN O (U )15 LA D
h?licp/m { G C)rs) o T a(ae }A
@)
where
R(t) 1. [f As
(1) i= ————, R(t) =1 .
olf) R(t) + p(t)’ ) =r® to 'r'%(s)

Then every solution of (1.1) oscillates or converges to zero.
In the following, we shall give some examples to illustrate
the main results.

Example 3.1 -Consider the second-order sub-linear dynamic
equation

((t(t)))™ + ) () =0, te[l,o
a(t) 1 T )=0, tell,00)p, ©)
where
= R(t) _ ;% LAs
at) = R+ a0’ R(¥) (t) /{ s
We see that
* 1 1 t
R(t) =/t mm: o alt) = u(t) =te(t)R(t) — ult) =t, f(t) = @.

Let ~ "(t)=1:We get that (2.1) holds. On the other hand

lim sup /Tt [p(SI}RW(S) —(

t—oo

1 } As
R7(s)B7(s)(r(s)) ™

t -1
. T 1) @ (s)
=lims 1 (——= )+t A
“lpr( 1 )
Hence, from Theorem 2.1, every solution

Ty
¥+ 1)

5= 0.
§12+1

Example 3.2-Consider the second-order super-linear
dynamic equation
5 (aft)*r ! | _
((ta(t)")* + - —Lmm—a"(t) =0, te[loo)r,
a tZF T (4)
where
. t 2974y -1
y2 1,500 = (o), o) = DU
We find
* 1 1 t
R(t)= [ mm:?, alt) — p(t) = to(t)R(t) - plt) =t, ,3@):@.
Let n(t) = 1.We get that (2.1) holds. On the other hand,
7 R!(s)
1 R e A
‘?lﬁp/T s Ulyrrerpres 312(5){,-(3))4

(1t e [ e (1 e [ -
Hence, from Theorem 2.2, every solution T of (3.4)
oscillates.

Example 3.3-Consider the second-order sub-linear dynamic
equation

~2 A w2
Wl @ap)') + 2 Wy =0, teft oo,
(@) i ©
where
Y <1, r(t) = Ef{ctf(;)j) o(t) U!J;f(i)‘ :ff_’(j_)l —ul) >0
We have
R = [P a0 = SR -t = -t S -t

Thus, Pl)>0.Letn(t)=1 We get that (2.1) holds. On the
other hand,

Example 3.4-Consider
dynamic equation.

the second-order super-linear

2 A 2
For ¥ 5 Gr? +7 _

(L )+ =0 v o

where
v T+ :

vz 1) = (o pie) = T, T g >
We obtain
Mo = [ (3as= g alt) w0 = GO RO -t = 730> "t

Hence, 6(t) > 0. Let u(t} =1.We have that (2.1) holds. On the
other hand,

t
lim sup f
t—oo T

Therefore, by Theorem 2.3, every solution
oscillates.

p(s)R7H (o(s))As —11mr:up/ ==

t—o00

r of (3.6)
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Subclass Of K—Uniformly Starlike Functions
Associated With Wright Generalized
Hypergeometric Function
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Abstract- In this paper we consider the class of functions of the
form

that are satisfying the condition

(l—u]@ﬂ»ﬂm) =1, (0<p<t -1¢y ¢l and n#0)
4

We obtain coefficient bounds, distortion theorem and extreme
points of the subclass of starlike functions defined by linear
operator. Furthermore, we discuss radius of convexity and
closure properties.

Keywords-Univalent, convex, starlike, uniformly convex,
uniformly starlike, Linear operator.

2000 Mathematics Subject Classification: 30C45.

l. INTRODUCTION

Let S be the class of functions /(2 that are analytic in the

unit disc U =111 <1 with f(0) = 0. Denote by T, the
subclass of S consists of functions of the form

f(z)=z- Zanﬂ, (an = 0)
2 1)

and also denote T, ,the subclass of S consisting of functions
of the form

o]

fle)=apz —Eanz”: (0,20, a1 >0)

n=1

,dy%ﬂ)or f(“’()):l( 1(2(}(1).
)

where, ither f(zp) = 29(~1< 7

Let T, be the subclass of T, satisfying

(1 —u)fi—?

Following Goodman [9, 10] ,
subclasses of S,

+1uf () =1 where (<1 <2< 1), 0<p <L,
®)
Renning[15] defined two

About.G. Murugusundaramoorthyl , T.Rosy2 And K.Muthunagai2
1 School of Science and Humanities, VIT University, Vellore -
India.e-mail: gmsmoorthy@yahoo.com

2 Department of Mathematics, Madras Christian College, Chennai-600 59
e-mail: thomas.roasy@gmail.com

632014,

(i)for the functions f in S is said to be k— uniformly starlike
functions of order if 7 if

L f
N {~f() }>k +1)
fz) f2)
and (ii)for the functions f in S is said to be k— uniformly
convex functions of order 7 if
')

fh‘(,) ’ 2
R{”m “}” ©

For positive real parameters
ayAr..op Apand 51, By By, By (pg €N =123,

-1, 2¢el, -1<y<L and k 20

L 2€eU, -1<y<1, and k>0,

that

q P
1+ Bu—)Y An>0. z€U.
n=1 n=1

The Wright generalized hypergeometric function[20]

(4)

ol i) Ay (B B . (o Bl o =p W an, AuglB B2
is defined by
ol A ZHF td [[mms 7 i€l
n=0 {=

IfA=1(t=1,2,..,p)and Bi=1(t=1, 2, ..., q)we have the
relationship:

. o S

Q}J‘I'q[(af: 1)l:p(.'dty l)l,qi = M LT aﬁq\fz) = ﬂ:gﬁ o

. . N (5)

(quH? p:qENO:NU{D};Z U) is the  generalized

hypergeometric function(see for details[8]) where N denotes
the set of all positive integers and (al. is the Pochhammer
symbol and

= (ﬁ F(Qf)) 7 (12[1—'(,3:)) .
t=0 t=0 (6)

By using the generalized hypergeometric function Dziok
and Srivastava [8] introduced the linear operator. In[4]
Dziok and Raina extended the linear operator by using
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Wright generalized hypergeometric function . First we

define a function
pdqllen, Ae) i (B, Be)ugi 2l = Qepol(os, Aoy plBhs Bi)gi 2]

Let W]len, Au) 1 (B, Bu)1g) : § = § be a linear operator defined by
Wlae, Adh i (8, Bihglf(2) = 2 pdym{og, Aoy (8, Bihgi ¢ )

We observe that , for f(z) of the form(l 1),we have

W[(at-Af)l.P;(ﬂt!Bt)lq 7 = 7"’29011 Ctl annr
n=12 (7)
where @ is given by (1.6)and nla1)is defined by

Loy +Ailn-1))...Tloy + 4yln-1))

BT TR,
V=M by 0 R0,

introduced by Dziok and Raina[4]. In view of the
relationship (1.5) the linear operator(1.7) and by setting

A=1t=1gamd B =1t=1.5 e ae Iled

immediately to the aforementioned Dziok- Srivastava
operator which contains, as its further special cases, such
other linear operators of Geometric Function Theory as the
Hohlov operator, the Carlson-Shaffer operator[3], the
Ruscheweyh derivative operator[16], the generalized
Bernardi-Libera-Livingston operator[2], the fractional
derivative operator[7], and so on (see, for the precise
relationships,Dziok and Srivastava [4, 5, 6, 8]).

For ~1<1 <L we 1et T HCM 1.k denote the subclass of
starlike functlons corresponding to the family UCV for
functions f(z) of the form (??) such that

(Wl (2)) _,,} | 0Baalf)
Re{ Walfe) 2 W)
E20ad-1<7< L,y ot

TW ],k 20) = W) [au], 7,k 20) N T,
the subclass of Tu consisting of functions of the form (1.2)
and satisfying the analytic criterion(1.3).
Using the techniques of Silverman [17] and motivated by
the earlier works [12, 11, 14] and [19], in this paper we
obtain the coefficient bounds, distortion bounds, extreme
points, radius of starlikeness and closure theorems for the

(10)

For

functions belong to the class TWil[], 7,k 20).
II.  MAINRESULTS

Theorem 1. A function f(z) of the form (1.2) is in the class
H‘?([Ql],’}:k,zu)

i[n(l + ) = (a+0)Q0os(o)as < ar(l—a),
@

if and only if

1<y <Lk 20,

The proof of the Theorem 1 is similar to that of Theorem
2.2, in [1], hence we omit the details.

Theorem 2-Let f(z) be defined by (1.2 ). Then
fl2) € TS{0.0.0.2) if and only if

2 { [nu - }i)__a(k - ?.)]'Qﬂ'n(ﬂl) - [(1 - fl) + 12,‘1]33_1} ay < 1!

n=2 (2)
1<y <Lk,

Proof- Since

(1- u) +,uf'("'0) =1, (0<p<]; 1<z <! and 2 #0), we get

ap =1+ E[(l — 1) + npanz
n=2
Substituting for «.in (2.1) we get (2.2). ©)
Corollary 1-Let the function f(z) defined by (1.2 ) belongs

TWil[oal, .k, 20). Then
IR . . _1
n < wg]%(m) _ [(1 _|_ ”#] -1
122 -l<a<l 620 o equality for
- [n(L+k) = (k+7)Q0n(a )z - (1=7)e"
f(Z) (] n-1

n(L+k) = (k+7)
Theorem 3-Let

filz) =z and fyz) =

Qon(ar) = (L =)[(1 = ) + mpg 3)

(L4 k)= (k47 Qolag)z = (1-7)"
(14K)= k44 (o) - (1)1 p)

Then /) ETW(al .
the form

f(z)= z Anflz)

Proof-The proof of the Theorem 3, follows on line similar to
the proof of the theorem on extreme points given in
Silverman [17] (b)

nl

@

|f and only if it can be expressed in

a0
, where A, > 0 and Z)\n =1.

n=1

I1. A DISTORTION THEOREM

Theorem 4-Let the function f(z) defined by (1.2 ) belong to
TWi([en], 7,k 20)

(-a)
)] 2 @il {“WMM}

119 <o {1+ el
@

)

forzel.
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: {oy(y) -
Proof-In the view of (2.1) and the fact that is non-
decreasing for ™= 2. we have

Qaa(a1)(2 - a+ ) Z a < E[n(l +k) = (k+7)|Q0n(0)an
n=2 n=2
< (=)

©)

which is equivalent to,

- ai(1-7)

LT ﬁk ik

= T Q)2 +k—7) @
Using (1.2 ) and (3.4), we obtain

@ > all =Y an
n=2
1.2 ai(1—7)
S P [P E
(1-)
> oil{1- g
and

)
1 < a1+ i)

V. CLOSURE THEOREMS

®)

Let the functions fj(z) be defined forj=1, 2,...m by

a4}

= an; 2"

n=2 (1)
0 >0, 05,720, 2600
Theorem 5. Let fj(z) defined by (4.1) be in the class
TWE([“'I]"M*ZU)' Then the function h(z) defined by

= Zdjfj(r?), dj =20

filz)=a1; 2

(2
also in the same class ™ ([0‘1] T b '0)

m
> dj = 1.
j=1

where

©)

Proof-From (4.2) we have
0
h(z) =bz -I—Zb P
n=2

where

m
b] = Z djal,j

= -and
since 112) € TWE((a], 7k 20) (5 =1,2,...m)
applying Theorem 2, we get

(4)

by =3 djan; (n=2,3,...)

Ts

and by

l-w

X (= -1 1. 1.2

n=2
Therefore, we have

> { B - - i }Zdam

n=2
-Y4 {Z (g, o) - -+ i J]
j=1 n=2

h(z) € TWE(lay). v, k. 2
Which implies that h (z) € TWyllea], .k, )

complete.

and so the proof is

V. RADIUS OF CONVEXITY AND STARLIKENESS

In this section we obtain the radius of starlikeness of order

J{0<a<), radius of convexity of order 6(036(1), for the
Tl ).

class

Theorem 6-Let fETS(MB Zﬂ}. Then
1) fis starlike of order 4 (0<9<1).in the disc !/ <"s

that is, fe { 1e) }>d, (2] <7y 5 0<d<1), where
(kﬂ-n}nh

. 1—8[n(l+k)—
rl—;‘;ffg{“”nﬁal)m o

2) fis convex of order (<0< in the unit disc
that is Re

z2f"(2)
{H‘IJ,(MT} >0
J0<8<1), where

1
. 1-d)[n(1+k) = (k+4)] ]
e it g 20 = )
n<2 n{n—d)(1-1)
Each of these results are sharp for the extremal function f(z)
given by (2.4).
Proof-Given feTi.and fis starlike of order 4. we have
:f'(z)
f(2)
For the left hand side of (5.1) we have
Z(ﬂ*l)anl "t
a; — f: an |z|"1 ‘

n=2
The last expression is less than 1-9 if

n—13 n—1
2 Ty I
. O]

o
a=1+Y[1-p+ nu]anzg'l
n=2

(|2

-1f<1-4d

)

<< 1.

Substituting in (5.2), we have
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n—4
Z{l Iz = [(1—u)+nmza‘*}ans1

= ®
TP I .
Using the fact, that fe quﬂ“ﬂs’hkwﬂ] if and only if
2 {WQO},(G[) -(1-p+ ny.]zg_l} ap < 1.

n=2

We can say (5.1) is true if
n=0, . n(14k) - (k+7
e Lo

l-a
Or, equivalently,

(L=8)n(L+k) = (k +7)]
I

which vyields the starlikeness of the family. (2) Using the
fact that f is convex if and only if zfO is starlike, we can
prove (2), on lines similar the proof of (1). €))

Qrfor) - [1- ) il

|,’|n—l

Remark-We note that the radius of starlikeness and
convexity are independent of the fixed point zo.

VI. CONVEX FAMILIES

Suppose Bp is nonempty subset of the real interval (0, 1),we
define Iwﬂ(lalmk;B) b)r

TWo(Joa], 7.k, B) = | TWh([eul v, k. 29).

zieB

P vk z
If B consists of a single element say z0 then TWillea) k)
is a convex family. Because if fl(z) and f2(z) are in
TWE([au], v, k. 20), . AL Mz
ACIYE) then it can be seen that for DEA<T Mle)+
is in TWE(lat 7k 20) To examine this class for other (-~ W22)
subsets of B, we prove the following lemma

If flz) € TWE(leal, sk ) N TR (fu ], By 2a),

Lemma 1.- where
z0 and z1 are distinct positive numbers then f(z) = z.
Proof-For the functions of the form (1.2 ), we have
ap =1+ Z an[(1 — ) + npzf
n=2
and
[a's]
=1+ Z an[(1 = ) +np2]
n=2
That is,
-1 1
an[(1 =)+ mplfey ™ =z [ =0.
Hence @ =0rn=24and so the results follows. (a)
Theorem 7.- If B is contained in the interval (0, 1) and

0<a <L, §20, tenTWE o] 7.k, B)

only if B is connected.
Proof-Let B be connected. Suppose

is a convex family if and

of the form (1.2 ) is in 7.2 € Bwith 2 < 2. I f(z)

TWil[a], 7,k z0) and g(z) = byz - E by2"

is in T2l 1k 2) then for <) <L we shall prove that
there exists a 2 (@ < 2 S 1) such that hlz) = Mf(z) + (1= Nglz),

TWE (o], 7, k, 2). Set
tz) = [(1-p)—

sin
hlz +ph(2)]
Z ll"

1 +)\Z [an{(1= )+ np} ("
n=2

l 1)+ np)

+(1-4) lbl = b (1= ) g
n=21
_ Zn—lﬂ

Z {(1= )+ b~ - 2" |

n=2

(6)
and we observe that f(z) is real when z is real with
t(Z[)) > 1and f(zl) <1.

Hence for some zy, o < 7, = z;, we have t(z,) = 1. Since z,
Z, and 7 are arbitrary, the family 7s(u.a.3.8) Conversely,
suppose B is not connected. Then we can take z0, z1 z0, z1
2 B, z, /2 B such that zg < z, < z;. Let us assume f(z) and
g(z) are not both identity function. Then using (6.1)

fixing z = z and allow 7 to vary,
tz) = tz, A)
= 1"')\2 an{(1 = p) +npt(zg™ _3;_1)]

n=2
00

+(1- /\)Z [bn{(l -+ n#}(zil—l _ z;_l)} .

n=2

Since f,0) > Land t(z,1) <1 there must exists 2" <%0 <1

which 122:%) =L jence
h(z) € TW([ai], 7k, 22) for A = . Since 29 ¢ B
since 2%% from the Lemma 1, it
h(z) € TWE([ea], 7.k, B).

€ TWi([a1], 7, k, B).

"for

follows that

Therefore is not a convex family.

(b)

1(t =1,2,.
ap, and

Concluding Remarks
Observe that, if Ay=1(t=1, 2, ..., p) and B, =
q) spemahzmg the parameters p, q, , X2,

T Wg([ﬂﬂmff,zo) o
"in the class we obtain various
classes introduced and studied in the literature ( see [12, 14,
17, 19)).
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Graph Transformations,Interpolation And Extremal
Theorems For Graph Parameters

Narong Punnim*

Abstract-Let Gbe the class of all graphs and < =Y A graph
parameter = is called an interpolation graph parameter over
J if there exist integers a and b such that
{m(G):GeJ} = kek:a<k<b}

Thus if o is an interpolation graph parameter over 7 then
[=(G) : G < 71 is uniquely determined by

min(w, J) = min{r(G) : G € J} and max(m, J) == max{n(G) : G € T}.
The problem of finding min(7,7) and max(r. 7) js called the
extremal problem in graph theory. We will discuss our results
which have been done, in this direction, in the past ten
years. Some open problems are also reviewed.
AMS Subject Classification 2000: 05C07, 05C35
Keywords -Interpolation theorem, extremal problem, graph
parameter.

l. INTRODUCTION

nly finite simple graphs are considered in this paper.

For the most part, our notation and terminology follows
that of Bondy and Murty [1].
Let J be a class of non-isomorphic graphs. A graph
transformation on 7 is a subset of J %7 Let _be a graph
transformation on 7 We can define the p-graph having 7
as its vertex set and there is a directed edge from G to H if
and only if (G;H) (&-H) € r |If p is symmetric, it yields an
undirected graph and otherwise a directed graph.
Harary [10] used a graph transformation called a
fundamental exchange or an edge exchange as follows: Let
G be a connected graph of order « > a The tree graph, T(G),
of G is defined by specifying V (T(G)) as the set of all
spanning trees of G, and two vertices 11.72 € V(T(G)) are
adjacent in T(G) if and only ifT1 and T2 have exactly = —2
edges in common. This is an example of an undirected
p.graph. It was proved by Harary [10] that the tree graph
T(G) is connected.

negative integers is a graphic degree sequence if it is a
degree sequence of some graph G. In this case, G is called a
realization of d:A degree sequence of an r-regular graph of
order n is denoted by r".

Let G be a graph. For the distinct vertices a, b, ¢, and d in V
(G) such that ab and cd are edges in G while ac and bd are
not edges in G. Define G”“"*? simply written G to be the
graph obtained from G by deleting the edges ab and cd and
adding the edges ac and bd.

The operation @ (a; b; c; d) is called a switching operation.
For a graphic degree sequence d,let R(d) and CR(d) be the

About-*This work was carried out with financial support by the Thailand
Research Fund.

GJSFR Classification — F (FOR)
010104,010105,010404

sets of non-isomorphic realizations and connected
realizations of d,respectively. The X(d) is defined as a
relation on R(d) as (G.H)eX(d)ifG# H and there is a
switching @ on G such that H = &° Thus the *(4) —graph is
simple. The concept of *(4) -graph was introduced and
developed in a joint paper by Eggleton and Holton [7]. It
provides A structured way to examine all the graphs which
\realize" a given degree sequence. The =(d)-graph and the
subgraph induced by CR(d) are connected as a consequence
of Taylor [22, 23].For positive integers m and n with
0=m= (). et G(m; n) and CG(m; n) be the sets of all
non-isomorphic graphs and the set of connected graphs of
order n and size m, respectively. Let

and f#E(G). Define " to be a graph with
vigte = vig)and E(G") = E(G—e+f). A transformation

t(e. f1 is called an edge jump. Now let 7 (" n) be a relation
on G(m; n) defined by (G;H) €7(mn) it G*H and H can
be obtained from G by an edge jump. Since T (m; n) is
symmetric, it follows that the T (m; n)-graph is simple.

1. THE INTERPOLATION GRAPH PARAMETERS

Let Y be the class of all graphs. A function =:¢—z is
called a graph parameter if =(c) =w=(a)for all isomorphic
graphs G and H. A graph parameter = is called an
interpolation graph parameter over </ <Y if there exist
integers x and y such that

(MG GeTJ)={kcZ:x<k<y}
If = is an interpolation graph parameter over 7 then
{n(G): G €Tt is  uniquely determined by min
min(7, 7)== min{7(G) : G € Trand max(r..]) = max!7(G): G € T}
In 1964, Erd}os and Gallai [8] proved that any regular graph
on n vertices has chromatic number ¥ = % unless the
graph is complete. Commenting on their result in a personal
communication, Erd}os wrote to Pullman \probably such a
graph exists for every = 5 except possibly for trivial
exceptional cases."”
Caccetta and Pullman [3] confirmed and strengthened
Erd}os' conjecture by showing that if * > 1. then for every
n = % there exists a connected, regular, k-chromatic graph
of order n. This is an example of interpolation graph
parameter X over the class of all connected regular graphs of
order n.

A. The I(d)-graphs
We will review in this subsection the interpolation

properties of various graph parameters over R(d) and CR(d).
We first prove a general result as follows:
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Theorem 2.1- Let 7 € R(d) and the subgraph of Z(4)-graph
induced by 7 be connected. Let ~ be a graph parameter.
For any graph G of degree sequence d and any switching ¢
If [=(G)—-=(G") =1, then x. an interpolation graph
parameter over J .

Proof-Let H.K < .7 such that

w(H) =min{n(G) : G € J} and 7(K) = max{n(G) : G € T}.
Since the subgraph of *(d) -graph induced by 7 is

Gin1 = GF gince [m(Gi) — n(Gis1)| = [7(Gi) — w(GTH)| < 1,
it follows that () ri=12,..tp ={k €
L:m(H)=k=m(K)}. Thus ~ is an interpolation graph
parameter over 7.
The following result can be obtained as consequences of
Taylor [22, 23].
Corollary 2.2-Let = be a graph parameter. For a graph G of
degree sequence d and A switching 7 Ix(G) — w(G7)] < 1.
then = is an interpolation graph parameter over R(d) and
CR(d).
We will now review interpolation results on graph
parameters over R(d) and CR(d). Here we use «(G) and o(G)
for the clique and independent number of a graph G
respectively.
We proved in [13] and [14] the following result.
Theorem 2.3-Let G be a graph and = be a switching on G.
If m € {x.w}, then |7(G) — T(GQ7)| < 1.
Note that o(G)=w(@ for any graph G
G and Eg(ﬂ'b:f'dj = Golacbd)
Thus we have the following corollary.
Corollary 2.4-Let G be a graph and ¢ be a switching on G.
Then la(G) —a(G?)| < 1. For the matching number «'(G)
of a graph G we obtained in [18] the following result.
Theorem 25-If o is a switching on G; then
@'(@) = a'(G7)] = 1. The following results were obtained by
Gallai [9] showing a relationship between the independence
and covering number. Here we use A(G)and 5(G) for the
covering and edge covering number of a graph G
respectively.
Theorem 2.6- For a graph G of order n; (&) +5(G) = n.
Theorem 2.7-For a graph G of order n and
§ > 1,0 (G)+ F(G) =n.
As a consequence we obtain the following result.
Theorem 2.8-Let G be a graph, 9(G) =1 and o be a
switchingon G. If € {4.7'}.then |7(¢) —=(G7)| < 1.
Let G be a graph and # € V(&). Then F is called an induced
forest of G if G[F] contains no cycle. For a graph G; we
define, f(G) as:
f(G) := max{|F| : F is an induced forest in G'}.
The graph parameter f is called the forest number. The
problem of determining the minimum number of vertices
whose removal eliminates all cycles in a graph G is known
as the decycling number of G, and is denoted by ¢(¢) Thus
for a graph G of order n, ¢(G) + f(G) = n.\We
proved in [15] the following results on f and ¢
Theorem 2.9-If S is any subset of vertices of G such that
G[S] is a forest, and ¢ is any switching on G; then 7[5]

and

Global Journal of Science Frontier Research

contains at most one cycle.

Proof-Let S CV(G) and G[S] Let a; b; ¢; d  viG) with ab;
cd ¢ E(G) and ac; bd # £(G) Since G[S] contains no
cycle, it follows that G[S] + ac and G[S] + bd contains at
most one cycle. Thus if [SM{a.b.c.d}f =3, then G_[S]
contains at most one cycle. Now suppose that {a; b; c; d}

€ 9 Since G[S] is a forest, for any two vertices ©.v € 5
there is at most one (u; v)-path in G[S]. In particular, if there
is an (a; ¢)-path in G[S], then there is no (b; d)-path in G[S].
Thus G@isl contains at most one cycle, where
o=o(a,b;c,d).

The following corollary can be obtained as a consequence of
above theorem.

Corollary 2.10-Let G be a graph and ¢ be a switching on
G. If ™ € {f. 0}, then |7(G) — =(G7)| = 1.
A dominating set of a graph G = (V;E) is a subset D of V
such that each vertex of V -D is adjacent to at least one
vertex of D: The domination number (&) of a graph G is
the cardinality of a minimal dominating set with the least
number of elements. We proved in [17] the following
results.

Theorem 2.11-If G is a graph with 7(¢) - ~and ¢ is a
switching on G; then (G”) = v+1.

Proof-Let D be a minimum dominating set of G. Let a; b; c;
d €V (G) with ab; cd = E(G) and ac; bd = E(G). Put ¢ =
¢ (a b;c;d). If {a;b;c;d} ND=0or{abedl CDthen
D is a dominating set of 7. If a.be D orc.d € D, then D is
a dominating set of &7 Finally if

a € Dorc € D, then DU{b} or DU{d} is a respective dominating
setof G=.Thus 7(67) =7+L

By the fact that a switching is symmetric we obtain the
following result.

Corollary 2.12-1f ¢ is
1(G) =€) = 1.

Combining the results in this subsection we can conclude
the following theorem.

Theorem 2.13-Let d =
di zdy z ... 2 dn =

a switching on G; then

(d; d; @ 5 dn);
! be a graphic degree sequence. Then
xw, fid,a,a/,5.5" and v gre interpolation graph parameters
over R(d) and CR(d).

B. The T (m; n)-graphs

We recently proved in [21] that the T (m; n)-graph and the

subgraph of the T (m; n)-graph induced by CG(m; n) are

connected. We also obtained in the same paper the

following results.

Theorem 2.14- 7 € {x.w, f.d.00". 5,57} Then for any G

€4lmmn) and an edge jump t(e; f) on G,

(G — m(GHEN)] < 1.

Theorem 2.15- 7€ {x.w.f.o..0 5.7} Then = is an

interpolation graph parameter over G(m; n) and CG(m; n):
. THE EXTREMAL PROBLEMS

An extremal problem asks for minimum and maximum
values of a function = over a class of objects. In our context
we consider the problem of determining
min(r, J) and max(r, 7), where « is a graph parameter and
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J is a class of graphs We emphasize on the graph
parameters as stated in Section 2 and the classes of graphs
J € {R(r™), CR(r"),G(m,n),CG(m.n)}. Therefore we use the
following notation.

e min(m, ") = min{n(G) : G € R(r™)},

e max(m,r") = max{n(G) : G € R(r")},

e Min(m,r™) = min{n(G) : G € CR(+")}

o Max(m,r™) = max{n(G) : G € CR(r")}

e min(m;m.n) = min{7(G) : G € G(m,n)},

e max(m;m,n) = max{7(G) : G € G(m,n)}

e Min(m;m,n) = min{7(G) : G € CG(m,n)}, and

e Max(m;m.n) = max{n(G) : G € CG(m.,n)}.
A. R(r") and CR(r")

We will focus on the extremal problem over the classes of
regular graphs and some other related classes in this
subsection. A classical result of Erd}os and Gallai [8] gives
a motivation to the extremal problem.

Theorem 3.1-An r-regular graph G of order »>r+1 has

3n

chromatic number * = = with equality if and only if the
complementary graph & o/ G is the union of disjoint 5-
cycles.

We obtained in [13] the extremal values of X

Theorem 3.2- 7 = 2 and n = 2r,

2 if niseven,

min(y, ") = { 3

Theorem 3.3- Ifr =2, then
i min(y, r""'H) = max(y, r”l) =r+1 and

if nis odd.

i min(x, 7" %) = max(y, 7" %) = (r + 2)/2.
Theorem 3.4-For any '" =4 and odd integer s such that
3 = s = retqandt be integers satisfying Then
q if t =0,
min(y, 7" ) =¢ g+ 1 if l<t<s—2,
qg+2 ift=s-1.
Theorem 3.5-For any even integer " =6 and any even
number s such that 4=s=rltaq and t be integers
satisfying 7+5=sq+1t, 0 <t <s. then
. q if t =0,
mmwxﬁﬂ:{q+1iﬂzz
By using Brooks' theorem [2] and some graph construction
we obtained the following theorems in [13].
Theorem 3.6- Let r = 2. Then
max(x,r?") = r,
3 ifr=2,

rMﬂrﬂ””:{r ifr>4

max(x,r") =r+1 forn>2r+2.

Theorem 3.7-For any r and s such that 3=s=7—1 we
have

i max(x, ") > (r+5)/2 if r+ 5 is even, and

i max(y, " ™) > (r+s-1)/2 if r + s is odd.

The exact values of max (") are not easy to obtain if
r+3 = mn < 2r—1 Resylt of Theorem 3.1 gives an upper
bound for X in the class of connected regular graphs of
order n but the bound can be very far from the actual value
depending on the regularity. We were able to improve the
bound in [12] by introducing the de_nition of F(j)-graph.

Let 7 be a positive integer. An F(j)-graph is a
(j = 1-regular graph G of minimum order /() with the

property that X(&) > f(1)/2- It is easy to see that F(3)-graph
is Cs and f(3) = 5.
We found F(j)-graphs for all odd integers j as stated in the
following theorems.
Theorem 3.8-For odd integer 723 we have

FG) =5 —1) if j = 3(mod 4) and [(j) =
1+2(—1) if j = 1(mod 4).
Theorem 3.9-[12]- Any r-regular graph of order n with
}1—_ r =1j odd odd and 7 = % has chromatic number at most

J)+

270" ™ and this bound is achieved precisely for those
graphs with complement equal to a disjoint union of F(j)-
graphs.
Problem 1.- Find an F(j)-graph for even integer 7 =+
Problem 2.- Find max (x.~"7)ifjisevenand #=J =72
The extremal problem for « has been completely answered
in [14]. Since &r+1 is the only r-regular graph of order 7+1.
it follows that min t(w.r"™") =max(w,r"*')=r+1L Gijven
positive integers n and k with ¥ =7 there exists a
connected graph G of order n with «(&) = k. As we shall see
in the next theorem that there is no regular graph G of order
n having «(G)strictly lies between 7 and n.
Theorem 3.10-Let d = r"be a graphic degree sequence with
r+2<n<2r+1 Then max(w.r™) =|%].
The idea of obtaining min '(“~™") is similar to what we have
done for min (x.~") and we have min(w,r") =min(x,") jn all
situations.
Problem 3.- We have obtained min(w.r") = min(x,") jn
all situations. It is interesting to find min(w.r") = min(x, r")
Problem 4.- By using the relation “(¢)=«(C). can we
obtain min l(e,+7), max(a.r™). Min(a,r")  and Max(a, #")?

For the graph parameter f-we found in [16] a lower bound
of min(f; d) by using the probabilistic method. In particular,
we proved the following theorem.

Theorem 3.11-Let G be a graph having degree sequence d =
d = (di,do,....dn), di = d2 = =d,>1. Then

"
HEOESDY :
oiditl

The value of min (/:"") is not easy to obtain if we work on
r-regular graphs. It is reasonable to extend the class of r-
regular graphs of order n to a larger class 9a(n)- et n and
positive integers with ™ > A- Let Y2(”) pe the class of all
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be a sequence of non-negative integers. Define d a degree

sequence ((ll dg ..... d, ) where dl =n—di—1,fori=1,2,...,n.

It is clear that d is graphic if and only if d is. We proved in
[16] the following results.
Theorem 3.12-Letd =
d= (d[ do,.... dl_),dl Zdoy = ... 2dy > 1 be a graphic
degree Sequence and and dy + 1 <n<2dy+ 1. Then

i min(f; d) = 2 if and only

di=dy=dy==d, andn=dy +1 and
if d does not have a complete graph as its realization, then
min(f; d) = 3 if and only if d has a disjoint union of stars as
its realization.
Theorem 3.13-Letn= Letn=(A+1)g+t0<t<

1. min(f,Ga(n)) =2q, ift =0,

2. min(f,Ga(n)) =2q+1, ift =1, and

= A.then

3. min(f,Ga(n)) =2¢+2, if2 <t < A,
With some modi_cation of Theorem 3.13 in the class of r-
regular graphs of order n and some properties of F(j)-graph,
we found min (f.r") in all situations as stated in the
following theorems in [19]
Theorem 3.14- Forr >3, andn=r+j,1<j<r41
i min(f; I =2, ifandonly ifn=r+1,
ii. min(f; I =3, ifand only ifn=r + 2,
iii. min(f; r") = 4, for all even integersn 7 +3 <n.

iv. min(f;r™) = 4, for all odd integers n,
in, r+3<nandn > f(j),
V. min(f, ") = 5, for all odd integers n,

r+3 <n andn < f(j).where

1) =3G-1) if j=3(mod 4), and f(j) =14 3(i = 1) if = L(mod ).
Theorem 3.15-
Forn>2r+2andr >3, witen=(r+1)g+t,g>2 and 0 <t <r. Then

i min(f; ") =2qift=0
ii. min(f; r") = 2q+1|ft—1,
iii.  min(f ") "2 A2st=r—L
iv. min(f; M =2q+3ift=r:
We obtained in [15] the values of max(f; r"), for all r and n
as stated in the following theorems.

Theorem 3.16 masts, ) = { (@l
eorem 3.16- iy >
Note that " =2 then max(f, r) = Max(f; m): The

investigation of Min(f; rn) was considered in [20] and we
settled almost all cases as stated in the following results.
Theorem 3.17-Let n be an even integer n = 12. Then

Min(f, 3") :{ sn— g if n=2(mod§),

L%nj otherwise.
Theorem 3.18-Let n and r be integers with r = 4. Then
Min(f, ") > 2”].

T
Let n=ra+t 0<t<r—1,7>4 Then Min(f,s") > 2q+ (%1
By construction we have the following results.

2 ift =0,
Min(f,r") ={ 2¢+1 ift=1,2,
2 +2 ift> 5.

Problem 5.- Find Min(f; r") if3<t<i

Let B(r*") be the class of r-regular bipartite graphs of order
2n. It was shown in [27], page 53 that the subgraph of the
S(r*")-gravh jnduced by 5(->")is connected. Therefore f is
an interpolation graph parameter over We write

min(f, B(#2")) for min{ f(GQ) : G € B(r?™)} and
max(f, B(r#)) for max{f(G) : G < B( )L Thus F(B(*))

is uniquely determined by min(f. B(r 2”)) and max(f, B(r*")).
EVldentIy nnn(f B(rfz" = max(f, B(r? )j =2n if r P{O 1}
max(f, B(2")) = Qn -1 and min( f, b(?zn = [STW We proved
in [5] the following theorems.
Theorem 3.19- Ifr>2, then max(f,B(r*)) = max(f,r™") =
Theorem 3.20- min(f, 5(3°")) = n + [§].
Theorem 3.21- min(f. B(47)) = n + [7].
The problem of determining min (f. 5(r*"
Problem 6.-Find (f.B(-*) if r = 5.
Problem 7-Let CB(r*") be the class of connected r-regular
bipartite graphs of order 2n and r = 2- It is clear that
max(f,CB(r 2“)) = max(f, B(r 2”)) Find tn]n(f (B(rzn))
Problem 8-The hypercube Qn is a connected n-regular
bipartite graph of order 2n. The exact values of f(Qn) have
been obtained when n is a power of 2. Details can be found
in [6].Find f(Qp) for other values of n.

In [18], we determined the values of min(e’,r") and max(a/,r")
for all r and n. Since

min(a/, ") = max(a’, 0’”) 0 and min(o’,1%") =
we can assume that " and » >r+1. An existence of an
r-regular Hamiltonian graph of order n implies that max
(e”.7") = 13]- A component of a graph is odd or even
according as it has odd or even number of vertices. We
denote by o(G) the number of odd components of G. Tutte
[25] proved the following theorem.
Theorem 3.22-The number of edges in a maximum
matching of a graph @ 2(V(@I=d \yhere
d = maxgcy () {o(G — 5) — |S]}.

Let F(r; d) be the minimum order of an r-regular graph G
with () =5(V(G) = d). It is clear that

|[V(G)| = d(mod 2). Wallis [26] found F'(r,2) for all r > 3.
More precisely, he proved the following theorem.
Theorem 3.23-Let G be an r-regular graph with no 1-factor
and no odd component. Then

Ir4+7 ifrisodd, r >3,

3r+4 if riseven, r > 6,

22 if r=4.

Furthermore, no such graphs exist forr = 1 or 2.

If G is an r-regular graph with *(¢) = z(V(G)l = d). there
exists a k-subset K of V (G) such that
ofG—-K)=k+d If k=0, then r is even, G contains d odd
components,and each component of G has order at least r +

k=4

)) is not easy if r > 5.

max(o/,1%") = n,
> 2

VG =
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1. Suppose that - # = 1 and & — K has an odd component with
p vertices where P = 7-Thus the number of edges within the

component is at most 277 = 1) This means that the sum of
degrees of these p vertices in G - K is at most But G is an r-
regular graph, so the sum of degrees of these p vertices in G
is pr: Hence the number of edges joining K to the
component must be at least pr - p(p - 1). For a fixed integer r
and an integer p satisfying l1=r=r the function
Ip) =pr—pp—1), 1= p =7 has minimum value f(1) = f(r)
=r: So any odd component with r or less vertices is joined to
K by r or more edges. Suppose that there are o+ odd
components of G - K with more than r vertices and o- odd
components with less than or equal to r vertices. Thus

ort+o_=k+d (1)
op +ro_ < kr. (2)
From these 2 relations, we have

Loy > fr""—fﬂ =d+ (r%dl] and k > (%1
We obtained the following results in [18].
Theorem 3.24- Let r be an
r > 2. Then F(r,d) = d(r—',— 1). then

min(a’, ") = 2 + [H'EJ

even integer,

Suppose that r is odd and ” = ¥ Let G be an r-regular

graph of order n such that (€)= 3(n—d). Then d must be
even. Put d = 2g. There exists a nonempty subset K of V (G)

of cardinality k such that °¢ ~ %) =#+2¢By (1) and (2),

we have
> k4 (4 2o > [ 4 (r+2)2 4 [2]) = [2(r+3)+ 2(r +2).

Wallis [26] de_ned G(x; y) to be a graph with x+y vertices,
x and y being of degree x+y-3 and x + y - 2, respectively.
Thus G(x; y) exists if and only if y isevenand ¢ = 2 Itis

noted that for any graph G(X; y), it has y vertices of degree r
and x vertices of degree r - 1. Let Let wivii=1.2.....m.pa
integers such that G(x;; y;) exists forall i =1; 2; :: :; m: We
then construct a graph C(rl ) * Glrz,va) + '+ Glam, um)

from disjoint copies of the graphs by inserting a new vertex,
say u, by joining u to all vertices of G(xi; yi) which have the

smallest degree, for i = 1; 2; : : : ; m: With this notion we see
that for an odd integer = 3. ¢ = L :2....,"3" and for any odd
positive integers ai; i=1; 2;:::; ; 1+ 2q whose sum is r, it
follows that

Ge=Glar,r+2—a1)*Glag,r +2—ag) * ...+ Glarsag, 7 + 2 — a149)
is an r-regular graph on (r + 2)(1 + 2q) + 1 vertices with
o/(Ca) = 3(V(Ga)l = 29)- \yg have the following results.
Theorem 3.26-For an odd integer "= 3 then
F(r,2q) = (r+2)(1+2q)+1 forq=1,2,. %l

i
h fq="5ls 41,0 <
i, da=fFern0si<g then

F(r,2q) = sF(r,r — 1) + F(r, 2t), where F(r; 0) =

0:
Corollary 3.27- Let r be an odd integer,
rz 3 IfF(r2q) < n < F(r.2(g+ 1), then min(a’.r")z%(n—?q).

Problem 9.- It is clear that <’ is an interpolation graph
parameter over CR(rn) and it is easy to see that

Max(c/,r") = | §]. Find Min(a’,7"). Find Min(a/, 7).

g, G(m.n) and CG(m,n)

We will discuss in this subsection the extremal problem for
graph parameters over G(m.n) and CG(m.n) Mantel's
theorem [11] provides the maximum number of edges that a
2-chromatic graph of order n can have. On the other hand
the minimum number of edges in a 2-chromatic graph of
order "~ 2 is 1 and the minimum number of edges in a 2-
chromatic connected graph of order =2 ‘is 1 and the
minimum number of edges in a 2-chromatic connected
graph of order » = 2isn—1. Turan [24] extended the result
of Mantel by introducing the Turin graph. This result of
Turén IS Viewed as the origin of extremal graph theory. The
Turan graph Tp. is the complete r-partite graph of order n
whose partite sets differ in cardinality by at most 1.
Theorem 3.28-Among the graphs of order n containing no
complete subgraph of order r+1,T,, has the maximum
number of edges.

In order to apply Turan theorem in our context, we would
like to state the following facts.

i. ltn=rqg+t, 0=t <r then Tnrthen Tn:r consists

of t partite sets of cardinality 71 #1d7—* partite

sets of cardinality [+
. Let G € G(m,n). fw(G) =<
i, ST = (”;“)
iv. Lett(n;r) =

t(n,r — 1) < t(n,r) for all r, 2
t(n,r) —t(n,r —1)

< r, then m < e(Th ;).

+(r—1)(“3"), where a = [%].

(Tnr)- Then for a fixed n, we get

=r<n In  fact

= ("3, where ¢ = -

We obtained in [21] the following theorems.

Theorem 3.29-Let m; n and k be positive integers with
n >k >3 and (g) <m < (H_l) Then max(x;m,n) = k.

Theorem 330 Let m; n and ¥~ 2 be positive integers

satisfying t(nk —1) < m < tn.k). Then max(x;m,n) = k.

We now conclude the following corollary.

Corollary 3.31-Let m; n and k be positive integers.

Ifn =k and () <m< (Hl) then max(w;m,n) =k
Ift(n.k—1) <m < t(n. k), then min(w;m,n) = k.

Ift(n.k —1) <m < t(n. k), then Min(x:;m,n) = k.

iv. If k>3 and t(n,k — 1) <m < t(n, k), then Min(w;m,n) = k.

Results on Max(x:m,n) and Max(w:m.n) e optained similarly

as stated in the following theorems.

Theorem 3.32-Let n;m and k be positive integers with
n=k=3and (§)+n—k=m< FEY +n—k—1. then
Max(x;: m, n) = k.

Theorem 3.33-Let n;m and k be positive integers with
n=k: 3and()+n7k<m< (k+l)+n—ﬁ—l then

max(w;m,n)

Thus all extreme wvalues of X and « over
G(m.n) and CG(m.n)  are  obtained in all situations.The
extremal values of the graph parameter f over
G(m.n) and CG(m.n) \yere obtained in [4].
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Let G be a graph and X; Y be disjoint nonempty subsets of
V (G). Denote by =(X) the number of edges in
GIX] and £(X.Y) the number of edges in G connecting
vertices in X to vertices in Y:

Let Let G <G(m.n) and F be a maximum induced forest of
G. Let jFj = a: Therefore G - F has order n - a. An upper
bound for m can be obtained by the following inequality.

m=¢e(G—F)+&(G—F,F)+(F) < (n;a)+a(n7a.)+(a71).

Let a = n - i for any ‘€{L2Z....n=21 Then

m < (i+ Ln — 232

For an integer i = 1; 2; . . . ; n - 2, let
1‘9+35+2

My(n—i):=(i+1)n— 5

Itis clear that ™=(" =) is an integer. We showed in [4] that
max(fim.n) =n—1if and only if Ma(n—i+ 1) <m < My(n )
And Max(f;m,n)=n—i if and only if m=n-1 and

Mup(n—i+1) <m < My(n —1).

In order to obtain the values of min(f; m; n), we _rst _nd the
minimum number of edges of a graph of order n having the
forest number a. Let G(n; f = a) be the set of graphs of order
n having the forest number a. It is clear that
G(n; f = a) # W if and only if 2 < a < n. For integers n and a,
let

my(a) :=min{e(G) : G € G(n; f =a)}.

Thus 1e(n) =0, my,(n—1) =3 and m,(2) = (3). It is easy to

see that for a graph G of order ™= 2. £(G) =2 jf and only if

G=K. We now find ww(a)for2<a<n. Theorem 3.12
gives a characterization of graphs having forest number 3.
Thus ™) = &) =7+ Lgoral » = 4 \we proved in [4] the
following lemma.

Lemma 3.35-If G is a graph of order
A(G) = A and f(G) =2q+1 for some

q, thenn < (A+1)g+ 1.

By Lemma 3.35, we have a lower bound for the maximum
degree of a given graph in terms of its order and its forest
number. In other words, if G is a graph of order n, then

AlG) = [%W L particular, if f(G) = 2q for some integer
g, then n < (A+1g+1.

By Lemma 3.35, we have a lower bound for the maximum
degree of a given graph in terms of its order and its forest
number. In other words, if G is a graph of order n, then

AG) 2 [7gy1-1 " In particular, if f(G) = 2q for some integer
g, then 2(&) = [G1—1 By Lemma 3.35 the lower bound for

A(c) can be improved if f(G) is odd. That is, if f(G) = 2q +
1 for some integer g, then n = (AC) + Da+1 which is
AG) = "] -1

n with
integer

equivalent to
corollary.
Corollary 3.36-Let G be a graph of order n and g be a
positive integer. If f(G) = 2q, then

A(G) = [%] — 1, and if [(G) =2q+ 1, then A(G) = WT_P‘ -1

Let 9'(nif =a) = {G € G(mf=a): s a union of 2!
cliques}t is clear that ¥" (i f =a) C G(n: f =a). We have the
following theorem.

" We have the following

Theorem 3.37-Let G be a graph of order n with f(G) = a.
Then there exists a graph H =9 (n:f=a) gych that
e(H) < ¢(G).

By Theorem 3.37, we know the structure of graphs of order
n with prescribed the forest number. In general, for a graph
G € G(n;f = a). there may be many such graphs H £
G"(n: f = a)-We now seek for such a graph H with minimum
number of edges.

By using the results of Mantel [11] and Turan [24] as
mentioned in the previous subsection,we have the following
results.

i. Let- UreKi. Then  the
order of G is G is p1+3p3+4p4+. . .+kpk and f(G) =
pl + 2(p3 + p4 + . . . + pk). Suppose that

pr=2pe=landk =4 Thenby  replacing
2Ky U Ky by KU K1 we obtain a graph H with
() = «(C).Further, =(H)==(C)if and only if k= 4

ii. my(n—1)=3ifn=4 Let G€G(n; f=n—-1). Then
"G) = 3 if and only if n=4 and
G =(n—-3)K,UKs.

G=p K UpsKsUpgKyU---

iii. Let a be an integer with Foasn-1lf (p; q) is
the solution of »+3¢==n and »+2¢=qa. then
G = pK1 U gK3 satisfies f(G) =

iv. Let a be an integer with 3 =@ =71 and
G ed(nif=a)such that «(G)=myu(a). Then by
Theorem 3.37, we can choose
G =p K1 UpsaKaUpg KqU- - - Upp K € G* (s f = a)
and k& < 4. If k = 4, then p1 = 2. Thus, there exists a
graph H = pKy U gk such that
p+3¢=n,p+2¢=a and £(H)=¢(G)=my(a).

v.  Letabe an integer with @ < ¥ and G € G(n: [ = a)

and A(G) = 3. Thusif G =

1Ky UpaKs UpyKy U U peKy, f( ) =a << and
e(G) = Inﬂ-(a):then =1 gnd k=4

Vi. If n=rg+1 0<t<r then Tur consists of t partite
sets of cardinality land r - t partite sets of
cardinality L

Vii. 2(Tny) = ("3%) + (r = D)(*F"), where a = |2]. where
a=[3]

viii.  Let t(m7)==Tus)-Then for a fixed n, by using

elementary arithmetic, we get t(n; r -1) 1) <t(n.r)
forall ™2<7<mnfact t0nr) —tnr—1) = (3,

o= 2],

ix. Let [m7)=0) (T, Summarizing the results,
we have the following theorems.
Theorem 3.38-Let n and a be integers with 2 <

then

where

a<n-1.

i mp(n) =0,
i. myn-1)=3if »z3and ¢ = (n-3)KiUK;s s the
only graph of order n satisfying

FlGY=n—1 and £(G) =3
iii. my(n - i) = 311fliz‘j(%]
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iv.  Suppose *Z@<F- Then mn(a)=F(n.q)ifa=2q,
and Mn(a) =#(n—1.q) ifa=2a+1. for some integer
g, and
V. mn(3) = ("3 ifn =3, gnd ma(2) = (5) ifn =2
Theorem 3.39-Let n and m be integers with 12 =a <n—1.
then
i min(f; m; n) = max(f; m; n) = n if and only if
€{0,1,2},
ii. min(f; m; n) = max(f; m; n) = 2 if and only if m =
m= (),
iil. for 3<a<n—1 min(fimn)=a if and only if
mp(a) < m < mpla—1).
We now find the minimum number of edges of a connected
graph order n having the forest number a. Let
Let CG(n: f = a) pe the set of all connected graphs of order
n having the forest number a. For integers n and a, let
cmy(a) =min{s(G) : G € CG(n; f = a)}.
Further, ©mu(n)=n-1 em,(2)=(}). We now find
cmy(a) for 2 < a <n.

Let CG*(n: f = a) = {G € CG(n: f =a) : G G s obtained from

51 disjoint cliques and [41—1 edgesg. We have the
following theorem.
Theorem 3.40- Let G be a connected graph of order n with
f(G) = a. Then there exists A graph H € CG"(n; f =a)
By Theorem 3.40 we know that for a graph
G € CG(mf=0a) there may be many such graphs
H ecG'(n; f=a) We now seek for such a graph H with
minimum number of edges. By applying Turin Theorem
once again, we have the following theorems.
Theorem 3.41- Let n and a be integers with 2=a=n—1.
then
i. cmp(n) =n-1,
Suppose that * = @ = ™~ L Then
i cmy(a) = t(-n.__q) +qg—1ifa=2q. and cmn(a) =
t(n —1.q9) +qif o =2q+1. for some integer g, and
i cmn(3)= ema(3) = (") +1ifn =3, emn(2) = (3) ifn = 2.
Theorem 3.42-Let n and m Dbe integers with
n—1l<m=(3). Then
i Min(f; m; n) = Max(f; m; n) = n if and only if m =
n-1,
ii. I(\g)in(f; m; n) = Max(f; m; n) = 2 if and only if m =
2
iii.  for 3= esn— L Mn(fimn)=a Min m;n) = aif
and only if cmy,(a) < m < emy(a —1)
Problem 10.- Several graph parameters have been proved to
interpolate over 9(":") and €%(m.n) as stated in Theorem
2.15. Find min(7; m,n), max(m;m,n)

Min(m;m,n) and Max(m;m,n) \where + 7 € {a.a’. 7).
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Convergence Of Some Doubly Sequences Iterations
With Errors In Banach Spaces

GJSFR Classification — F (FOR)

A. E.-S Ahmed

Abstract-In this paper, we obtain convergence theorems of G-
iteration process with errors in the doubly sequences settings.
Furthermore, we give some examples to support our results.
Finally, we apply this G-iteration process to obtain a solution
of a nonlinear equation. AMS: 47H10, 54H25

Keywords-Mann iteration, G-iteration, fixed points.

. INTRODUCTION

Let X be a real Banach space and X* its dual. For 1< p < o,
the duality mapping / : X — 2%, is defined by

Jp(z) = {f* e X*(z, f7) = [zl [IF*]P = P71}, z e X,

where {---) denotes the generalized duality pairing between X
and X* Recall that a mapping 4:X X is said to be
accretive if ¥ =y €DA) diplr—u) € Llr-v) gyuch that
{(Az — Ay, jplx —9)) = 0 and is said to be strongly accretive if
(it A—kI IS accretive where %k<(0.1) js a constant and |
denotes  the  identity  operator on X Let
S(T) = {«" € D(4): Az" = f} # U denote the solution set of the
equation Axr = f.If (Az — Ay . _]p(.L — y)} >0 forall z € D(A) for
all z<D(A) and w=+"<5(T), then A is said to be
quasiaccretive. The notion of strongly quasi-accretive is
similarly defined. A mapping 7: X — X is said to be pseudo-
contractive if Vau €D(T). Jjp(z—y) € Jp(r—w) such that
{(I-T)e—I-Thy. dple—w) = 0. Observe that T is pseudo-
contractive if and only if "4 = (I-T) is accretive. Amap T
is called hemicontractive if and only if *4 = (1 -T) is quasi-
accretive.

Let X be a real Banach space of dimension dimX > 2: The
modulus of smoothness of X is defined by

cHyl| Flle—y
pre(r) =sup { B 1y = i 0

If ox(7)>0V 7>0then X is said to be smooth. If these
exist a constant ¢ > 0 and a real number
1 < p < oosuch that px(7) = 7% then X is said to p-uniformly
smooth Banach space, then the following geometric
inequality holds (see e.g., [4, 5]):

le+ul? < llalP +p (u, dplx+0)) + Collwll®, zyeX, (1)
and some real positive constant ¢, > 1. If T is a self-mapping
of a closed convex subset E of X and | the identity of X:
Then, T is a nonexpansive if

|Tx — Tyl < ||r — y|| for all =,y = F.

About-A. E.-S Ahmed
Taif University, Faculty of Science, Mathematics Department, KSA
e-mail: ahmedae71@gmail.com
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Krasnoselskii [11] proved that the sequence of iteration
{T"(xo)} starting from a given point v < E. does not
converge necessarily to a fixed point of T; whereas the
sequence {T"a(xo)l. where Th = (1— NI+XT, 0< <1, may
converges to a fixed point of T, as shown by Krasnoselskii
[11] which assumed * =% E compact and X uniformly
convex. The above scheme has been extended by means of
so-called,Mann iterative process (see [14]), associated with
T and described in the following way:

Let o= Eand {z.} be a sequence defined by

L1 = (1 - Cn)-l;n + e Tiay,, (2)
forn=0;1;2;:::;where
i 0<ep, <1, n=0,
.. lim ¢, =0,
I1. noee
Y e = 0.

iii. W2
The scheme (2) has been studied by many authors (see for
example [4, 10, 12, 15, 16, 19, 23, 25, 26, 27, 29]) and
others. In 1986, Pathak [20] introduced a generalization of
the scheme (2) for two self-mappings S;T on a closed subset
E of a Banach space X which described in the following
way:

Let =1 =¥ and {Sx}and {5} be a sequence defined by
Stpi1 = (1—1)Sz, +tTxy, for n=1,2,3,..., where t € (0,1), 3)
and he proved that under certain conditions if the sequence
{5n} converges, then it converges to the unique common
fixed point of S and T: If S = I; the identity mapping, the
iteration (3) is identical with the iteration (2).
The scheme (2) has been extended by means of the so-called
G-iteration process (see [21, 22]) associated with a single

mapping 7 and described in the following manner:

Let weFand{z.t Dbe a sequence defined by
Tngt = (pn — An)zn + AT + (1 = pn)Tapy for n >0, (4)
Where {un}and {An}
i Ao = po =1,

ii. 0< A <1, 0<p, <1suchthat #n = A n >0,

lim A, =h > 6,
iii. n—o0

iv.
We note that when {#n} =1
the G-iteration process reduces to Mann iteration (2).The
idea of considering fixed point iteration procedures with
errors comes from practical numerical computations. This
topic of research play important role in the stability problem
of fixed point iterations. In 1995, Liu [13] initiated a study
of fixed point iterations with errors. Several authors have
proved some fixed point theorems for Mann type iteration
with errors using several classes of mappings (see [4, 6, 7],

lim fin = 1.
n—oo
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[17, 18, 25, 28] and others). On the other hand there are
some attempts in the the doubly sequence setting see [1, 2,
2,18].
To introduce the meaning of doubly sequence iterations, we
introduce the following concepts.
Definition 1.1- (see e.g [18]) Let N denote the set of all
natural numbers and let N be a normed linear space. By a
double sequence in N is meant a function f : NxN— N
defined by f(n;m) f(mm)=wnm <N
The double sequence {7-.~1is said to converge strongly to
=~ if for a given « > o there exist integers M;M1 > 0 such
that ¥ =M, m =M, we have that

[znm —2"| <&

If vn,r> M, m.t> M, we have that

|tpm — x| < e
then the double sequence is said to be Cauchy. Furthermore,
if for each fixed ™" WM and  then

Ty =t asn — 00, S0 Tpym — 2
Let E1 be a nonempty closed convex subset of the Banach
space X and T : E1 ! E1: Then, the Mann double sequence

{zknti>0n>0 generated from an arbitrary oo € Eiis defined

as n,m— 0,

by Thpir = (1= 00n)hn + @ T g + (1= ap)upn; kom0, (see[3]),
where o- <€[0,1. Now, we define the double Ishikawa
iteration process with errors as follows:

Yentl = {1 - bn)vyk.n + bnTIk.n + Chn

Thntl = {1 - an)i'k.n +anTyk.n +dk_n,k,n >0 (5)

In the next, we give the equivalence between Mann and
Ishikawa iterates with errors in the doubly sequence setting.
Theorem 1.1-Let X be a real Banach space with uniformaly
convex dual and E1 be a nonempty closed convex subset of
X: LetT:Ev—Fi phe a continuous and strongly pseudo-
contractive mapping. Then for =ooc<E1. the following
assertions are equivalent:
i Doubly Mann iterates with errors converges to the
fixed point of T:
ii. Doubly Ishikawa iterates with errors converges to
the fixed point of T:
Proof-The proof is very similar to the proof of Theorem 2.1
in [24] with some simple modifications, so we will omit it.

Il. FIXED POINTS AND DOUBLY G-ITERATION PROCESS

In this section we consider the G-iteration process
associated with two self-mappings S; T on a closed convex
subset of a normed space (V.IlI) as given below. For
g € N, set

‘S-L'n—l‘k{-l = (lun - )\n)Swn.k + )‘nTIn‘k + (1 - .un)TJ:n—'Lk—l T (1 - #n)un.k

(6)

For n.&>o0.where {#}and {Xa} satisfy (i), (ii),(iii) and (iv).
If #=0. 1 =1 we obtain the iteration (4). Also, when
k=0, {um}=1and S = I; the identity mapping, the iteration
(6) is identical with the Mann iteration (2).

In this section, it is proved that for two mappings S and T
which satisfy conditions (6) and (7) below, if the sequence

of G-iteration associated with S; T as in (6), then it
converges to a common fixed point of Sand T:
The contractive conditions to be used are the following:
Forall =veXN.

T = Ty| < af|Sx = Sy|| + 3|z = Te|| + 4| Sy - Te|| + s max{||Sy — Tyl |5 - Ty},

()

where, @ 8,7 > 0with0 < a+ 4+~ +6 < 1.
The second contraction condition is the following:

T — Tyl + a1 [||Se — Tx||” + || S — Ty||"] + az[||Sy — Tyl” + ||Sy — T||"]
< qmax{c| Sz — Sy|”, | Sz — Tx||” + [|Sy — Ty|", ||S= — Tyl + ||Sy — Tx| "},

)

wherep>0and 0<g— (a1 +az) <L
First of all we prove the following theorem:
Theorem 2.1 K be a nonempty closed convex subset of a
normed space N. Let S.T : K — K be mappings satisfying
condition (7) and the following condition:
$? = T2 = I; where | denotes the identity mapping: (9)
Let {Sx,..tbe the sequence of G-iteration as defined by (6).
If the sequence {5z..} converges to a point z 2 K; then z is
the unique common fixed point of Sand T:
Proof-For each; ™ =0 we have

< [(pn = M) Sz = TSz + Aa| T = TS|
+ (V=) [Tz 11 = TS2]] + (1= g i
(10)
Since S and T satisfy (7), then by using (9) we have
[Tony—TSz| < afSwyp — S8zl + Bl|Sn ke — T il + 41552 — Tag i
+ Smax{|§Sz — TSz, Sznp — TSz}

[STny1 k1 =TSz

(11)
From (10) and (11), we obtain
[Sznst k41 — TSz|| < (pn — An)||Sznp — TSz| 4+ (1 — pn) | Tzn—1 41 — TSz||
Fadn||Sank — 2| + 82| Szn g — Tzn| + 7)\“[ |z = Sznkl 4| Szn — TI‘n‘km
+oAumax{ |z — TSz|, ||Szus — TSz} + (1 - pta) un e

(12)
From (6), one gets
1 1—u,
”S'f-'n.k - Tink“ < X [H#n an.k - 5'1‘n+1.k'+l ”] + A—#”Tiﬁ—l.k—l + Un‘k”-
(13)

Substituting (13) in (12) and letting n; k— ~. we obtain
[z = TSz|| < (1 —h(1—48))||z—T5=z|.

Since 0<[1-"{1-4)]<1 then we have

TSz =z, (14)
i.e., zis a fixed point of TS.
Now using (9), we have
2 =TSz =8z and hence, STz =SSz == (15)
ie.,
TSz=58Tz=z, (16)
Again using (7), (9), (14), (15) and (16), we have
|z =Tzl = |T(Tz)-Tz|
< a|STz— 8z|| + B||STz — T%z|| + +Sz — TSz
+ smax{[|Sz - Tz||, STz — T=|}
< (at+y+0)z—T, (17)

which implies that,

7Tz <mlz - Tz ) )
a contradiction, Since <7 =(2+7+2) <Lt follows that
Tz ==z ie.zisafixed point of T; but 7-=s-.So, we have
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Sz=Tz==z.
i.e., z isa common fixed point of S and T:
Now to prove the uniqueness of =z let w(w # z) be another
common fixed point of S and 7 Then, we have
|T(Tz) — T(Tw)|| < al|STz — STw|| + 8||ST= — T||

[z —wl =

. ‘ (18)
+ 4)|STw - T*z| + s max{||STw — T*w|, | STz — T*w| }
< e —wl,
(19)

a contradiction, since 0 =7 <1, thenz =w.Thjs completes the
proof of the theorem
Theorem 2.2- Let K be a closed convex subset of a normed
space N: Let ST:K—K bhe mappings satisfying the
conditions (8) and (9) as given before. Let {9t} be the
sequence of G-iteration process as given by (6).If {5zni
converges to z in K and if
max{cq, 2q} < 1+ a; + as,
then z is the unique common fixed point of Sand T:
Proof- We consider two cases.
Case (1)-When p is a positive integer. Consider,
[Sznst st — TSz
< [(pn — A)|Szng — TSz + Mo Tan g — TSz] + (1 — )| T2n—1 -1 — TSz]".
(20)
Since S and T satisfy (8), then by using (9), we have
T — TSz|F < qmaX{cHSu:mk — 8827, [HSwn,k —Tani|f +8Sz - TSZHP},
d[||Sza g — TSz + 887 — TawklF]} — a1[||Szak — Trngl” + || Sz — TS2|]
—ay[|S82 — TSz|P + |88z — T "] }
< qmax{c|Sznk — 2|7 | Sznk — Tznklf + |z = TSz|*, | Stns — TSz|”
+[Hz — Stnk|| +[|Sznk — Twn,k”}'ﬂ} —a [ |Szn g — Tang |‘7J + ||Szp s — TSz \P]
~az[||z = TSz|" + [llz = Skl + |Sen — Tanill]’]-
(21)
Letting =% — oo in (21),we obtain
R.ETX|‘|TIn_k —T8z|F < qmax{0, |z — TSz|P, |z — TSz} — (a1 + a2) |z — TSz,
(22)
which implies that,
i [T =TSz < (g - (a1 +a3)) 2 = TSz,
(23)
From (21), we obtain
|Sensr s — TSz[” < @+ A, (i’) YT g — TSz|| + A2 (3’) P2 Ty — TS|

2
+ A Mg — TS:,

(24)
where,
= [(.un - )\n)HSJ-'n.k - TSZH + (1 - #n)”TIn—l.k—l -T5z ‘ + (1 - Un)H“n.k le
(25)

Hence, as n; =k — = (25) and using (24), we obtain
o= TS| < lim &7+ (fl’)h(q — (a1 4 a2))7 |z = TSz lm_ar~!
+(p) W (g — (a1 +a))? ||z - TSZH?nlgElx P24+ P (g— (a1 +ag))|z — TS|

2
(26)
Now, we shall compute

lim &P, lim &',
n.k—oo nk—oo

From (25) if we letting =% — o we obtain
lim ® = (1-h)P|z - TSz

n,k—oo (27)
Substituting from (27) in (26), we thus obtain

|z = TSz||P < (1 — h)P||z — TSz|P + (zl)) h(1 —h)P~ (g — (a1 + a;))% |z —TSz||”

+(§)h2(1 — WP (g~ (a1 +a2))7 | = TSz|" +... + (g — (a1 + az)) | — TSz [P

= |z = TS=|[(1=h) + hlg — (a1 + a2))7]",
this implies that
|z —TSz||F < Az —TSz|F,
then TSz =z, i.e., z is a fixed point of TS; where
0<A=[(1-h)+hlg—(a +ag))s]" < 1.
Similarly, we can prove that STz = z. Now, let Tz +# z.then
using (7), we have
|z =Tz|F = |T(Tz)-Tz|F < qlnax{c |STz — Sz|P, HSTZ*TQZHP + 18z = T,
STz =Tzl + |8z = T2} = a1 [||ST2 = T%2|" + | STz — Tz|]
- 0,2[ 1Sz —Tz|" + HSszQZHP]
‘ﬁ qmax{c |z— TZHP,D,QHZ— TZHP}—((ll + )|z — TZH;U.
If ‘max{cq,2q} <1+ ai+ a2 then

Iz — Tz”p ~ max{cq,2q}

- T P’
=1+ (a) + az) llz = T=]]

max{eq,2q}
a contradiction, since '*(®**)
point of T. But Tz = Sz; so

Sz=Tz==z.
i.e., zisa common fixed point of Sand T.
Case (II). When p is any fraction. Then, we have
AT — TSz \r
¢ | (28)
where @ is given by (25). By the same argument as given in
Case (1), we see as m.k — x
[Twn e — TSsz < (g — (a1 + a2))||z — Tsz.

Therefore, as n.* — > in (28), we obtain

hiq — (a1 +a2))7 |z = TSz||]"
lim ¢

n.k—oo

<1, hence Tz =z. ie., z | .
is a fixed

|Stngrss — TSz|P < 87 [1 +

|z —=T8z||F < lkim KI’J’|:1+

h(g — (a1 +a2))7 |z — TSz \]P

g(l—h)P||z—TSsz[l+ e TS

which implies that,
|z —T8z|F < [[l —h)+h(g— (a1 + a;;))ﬂp |z — T8z,
this implies that,
||z =T8z||F < A|z—T5Sz|?,
then TSz =z, i.e., z is a fixed point of TS, where
0< A= [(1—h)+hlg—(a +az))#]" < 1.
Similarly, as in Case (1), we can prove that
Tz=8z=z=z.
i.e., z is a common fixed point of S and T. Now, we let
w(w # z) be another fixed point of S and T:
Then using (8) and (9), we obtain
|T(Tz) - T(Tw)|]" < qmax{c| STz — STw|",
STz — T%|° + ||STw — T?w|",||STz — T2w| + | STw — T[]}
— oy [|STz = T%| + |STz - T*0|"] - 4[| STw - T*w|” + | STw - T%|"].

(29)

le-wl’ =

Hence,
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s~ wlf <

q P P
———ma —w|",0,2(|z —w
oo ez - wl”, 0,2 - wl}

= |z wﬂpm max{eq, 2q},

a contradiction. Hence z = w: This completes the proof of
the theorem.
I1l.  EXAMPLES

In this section, we give some examples to discuss the
validity of the hypothesis and degree of generality of some
of our theorems.

Example 3.1 Let N =

x = (z1,72) of real numbers and the norm I

2 3
||[| = (Z |-1:i2) L& RZ
i=1
Further, let K =1{r:lz 0| <10z <R} and define the
mappings T K — K gych that for arbitrary « = (x1,25) € K,
St = (;{:2__-_1;1_),

R?% the set of all 2-tuples i.e.,
“Ijs defined by

and

Tr= (—.L'l, —1:2).
Suppose {5z-k} be a sequence of elements of K satisfying
condition (6) with “»* =" where

n+3
n+3

Consider, x1;; = (0:5; 0) = K thenitis easy to see that
X252 = (0:166667;0:333333) and
(0:21903;j0:2810981) ect:
Now it is easy to see that all conditions of Theorem 2.1 are
satisfied, for instance taking x = x1;1 and y = x2;2 then, we
have 0:4713996 =<*7*9<L which is true, since
0<a+v+4<1. Also, 0 is the unigue common fixed point of
Sand T:
Example 3.2-Let K =1; 2; 3g be a finite set with a metric d
given by
d(z; 1) =d(z 2) = d(s 3) = 0;
d(y;3) =d(2;5) = 1;
d(z; 2) = 2
Define Sand T on K by,
S(1)=2S8(2)=2, §3)=3, T()=T(2)=T(3)=2.
It is easy to see that K is closed convex and bounded.
Further, an easy routine calculation shows that condition (8)
holds for the points x; y < X = {1.2,3} and for instance
0<gq—(ay+as) <1 gnd maxfeq,2q} < 1+ay +ay when u, ; =0.
Therefore all conditions of Theorem 2.2 are satisfied and 2
is the unique common fixed point of S and T:
Example 3.3-Let K = (1; 2) with the discrete metric. Define
the mappings S and T on K by

S1=52=1 T1=T2=2.
It is easy to see that all conditions of Theorem 2.2 are
satisfied but S and T have no common fixed points

An=1-

and pp, = for n > 0.

n
n+1

X313 =

IV. AN APPLICATION

In this section we will apply the G-iteration process as
defined below to find the solution of the equation Tx = f:
For this purpose we let X be a Banach space and let

T:D(T) =X~ X pe locally Lipschitz and strongly quasi-
accretive. It is proved that a G-iteration process converges
strongly to the wunique solution of the equation
Tr=f, feRT).
Theorem 4.1-Let X be a real pjuniformly smooth Banach
space and let 7 : D(I) <X —~X pe |ocally Lipschitz and
strongly quasi-accretive operator with open domain D(T) in
X such that the equation Tx = f has a solution
e D(T) for f< R(T) — arpitrary  but  fixed.  Define
T\:D(T)— X

Ta=ux—-MTe—f) ¥ 2eD(T)
Then there exist a neighborhood B of x* and a real number
A<(0.1) such that starting with an arbitrary =0 = B the G-
iteration sequence (x,) generated by

Intl k41 = [/-Ln - )\n)i'n.k T )\ann.k + (1 - #n.k)Tfn—l‘k—l + [1 - lunJUn.k fOT n:k >,

where (i} ond (A} gatisfy
i Ao =po =1
ii. 0<An <1, 0<py <1 such that pp > Ay, n >0,
||| lim, o A, =h >0,
iv. limy, .o pn = 1.
remains in B and converges strongly to x= with convergence
being at least as fast as geometric progression.
Proof- Since T is locally Lipschitz, there is an r > 0 such
that T is Lipschitz on
B=B.(m)={zecX:|z— <r} c D(T)
Let #<(.1) and L>1denote the strong accretivity and
Lipschitz constant of A respectively. Observe that f="7=".

b\
A= ——
' (U@)

and generate the sequence ... < B as in (6). We now prove
that : =« = B. ¥ n.k> 0. Suppose that #n.x = B-Then

H-EnH:H'l - J-"Hp = H[lun - An)’in.Jc + 0Ty + (1 - J-Ln)(Tl:n—l + lln:kJ - 1‘*“1]

= (ttn = )+ Anfn = MTni = f)] 4 (1= ) n = MTnf = )+ un ] ="
= g = M (T = To) = (L= )M = Ta) £ (1= gy Jutg - 2”7

= |enp — 2" = (Mo + (L= ) AT = Tr") 4 (1= pJun i P
Now using (1), we obtain

HJJn+Lk+1 - -fin

<ong = 2"+ (1= g Jun P+ o[t = A= AN (T = Tx* (w0 — 7))
+Cp[Mn + (1= in) NP Tn = TP

= (1-phM+ chp(h’\)p)ufn.k —2*|P 4 (1= pin) K up g p)

(1= (pk - Lp("p(h)\Jp_l)h’\)ank = 2"+ (1~ ) K (e p)

L . , ) .
= (1= (p= Uk(5) 77 g = 27 + (1 = pn) K([Jun i ,p) <77+ (1= o) K (i, ),
1xC,

Where K{#n#:7) js a function depends on =+ and p. Now,

since =00 = B by choice of the initial guess, it follows by

the inductive hypothesis that the sequence {z=} remains in
. (k)

B: Set - (HP‘ Lk ze;) ) and observe that

1

‘ o,
* ~ . . P v , .
"€ (0.1),saee < e 1< *"Hence, we obtain
‘-l:n.k —z” ‘p < (O‘H)”p”-ﬁﬂ.(l - J‘MHP + (1 - lu'n) I\’(un.kep):

sinc 9" ~0asn— the assertions of the theorem follows
and the proof is complete.
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Are Kepler’s elliptical orbits right?

Necat Tagdelen

Abstract: Canonically, it is difficult to change the perception of the community when a new theory is launched in Physics. It seems
Kepler’s laws about the orbit of the planets around the Sun need some corrections .It is said that Newton’s gravitational law
predicts Kepler’s laws. Does Newton confirmed Kepler personally or some other mathematicians, after Newton, have tricked to
make these predictions? | don’t know. But, using the same Newton’s laws | find the contrary: orbits are not elliptical but
expanding and then after compressing spirals along the orbit of the Sun in its galaxy: a spiral on a paraboloid.

Keywords: Planet’s orbit, Newton’s laws, Spirals

l. INTRODUCTION

Consider Newton’s well-known law F*dt=m*dv expression. (1)
From there we write the energy conservation equation: F*r*dt=m*r*dv 2
The total energy is: 1/2*m*V/"2+m*g*r+1/2*1*w"2=Ct (3)
Where,

I*w”2=Ct as innate.(since the existence)

V is variable

g is variable

Then, at positions #1 and #2 (or #n)
1/2*m*V1"2+m*gl*rl= 1/2*m*V2/2+m*g2*r2=Constant 4)
V is a vector
VA2=Vr"2+Vp"2
Where,

Vr is the radial component
Vp is the perpendicular component, so that

Vorbital*2=Vradial*2+Vperpendicular*2 (5)
When eliminating I*w”"2=Ct, that means
1/2*m*Vrl1n2+1/2*m*Vpl 2+m*gl*rl= 1/2*m*Vr2/2+1/2*m*Vp2/2+m*g2*r2 (6)

Where,
g is variable

But, we know from physics,
(In an attraction field the work in the perpendicular direction to the direction of the field equal
ZERO.)

Then, the equation of energy conservation ( 6) is written as:

1/2*m*Vr2+m*g*r+1/2*1*w 2=m*r*dv (7)

About Author- Dipl. Mech. Engineer (Retired)
email: necattasdelen@ttmail.com
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Consequently,
Vpl=Vp2=....=Vpn=Ct (8)
And these mean:

Kepler’s law about “swept out areas equality in equal time” is wrong. Because Vp is constant.
It is said that Newton also confirmed this “area law”. And mathematicians attribute to Newton the expression (r*Vp=Ct).

This I don’t believe. Vp is constant and not r*Vp. 9

When continuing, and writing the differentials, the expression (7)
1/2*m*Vr"2+m*g*r+1/2*1*w"2=m*r*dv is written as

1/2*m*(dr/dt)"2+K/dt"2=m*r*d(dr/dt)/dt (10)
Where ,

(K/dt"2=m*g*r+1/2*1*w"2) and

r'"2+2*K/m/dt"2=2*r*r" the differential equation is found. (12)

The solution of this differential equation is

r=-a*t"2+a*t*tmax+K

Where, 12)
K=-a*tmax”2/4=Constant
tmax is the total life time of the planet.

The expression (12) r=-a*t"2+a*t*tmax+K does not show any sign of ellipse. This is a parabola on Cartesian or a
cardioidal looking spiral on Polar plane.
This expression (12) is the equation of the planetary motion, mathematically.

1. PHYSICALLY

Planets do not orbit the Sun on elliptical shapes , but on spiraled shapes: with the SUN at the barycenter of the spiral and
having only one maximum point all along the life time (tmax) of the planet.Fig.1

Spirals around the SUN,

when Sun is stationary.

B2—M

| Satellite

planets orbit the Sun on a spiral
=h=-1/2*gSun*t*(t-Tmax)

Fig.1-As the SUN is orbiting its galaxy, our Milky-Way, this planetary motion is on a paraboloid.
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total life-time=t max

Birth of the
Planet

COmpression the Planet

Max Point on the paraboloid
SUN's orbit in its galaxy

Fig.2

A simulation of the spirals for t=tmax=3 cycles is shown on Fig.3. On a plane figure the paraboloid will be represented by a
sinus (left side) with variable amplitude and on the right side the view will be a cardioidal looking spiral. The velocity of the
planet along the orbit of the SUN will be its translation velocity by the SUN. This velocity is constant like the orbital, innate,
velocity Vp of the planet around the SUN.

pr a3
/féénet SUN at th:\ \

7 center of \ \
/ / h \
/ {

the spirals
|

ST !I ; W._ \‘\ ' 'Iillx

E I'f m‘%s‘uu 1 /J |
\ \\ R\_”_x | /

\\
\ Max.point '/;’
e S e e
i = . . MNo ELLIPSES
| Life-time T=3 cycles orbit h=-a"t"2+a’t but
orbits envelop is SPIRALS.
a paraboloid No aphelion-perihelion

Fig.3
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Variable amplitude creates variable eccentricity, in fact eccentricity do not exist: ellipse do not exist. Amplitudes have gone
from zero to a max. value (expansion half life-time) and then will go to zero (compression half life-time). This theory accept
that the planets have been created from a “small bang” of the SUN, billions years ago. They were ejected from the mass of
the SUN. Kepler says the planets were at their actual position since the beginning and they will stay on their elliptical rigid
orbit for eternity. No.

The Universe is not a dead media but living, changing. Elliptical orbits are mathematically blocked, rigid, invariable, dead
orbits. Spiraled orbits are living. They have a life-time: billions of cycles around the SUN.

. VARIABLE AMPLITUDES

Mean variable distances of the planet to the SUN. Then aphelion, perihelion reasoning is not valid. There is not a constant
distance, repeating each cycle of the planet around the SUN. All distances are variable. An aphelion distance will be the
perihelion distance after half cycle of the planet around the SUN, when on expansion mode.

And vice-versa, when on the compression mode.

Actually, for our EARTH, the distances to the SUN are so close in each cycle that anyone may comments the shape of the
orbits in a wrong way, and claim for elliptical orbits as done Kepler. But Kepler corrected his wrong claim by the law of the
periods which Newton confirmed ONLY for circular orbits. Probably Kepler discovered that the elliptical orbits will be
transformed to circular orbits, with time. Then the orbits are not elliptical if their shape tends to be circular. An ellipse is an
ellipse. A circular is a circular. A spiraled orbit, enveloped by a paraboloid, will reach to a circular form at its max.point; an
instant circular shape and then the compression mode will start.

Table. I. resumes and compares Keplerian orbits with spiraled orbits for our EARTH.

The equation of the planetary motion (12) r=-a*t"2+a*t*tmax+K is written as y=c*x"2+d*x+0

For y=1; x=0,5 (unit equation) and (dx steps)=0,5/k are considered for k=631257 excel working lines.(arbitrary)
Then the angle step=0,2085607 is found to fit the actual Keplerian eccentricity e=0,016710218...

For Earth's orbit assumed to be a spiral Keplerian
aEarth=|1 definitions Evaluations
eccentr=e Earth|0,016710219 a2=aphelion 1,000000000
bEarth=|0,999860375 b2 0,999953463
We choose k= 63257 working lines  |al=perihelion  ]0,999813850
Projectile trajectory on Cartesian. *bl 0,999581163
c=|-4 a=(a2+al)/2 0,999906925
d=j4 b=(b2+b1)/2 0,999767313
(For x=0,5;y=1) dx= |7,90426E-06 eccen. e= 0,016710218
d angle= approx.evalua.
k=counter x=k*dx
0 0 0 0
1 7,90426E-06 |3,16168E-05 |0,2085607
2 1,58085E-05 6,32331E-05 |0,4171214
3 2,37128E-05 |9,48489E-05 |0,6256821
4 3,16171E-05 |0,000126464 |0,8342428
5 3,95213E-05 |0,000158079 |1,0428035
63252 0,499960479 ]0,999999994 |13191,8814
63253 0,499968383 |0,999999996 |13192,08996
63254 0,499976287 ]0,999999998 13192,29852
63255 0,499984191 ]0,999999999 |13192,50708
63256 0,499992096 |1 13192,71564
63257 0,5 1 13192,9242

Table. I. (Ref: 2010.06.30-1201)
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The Keplerian evaluations (a2,b2,al,b1) are realized with Table 1. Just go 90 degrees back from a2, evaluate (k), find (x),
find (y=r=a2;b2;al;bl).

Points angle values o k=counter X y=r
bl 12922,9242 61962,41286| 0,489767242 0,999581163
al 13012,9242 62393,94191| 0,493178161 0,99981385
b2 13102,9242 62825,47095 0,496589081 0,999953463
a2 13192,9242 63257 0,5 1
Table.ll.

Time equation: Ref: 2010.04.01-1321

From the expression (12) r=-a*t"2+a*t*t.max+K, with reference K=0, we solve (t)

t=t.max/2 (+,-) (t.max"2/4-rfa)"(1/2) (13)
When r=r.max; t=t.max/2 and then

(t.max”2/4=r.max/a) and (14)
a=4*r.max/t.max"2 (15)

With unit values (that is [ r.max=1 and t.max=1])
When r=1, t=0,5 and a=4 (16)

V. SCIENTISTS

Have calculated the age of the Earth to be 4 600 000 000 years at the date 2009

Then, Table Il is prepared. That is:

When r=al ; time for a1=4600000000 years and x=fictive unit time=0,493178161 units
Then time for xi =xi*4600000000/0, 493178161

For x=1, tmax=1*4600000000/0, 493178161=9 327 258 099 years (our time’s year)

X t=Total life-time=2*t for a2 |
0,489767242 t for bl
_It for al Scientists evaluation
0,496589081 t for b2 4631814525
0,5 t for a2 4663629050

Table. 1lI.

V. SCIENTISTS

Have also measured the distance of the Earth to the Sun=149 597 890 km.in 2009. Then we may prepare the Table IV: the
Points column indicate some special dates. Period’s column is about the comparison of the length of a year when 2009 is 1
year.(365 days).

It is evident, year’s days are variable: for example,

When the real time is 100 000 000 years, (one cycle around the Sun)=0,0424331744 years=15,488 days
Accurate distances should be known to confirm the following table.
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date relative |real time=t |Point r formular |r corresponding=km |periods
-4599997991|0 0,0000E+00 0,000000/0,000000000000
-4599997990[1 3,7309E+10 0,064167|0,000000000429
-4599997891/100 3,7309E+12 6,416709|0,000000042893
-4599996991/1000 3,7309E+13 64,167079/0,000000428930
-4599987991/10000 3,7309E+14 641,670171/0,000004289300
-4599897991/100000 3,7309E+15 6416,639790|0,000042892582
-4598997991{1000000 3,7305E+16 64160,206331/0,000428884434
-4589997991/10000000 3,7269E+17 640982,906250(0,004284705528

-4499997991/100000000 3,6909E+18 6347913,356248

-3599997991/1000000000 3,3309E+19 57287562,936941/0,382943656070
-2599997991/2000000000 5,8618E+19 100816080,039350/0,673913783405
-1000/4599996991 8,6982E+19 149597887,365633|0,999999982390
-500[4599997491 |Thales 8,6982E+19 149597887,803390/0,999999985317
0 4599997991 |Christ 8,6982E+19 149597888,241143|0,999999988243
850 4599998841 [El-Harezmi  |8,6982E+19 149597888,985315|0,999999993217
1299 4599999290 |Osman Bey |[8,6982E+19 149597889,378409|0,999999995845
1453 4599999444 |Fatih 8,6982E+19 149597889,513234/0,999999996746
1609 4599999600 [Kepler 8,6982E+19 149597889,649809|0,999999997659
4599999872 IAtatiirk 8,6982E+19 149597889,887939|0,999999999251

8 6998E+19
6300000000 7,6287E+19 131204376,295209|0,877046971018
6400000000 7,4938E+19 128884090,775701)0,861536822315
6500000000 7,3509E+19 126426214,797849|0,845106938325
6600000000 7,2000E+19 123830748,361650|0,827757319048
6900000000 6,6992E+19 115218806,302984/0,770190049492
7200000000 6,1265E+19 105368550,119210]0,704345162350
8000000000 4,2472E+19 73047220,128618|0,488290443994
9327258099 3,7309E+10 0,064167|0,000000000429
9327258100 0,0000E+00 0,000000/0,000000000000

Table. IV.

VI. OLD TESTAMENT

Affirms Adam has lived 930 years and we understand 930*365=339 450 days. No!

When Adam does have lived? We don’t know. But we can estimate that he lived long time. How long? Compared to our era,
we may say he may have lived 100 years in the condition of date 2009.

100 years=365*100=36500 days

When 930 years=36500 days?

When the period was=100/930=0,107526881

At what real time we got this period?

4 342 185 804 years ago, at real time 257 812 187, when 1 year was =39,2473 days,

930 years=930*39,2473=36500 days

Then we may deduct that “homo sapiens” existence started at the real time 257 814 196=257812187+20009.
This may be against “habitable zone” theory.

Also we may calculate how many days existed in Kepler time? And more! Table V.
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In the time of Kepler there were 365*0,999999997659=364,999999145578 days /year.
For the last 10 000 000 years, year’s length did not changed too much =364,9744858 days
For the coming 63 629 050 years, year’s length will reach t0=365,0679574 days.(ref days =365 in 2009)

Global Journal of Science Frontier Research

tl 4600000000,00 r1,0 8,6982E+19 | 149597890,000000/ 1,000000000000
3 months later|4600000000,25 r1,25 8,6982E+19 | 149597890,000219| 1,000000000001
6 months later|4600000000,50 r1,5 8,6982E+19 | 149597890,000438| 1,000000000003
9 months later|4600000000,75 rl,75 8,6982E+19 | 149597890,000657| 1,000000000004
t2 4600000001,00 r2,0 8,6982E+19 | 149597890,000875/ 1,000000000006
3 months later|4600000001,25 r2,25 8,6982E+19 | 149597890,001094/ 1,000000000007
6 months later|4600000001,50 r2,5 8,6982E+19 | 149597890,001313| 1,000000000009
9 months later|4600000001,75 r2,75 8,6982E+19 | 149597890,001532| 1,000000000010
t Kepler 4599999600,00 r.Kepler |8,6982E+19 |149597889,649809| 0,999999997659
Table .V.
Vil.  WHAT ABOUT AREAS

Swept out in equal interval of time?

Considering Kepler’s elliptical orbits, the area swept out in 2009 should be equal to the area swept out in 2010.Table VI
shows that this is not correct.

al 8,69815E+19 149597890,000219

a2 8,69815E+19 149597890,001094

bl 8,69815E+19 149597890,000438

b2 8,69815E+19 149597890,001313
Areal; in 2009 |pi*al*bl 70307362931318100,00
Area2; in 2010 |pi*a2*b2 70307362932141000,00
Turkey's area 814578 1,010201601

Areal pi*rin2 approx. [70307362931318100,00
Area2 pi*r2°2 approx. [70307362932141000,00

Table.VI.
VIII.  THE MOST

Trendy question, since Kepler era.

What is the length of the orbit for 1 cycle of the Earth around the Sun.

According Kepler and other mathematician this is the perimeter of an ellipse. No! Table VII gives the evaluation steps of
these lengths; length adds due to translation along the orbit of the Sun is neglected.

r=-a*time*(time-Tmax)
Tmax= 9327258100
real time in 2009 114600000000
real time in 2010  t2]4600000001
rrealin 2009 (km) [149597890
we write r=149597890=-a*4600000000*(4600000000-Tmax)
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acceleration factor a=16,879522917266270E-12 is found
let the years be 2*pi*n
d year= 2*pi*dn is written;then we write
r=-a*2*pi*n*(2*pi*n-2*pi*nmax)
Tmax= 2*pi*nmax
r=-A*(n"2-n*nmax) and dL=r*dn
L=Integral[nl to n2]B*(n"3/3-nmax*n"2/2)
L/B= 2,17454E+19
L1=2*Pi*r (in 2009) [939951264,433068000 approximately
L2=2*Pi*r (in 2010) ]939951264,438568000 approximately
L=(L1+L2)/2 939951264,435818000
B= -4,32253E-11 is found
Example
L=Integral [t1 to t2] B*[t"3/3-T*t"2/2]
nl=tl 4663629049
n2=t2 4663629050 Maxpoint |
L real= 940126162,9
Lapproximate= 940126268,9 km
Table.VII.

IX.  WHAT MEANS LIGHT-YEAR?

It means nothing, it has no sense; years length (evaluated as number of days) is not constant. Days are constant Because ,
(I*w"2=Constant, innate). Big distances should be evaluated with “light-day” or 1000 LD.

X.  CONCLUSION

The Orbit of the planets is not elliptical but spiraled; expanding and then after compressing.

There is no aphelion, no perihelion, nor equality of swept out areas in equal interval of time. The Sun is not at a focus of an
ellipse but at the barycenter of the solar system. There are no ellipses. There is only one max.point, for the total life-time of
the planet.

And the trendy problem of orbit’s perimeter evaluation is closed. Mathematical ellipse’s perimeter evaluation is a different
problem: there, the arc length on positive Cartesian L17s=a”s+b”s and is due to Thales theorem.

XI. REFERENCE
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place twice. If you are already registered, then login using your username and
password.

(1) Choose corresponding Journal from “Research Journals” Menu.
() Click ‘Submit Manuscript’. Fill required information and Upload the paper.

(B) If you are using Internet Explorer (Although Mozilla Firefox is preferred), then
Direct Submission through Homepage is also available.

(C) If these two are not convenient, and then email the paper directly to
dean@globaljournals.org as an attachment.

Offline Submission: Author can send the typed form of paper by Post. However, online
submission should be preferred.
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Preferred Author Guidelines

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed)

Page Size: 8.27" X 11"

Left Margin: 0.65

Right Margin: 0.65

Top Margin: 0.75

Bottom Margin: 0.75

Font type of all text should be Times New Roman.

Paper Title should be of Font Size 24 with one Column section.

Author Name in Font Size of 11 with one column as of Title.
Abstract Font size of 9 Bold, “Abstract” word in Italic Bold.
Main Text: Font size 10 with justified two columns section
Two Column with Equal Column with of 3.38 and Gaping of .2
First Character must be two lines Drop capped.

Paragraph before Spacing of 1 pt and After of 0 pt.

Line Spacing of 1 pt

Large Images must be in One Column

Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10.
Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10.

You can use your own standard format also.

Author Guidelines:

1. General,

2. Ethical Guidelines,

3. Submission of Manuscripts,

4. Manuscript’s Category,

5. Structure and Format of Manuscript,

6. After Acceptance.

1. GENERAL

Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial,

while peer reviewer justify your paper for publication.

Scope

The Global Journals welcome the submission of original paper, review paper, survey article relevant to the all the streams of Philosophy

and knowledge. The Global Journals is parental platform for Global Journal of Computer Science and Technology, Researches in

Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. The choice of
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specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global Journals are being
abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will not be accepted unless they
have wider potential or consequences.

2. ETHICAL GUIDELINES
Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities.

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication
elsewhere. If the paper once accepted by Global Journals and Editorial Board, will become the copyright of the Global Journals.

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings.
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before
submission

The Global Journals follows the definition of authorship set up by the Global Academy of Research and Development. According to the
Global Academy of R&D authorship, criteria must be based on:

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings.
2) Drafting the paper and revising it critically regarding important academic content.
3) Final approval of the version of the paper to be published.

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors
who do not match the criteria as authors may be mentioned under Acknowledgement.

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along
with address.

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere.

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this
paper.

Please mention proper reference and appropriate acknowledgements wherever expected.

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the
author's responsibility to take these in writing.

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved.

3. SUBMISSION OF MANUSCRIPTS

Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below.

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author,
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the
instructions.
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments.

Complete support for both authors and co-author is provided.
4. MANUSCRIPT’S CATEGORY

Based on potential and nature, the manuscript can be categorized under the following heads: Original research paper: Such papers are
reports of high-level significant original research work.

Review papers: These are concise, significant but helpful and decisive topics for young researchers.
Research articles: These are handled with small investigation and applications

Research letters: The letters are small and concise comments on previously published matters.

5. STRUCTURE AND FORMAT OF MANUSCRIPT

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words
also. Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as
follows:

Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and
comprise:

(a)Title should be relevant and commensurate with the theme of the paper.

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions.

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus.

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared.

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition;
sources of information must be given and numerical methods must be specified by reference, unless non-standard.

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to
have adequate numerical treatments of the data will be returned un-refereed;

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing.
(h) Brief Acknowledgements.
(i) References in the proper form.

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial
correction.

The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness.
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It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines.
Format

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable,
that manuscripts should be professionally edited.

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary.
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater.

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed
by the conventional abbreviation in parentheses.

Metric Sl units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration,
1.4 | rather than 1.4 x 10-3 m3, or 4 mm somewhat than 4 x 10-3 m. Chemical formula and solutions must identify the form used, e.g.
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear.

Structure
All manuscripts submitted to Global Journals, ought to include:

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces),
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining
and indexing.

Abstract, used in Original Papers and Reviews:
Optimizing Abstract for Search Engines

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a
further work. Global Journals have compiled these guidelines to facilitate you to maximize the web-friendliness of the most public part of
your paper.

Key Words

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and
Internet resources.

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible
keywords and phrases to try.

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing

research paper are very helpful guideline of research paper.

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as
possible about keyword search:
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e One should start brainstorming lists of possible keywords before even begin searching. Think about the most
important concepts related to research work. Ask, "What words would a source have to include to be truly
valuable in research paper?" Then consider synonyms for the important words.

e It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most
databases, the keywords under which a research paper is abstracted are listed with the paper.

e  One should avoid outdated words.

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are
bound to improve with experience and time.

Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references.
Acknowledgements: Please make these as concise as possible.
References

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions
will cause delays.

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make
available electronic copies of the cited information for inclusion on the Global Journals homepage at the judgment of the Editorial Board.

The Editorial Board and Global Journals recommend that, citation of online-published papers and other material should be done via a
DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not being
noticeable.

The Editorial Board and Global Journals recommend the use of a tool such as Reference Manager for reference management and
formatting.

Tables, Figures and Figure Legends

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used.

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers,
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them.

Preparation of Electronic Figures for Publication

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible).

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi;
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi.

Color Charges: It is the rule of the Global Journals for authors to pay the full cost for the reproduction of their color artwork. Hence,
please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and
return a color work agreement form before your paper can be published.
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Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore,
the first 100 characters of any legend should notify the reader, about the key aspects of the figure.

6. AFTER ACCEPTANCE

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the
Global Journals.

6.1 Proof Corrections

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must
therefore be provided for the related author.

Acrobat Reader will be required in order to read this file. This software can be downloaded
(Free of charge) from the following website:

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for
any corrections to be added. Further instructions will be sent with the proof.

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt.

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please
note that the authors are responsible for all statements made in their work, including changes made by the copy editor.

6.2 Early View of Global Journals (Publication Prior to Print)

The Global Journals are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in advance
of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for publication,
and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after sending them.
The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles cannot be cited
in the conventional way.

6.3 Author Services

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article -
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is
provided when submitting the manuscript.

6.4 Author Material Archive Policy

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as
possible.

6.5 Offprint and Extra Copies

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org .
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INFORMAL TIPS FOR WRITING A SCIENCE FRONTIER RESEARCH PAPER TO INCREASE READABILITY AND CITATION

Before start writing a good quality Science Frontier Research Paper, let us first understand what is Science Frontier Research Paper? So,
Frontier Research Paper is the paper which is written by professionals or scientists who are associated to Physics, Mathematics,
Chemistry, Zoology, Botany, Bio-tech, Geology, Military Science, Environment and all Interdisciplinary & Frontier Subjects etc., or doing
research study in these areas. If you are novel to this field then you can consult about this field from your supervisor or guide.

Techniques for writing a good quality Applied Science Research Paper:

1. Choosing the topic- In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can
have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can be done by
asking several questions to yourself, like Will | be able to carry our search in this area? Will | find all necessary recourses to accomplish
the search? Will | be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related
to Frontier Science. Also, you may have to do a lot of work to find all rise and falls regarding the various data of that subject. Sometimes,
detailed information plays a vital role, instead of short information.

2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper.
They are here to evaluate your paper. So, present your Best.

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and
automatically you will have your answer.

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper
logical. But remember that all points of your outline must be related to the topic you have chosen.

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the
supervisor to help you with the alternative. He might also provide you the list of essential readings.

6. Use of computer is recommended: At a first glance, this point looks obvious but it is first recommendation that to write a quality
research paper of any area, first draft your paper in Microsoft Word. By using MS Word, you can easily catch your grammatical mistakes
and spelling errors.

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet.

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model
research paper. From the internet library you can download books. If you have all required books make important reading selecting and
analyzing the specified information. Then put together research paper sketch out.

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth.

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier.

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it.

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to
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mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and
always give an evaluator, what he wants.

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it
either in your computer or in paper. This will help you to not to lose any of your important.

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those
diagrams, which are made by your own to improve readability and understandability of your paper.

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but
if study is relevant to science then use of quotes is not preferable.

16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will
confuse the evaluator. Avoid the sentences that are incomplete.

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be
possible that evaluator has already seen it or maybe it is outdated version.

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that
suits you choose it and proceed further.

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your
target.

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use
language that is simple and straight forward. put together a neat summary.

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with

records.

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute
will degrade your paper and spoil your work.

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot.

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in
trouble.

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.
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27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also
improve your memory.

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have
several ideas, which will be helpful for your research.

29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits.

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their
descriptions, and page sequence is maintained.

31. Adding unnecessary information: Do not add unnecessary information, like, | have used MS Excel to draw graph. Do not add
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be
sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers.
Amplification is a billion times of inferior quality than sarcasm.

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way
to put onward earth-shaking thoughts. Give a detailed literary review.

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical
remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples.

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

INFORMAL GUIDELINES OF RESEARCH PAPER WRITING

Key points to remember:

e  Submit all work in its final form.
e Write your paper in the form, which is presented in the guidelines using the template.
®  Please note the criterion for grading the final paper by peer-reviewers.

Final Points:

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections,
submitted in the order listed, each section to start on a new page.

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness
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of prior workings.

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation,
and controlled record keeping are the only means to make straightforward the progression.

General style:
Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines.

To make a paper clear

- Adhere to recommended page limits

Mistakes to evade

e Insertion a title at the foot of a page with the subsequent text on the next page
e  Separating a table/chart or figure - impound each figure/table to a single page
e  Submitting a manuscript with pages out of sequence

In every sections of your document

- Use standard writing style including articles ("a", "the," etc.)

- Keep on paying attention on the research topic of the paper

- Use paragraphs to split each significant point (excluding for the abstract)

- Align the primary line of each section

- Present your points in sound order

- Use present tense to report well accepted

- Use past tense to describe specific results

- Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives

- Shun use of extra pictures - include only those figures essential to presenting results

Title Page:

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed
lines. It should include the name(s) and address (es) of all authors.

Abstract:
The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references

at this point.

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught
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the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written?
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to
shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no
more than one ruling each.

Reason of the study - theory, overall issue, purpose

Fundamental goal

To the point depiction of the research

Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results
of any numerical analysis should be reported

e  Significant conclusions or questions that track from the research(es)

Approach:

Single section, and succinct

As a outline of job done, it is always written in past tense

A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table
Center on shortening results - bound background information to a verdict or two, if completely necessary
What you account in an conceptual must be regular with what you reported in the manuscript

Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics)
are just as significant in an abstract as they are anywhere else

Introduction:

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction,
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the
protocols here. Following approach can create a valuable beginning:

e  Explain the value (significance) of the study
e  Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its
appropriateness from a abstract point of vision as well as point out sensible reasons for using it.

e  Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them.
e  Very for a short time explain the tentative propose and how it skilled the declared objectives.

Approach:

o  Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is
done.

e  Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a
least of four paragraphs.

®  Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the
whole thing you know about a topic.

e  Shape the theory/purpose specifically - do not take a broad view.
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e  Asalways, give awareness to spelling, simplicity and correctness of sentences and phrases.
Procedures (Methods and Materials):

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section.
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic
principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the
whole thing you did, nor is a methods section a set of orders.

Materials:
e Explain materials individually only if the study is so complex that it saves liberty this way.
e  Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.
e Do not take in frequently found.
e [f use of a definite type of tools.

e  Materials may be reported in a part section or else they may be recognized along with your measures.

Methods:

e  Report the method (not particulars of each process that engaged the same methodology)

e  Describe the method entirely

e  To be succinct, present methods under headings dedicated to specific dealings or groups of measures

e  Simplify - details how procedures were completed not how they were exclusively performed on a particular day.
e If well known procedures were used, account the procedure by name, possibly with reference, and that's all.

Approach:

e |tis embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use
third person passive voice.

e  Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences.

What to keep away from

e  Resources and methods are not a set of information.
e  Skip all descriptive information and surroundings - save it for the argument.
e  Leave out information that is immaterial to a third party.

Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the
outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and
tables, if suitable, to present consequences most efficiently.
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You must obviously differentiate material that would usually be incorporated in a study editorial from any unprocessed data or
additional appendix matter that would not be available. In fact, such matter should not be submitted at all except requested by the
instructor.

Content
e Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.
® In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate.
e  Present a background, such as by describing the question that was addressed by creation an exacting study.
e  Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if

appropriate.
e  Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form.

What to stay away from

e Do not discuss or infer your outcome, report surroundings information, or try to explain anything.
e  Not at all take in raw data or intermediate calculations in a research manuscript.
e Do not present the similar data more than once.
e  Manuscript should complement any figures or tables, not duplicate the identical information.
e  Never confuse figures with tables - there is a difference.
Approach

e Asforever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
e  Put figures and tables, appropriately numbered, in order at the end of the report
e If you desire, you may place your figures and tables properly within the text of your results part.

Figures and tables

e If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix
materials, such as raw facts

e  Despite of position, each figure must be numbered one after the other and complete with subtitle
e In spite of position, each table must be titled, numbered one after the other and complete with heading
e  Allfigure and table must be adequately complete that it could situate on its own, divide from text

Discussion:

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described.

Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that.

e  Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain."
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e  Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work

You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea.

Give details all of your remarks as much as possible, focus on mechanisms.

Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted.

Try to present substitute explanations if sensible alternatives be present.

One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain?

e  Recommendations for detailed papers will offer supplementary suggestions.

Approach:

e  When you refer to information, differentiate data generated by your own studies from available information
e  Submit to work done by specific persons (including you) in past tense.
o Submit to generally acknowledged facts and main beliefs in present tense.

ADMINISTRATION RULES LISTED BEFORE
SUBMITTING YOUR RESEARCH PAPER TO GLOBAL JOURNALS

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals:

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.

e  The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis.

e Do not give permission to anyone else to "PROOFREAD" your manuscript.

Written Material: You may discuss with your guides and key sources.

e Do not copy or imitate anyone else paper. (Various Methods to avoid Plagiarism is applied by us on every paper, if found guilty,
you will be blacklisted by all of our collaborated research groups, your institution will be informed for this and strict legal
actions will be taken immediately.)

e  To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files.
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Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after
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Abstract

Introduction

Methods and
Procedures

Result

Discussion

References

A-B

Clear and concise with
appropriate content, Correct
format. 200 words or below

Containing all background
details with clear goal and
appropriate details, flow
specification, no grammar
and spelling mistake, well
organized sentence and
paragraph, reference cited

Clear and to the point with
well arranged paragraph,
precision and accuracy of
facts and figures, well
organized subheads

Well organized, Clear and
specific, Correct units with
precision, correct data, well
structuring of paragraph, no
grammar and spelling
mistake

Well organized, meaningful
specification, sound
conclusion, logical and
concise explanation, highly
structured paragraph
reference cited

Complete and correct
format, well organized

Grades
C-D

Unclear summary and no
specific data, Incorrect form

Above 200 words

Unclear and confusing data,
appropriate format, grammar
and spelling errors with
unorganized matter

Difficult to comprehend with
embarrassed text, too much
explanation but completed

Complete and embarrassed
text, difficult to comprehend

Wordy, unclear conclusion,
spurious

Beside the point, Incomplete

E-F

No specific data with ambiguous
information

Above 250 words

Out of place depth and content,
hazy format
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comprehend
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