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Immunomodulatory Activity of Ayurvedic Plant
Aparajita (Clitoria Ternatea L.) In Male Albino

Rats

GJSFR Classification - G (FOR)
0702.1114.1115

Yogendrasinh B. Solanki' Sunita M. Jain®

Abstract-the present study was undertaken to investigate
immunomodulatory activity of Clitoria ternatea seed and root
extracts. Effects on humoral immune response were
investigated in SRBCs-sensitized rats. Effects on cell medicated
immunity were studied by measuring delayed type
hypersensitivity (DTH) response in SRBC-sensitized rats.
Neutrophil recruiting and phagocytosis were measured by
studying neutrophil adhesion and carbon clearance method
respectively. Further the effects on hematological parameters
were also studied. C. ternatea seed and root extracts showed
significant immunosupressive effects as evident from
significant decrease in primary and secondary antibody titers
in SRBCs-sensitized rats, paw thickness in DTH response, and
neutrophil adhesion and In vitro Phagocytosis. The
immunomodulatory effects of C. ternatea on humoral, cell
mediated and non-specific immune response could be
attributed to decreased immune cell sensitization, immune cell
presentation and phagocytosis. The anti-inflammatory and
antioxidant properties of plant might be playing major role in
immunomodulatory activity. The present study provided
evidence for the traditional uses of the plants in Indian system
of medicine.

Keywords-DTH response, Immunosuppressive, Neutrophil
index, Phagocytosis, Primary antibody titer.

l. INTRODUCTION

Litoria ternatea L. belonging to family ‘Fabaceae’, is

popularly known as a “Butterfly pea” in western
countries and as “Aparajita” in the traditional Ayurvedic
system of medicine. Clitoria ternatea (CT) is one of the
important plants of Ayurvedic system of medicine and is
official in the Ayurvedic Pharmacopoeia of India
(Anonymous, 2003). It is reported to have brain tonic
activity, and is popularly known as ‘shankhapushpi’
(Upadhye & Kumbhojkar, 1993) in southern India. In
traditional system of medicine, it is employed against
different disease conditions such as cathartic, purgative,
demulcent, emetic and anti-inflammatory in swollen joints
(Kirtikar & Basu, 1976; Chopra et al. 1956). Ayurvedic
system prescribed various part of the plant in inflammation,
hepatic disorders and as a brain tonic (Anonymous, 2003).
Various parts of CT have been reported to have nootropic
activity, anxiolytic activity, tranquilizing property, anti-

About Department of Pharmacology, L M College of Pharmacy,
Navrangpura, Ahmedabad- 300 009. Gujarat, India.

(telephone: +91-79-6302746 email: dy_solanki@yahoo.co.in)
About-? Department of Pharmacology, L M College of Pharmacy,
Navrangpura, Ahmedabad- 300 009. Gujarat, India.

(telephone: +91-79-6302746 email: sunitalmcp@yahoo.com)

inflammatory and analgesic activity, antipyretic, and
antimicrobial activity (Mukherjee et al., 2008). It is also
reported to have immunomodulatory activities in alloxan-
induced diabetic rats (Daisy et al. 2004). The plant is found
to possess antibacterial activity (Malabadi et al. 2005). The
flavonol glycoside present in roots is reported to have
antibacterial activity (Yadava & Verma, 2003). CT has been
reported to contain kaempferol and related glycosides,
aparajitin, anthocyanins (Shrivastava & Pande, 1977), and
anthoxanthins (Gupta & Lal, 1968). However, no study had
been reported on immunomodulatory activities especially of
seeds and roots in animal models. Hence, we conducted the
present study to evaluate an immunomodulatory activity of
seeds and roots of CT in male albino rats.

Il. MATERIALS AND METHODS
A. Plant collection and Identification

The plant is available in two varieties — blue flowered and
white flowered. It is climbing vine found on road side and
field sides throughout India. Since, the blue variety is
medicinally more important, we used only blue variety for
the present investigation. The plant was collected in the
month of March (2007) from the fields and road side of the
Charotar region of the Gujarat state, India. The pods were
allowed to dry sufficiently under shade, and finally seeds
were collected manually. The plant was botanically
identified by Dr. G. C. Jadeja, Professor and Head of
Agricultural Botany Department, B. A. College of
Agriculture, Anand Agricultural University, Anand, India.
The specimens of the sample were stored in the museum of
the department (specimen no. 0701). The quality of plant
was ascertained as per Ayurvedic Pharmacopoeia of India
by determining foreign matters, total ash, acid insoluble ash,
alcohol soluble extractive, and water soluble extractive
values (Anonymous, 1999)

B. Preparation of extracts

The dry powdered (40#) seeds (1kg) were extracted with
petroleum ether by percolation until the percolate was free
of green color. The residues were extracted with 50% v/v
alcohol by heating on boiling water bath under reflex for 3
h. The solvents were evaporated to have pasty mass,
referred as CT seed extract. The dry powdered (40#) roots
were directly extracted with 50% v/v alcohol by heating on
the boiling water bath under reflex for 4 h. The solvents
were evaporated at room temperature to have pasty mass,
referred as CT root extract.
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C. Preliminary phytochemical screening

CT seed and root extracts were screened for phytochemicals
using the method specified by Kokate, (2003).

D. Chemicals and reagents

All the chemicals used in the present study, were of
analytical grade and purchased from S. D. Fine chemicals
Limited, Mumbai. Dexamethsone (DMS) was obtained from
Cadila Zydus Research Centre, Ahmedabad.

E. Pharmacological evaluation

Animals

Male albino rats (Wistar strain) weighing 150-200 g were
divided into different groups, each consisting of six animals.
Animals were maintained on a commercial chew diet
(Pranav Agro Industries Ltd., Sangli, Maharastra, India) and
water at libidum throughout the study period. This study
was approved by the institutional animal ethics committee in
accordance with the guidelines of Committee for the
Purpose of Supervision and Control of Experiments on
Animals (CPCSEA) (CPCSEA, 2003). For each experiment
outlined below, rats were randomized into various groups
that received CT seed extract, CT root extract, vehicle, or
dexamethasone (DMS) as a reference immunosuppressive
drug.

F. Treatment regimens

CT seed and root extracts were suspended in distilled water
using 1% w/v gum acacia. DMS was suspended at a
concentration of 0.8 pg/mL in distilled water using 1% w/v
CMC. In the studies herein unless elsewise indicated,
treatment rats received CT seed and root extracts at 500
mg/kg body weight (BW) in 1 mL doses daily by gavage.
The control group rats received vehicle, i.e., a single 2 mL
bolus bearing 1 mL each of the 1% w/v gum acacia and 1%
w/v. CMC solutions, in parallel daily. The rats in the
reference drug group received DMS at the dose of 0.25
mg/kg BW in 1 mL volume, daily by gavage.

G. Antigen preparation

Fresh blood was collected from sheep sacrificed in the local
slaughter house, and placed in Alsever’s solution. During
the experiment, adequate amount of stock solution of sheep
red blood cells (SRBC) stored in Alsever’s solution, was
taken and allowed to stand at room temperature. It was
washed three times with normal saline. The settled SRBC
were then suspended in normal saline. The SRBC of this
suspension were adjusted to a concentration of 5x10°
SRBC/mL for immunization and challenge (Bafna and
Mishra, 2005).

H. Acute toxicity study

Animals were treated with different doses 250, 500, 750 and
1000 mg/kg, p.o. of each extracts. After single dose
administration, animals were observed for death or any
other deformities up to 72 h.

I.  SRBC-induced humoral antibody (HA) titer

The method described by Atal et al. (1986) was utilized to
examine the rats provided CT seed and root extracts once
daily by gavage, starting 7 days prior to sensitization and
continuing up to the second time of challenge (i.e., Day —7
up to and through Day +14; for a total of 21 d). Control and
DMS-treated rats received vehicle or the drug, respectively,
in parallel each day.

To specifically assess effects on antibody formation, groups
of six rats per treatment were immunized with 20 pL of
SRBC  suspension  (5x10°  SRBC/mL) injected
subcutaneously into right hind foot pad. The day of
immunization was referred to as Day 0. Seven days later
(Day +7), the rats were challenged by injecting 20 pl of
SRBC suspension (5x10° SRBC/mL) intradermally into the
left hind foot pad. Blood samples were collected from all the
animals separately by retro—orbital puncture under light
ether anesthesia on Day +7 (after challenge) for assessment
of primary antibody titer and on Day +14 (after challenge)
for measures of secondary antibody tire. Antibody levels
were determined by the method described by Shinde et al.
(1999). After allowing the collected blood to clot, serum
was isolated and 25 pL was placed into one well of a 96—
well microtiter plate. Serial two—fold dilutions of the serum
were made using 25 pL of normal saline each time of
transfer across the plate. To the 25 pL of diluted serum in
each well was then added 25 pL of 1% v/v SRBC
suspension in normal saline. The microtiter plate was
maintained at room temperature for 1 h and then well
contents examined for haemagglutination i.e., until control
wells showed unequivocally negative patterns. The value of
the highest serum dilution showing haemagglutination was
defined as the antibody titer for the given rat.

J.  SRBC-induced delayed-type hypersensitivity
(DTH) Response

The method of Lagrange et al. (1974) was used to analyze
effects on DTH responses in the treated rats. Daily treatment
with CT seed and root extracts (500 mg/kg, by gavage)
began 14 days prior to the challenge i.e., starting on the
dame day as immunization with SRBC. Control and DMS-
treated rats received vehicle or the drug, respectively, in
parallel each day.

On Day 0, all rats were immunized with20 pL SRBC
solution (5 x 109 SRBC/mL) injected subcutaneously into
their right hind footpad. After 14 days of gavage treatment,
the thickness of each rat’s left footpad was measured just
before the challenge; using a Schnelltaster caliper (H.C.
Kroplin Hessen, Schluchtern, Germany) that could measure
to a minimum unit of 0.01 mm. The rats were then
challenged by injecting 20 uL SRBC solution (5 x 109
SRBC/mL) intradermally into their left hind footpad
(deemed time 0). Foot thickness was the re—measured after
24 h. The difference between the thicknesses of left foot just
before and 24 h after challenge (in mm) was taken as a
measure of DTH (Doherty, 1981)
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K. Neutrophil adhesion test

The method described by Wilkonson (1978), was used for
evaluating the effect of CT seed and root extracts on
neutrophil adhesion. After 14 days of gavage treatment,
blood samples were collected from rats in each group by
retro—orbital puncture under light ether anesthesia in
heparinized vials and subjected to total as well as
differential leukocyte count. After performance of the initial
counts, the each blood sample was incubated with 80
mg/mL of nylon fibers at 37°C for 15 min. The incubated
samples were again analyzed for total and differential
leukocyte count. The product of total leukocyte count and
the percentage (%) neutrophil (known as neutrophil index)
was determined for each rat of the respective groups
(Fulzele et al., 2002). The % neutrophil adhesion for each of
the test rat was then calculated as “% Neutrophil Adhesion”
=100 x (Nlu — NIt)/ NIu, Where ‘NIu’ is the neutrophil
index of the blood samples before nylon fiber treatment and
‘NIt ’ the index after nylon fiber treatment.

L. Carbon clearance test

The method of Biozzi et al. (1953) was used to analyze
phagocytic activity among the white blood cells in the rats.
For each treatment regimen, a total of 6 rats were utilized.
Daily treatment with CT seed extract (500 mg/kg, by
gavage) occurred for 5 day prior to the assessment of in situ
phagocytic activity. Control and dexamethasone — treated
rats received vehicle or the drug, respectively, in parallel
each day. A colloidal carbon ink suspension was injected via
the tail vein into each rat 48 h after the final treatment. From
each rat, blood samples (25 pL) were then withdrawn from
the retro—orbital plexus under mild ether anesthesia,
immediately after the injection and then 5, 10, and 15 min
thereafter. Each blood sample was lysed with 2 mL of 0.1%
acetic acid and the absorbance of the resulting solution
evaluated at 675 nm (Damre et al., 2003). A graph of
absorbance vs. time post—injection was prepared for each
animal and the in situ phagocytic index calculated using
following formula, “Phagocytic Index (PI)” = Kgampie /
Ksandarar  Wherein  Kempie  represents the slope of the
absorbance vs. time curve of blood samples from rats in the
extract — treated or Dexamethasone — treated group and
Kstandarg represents the slope of the absorbance vs. time curve
of blood samples for the rats in the control group.

M. Hematological profile

After 8 days of the repeated gavage treatment, blood was
collected from each rat via their retro—orbital plexus under
light ether anesthesia. Various parameters such as total
white blood cell (WBC), differential WBC, red blood cell
(RBC), platelet counts, as well as hemoglobin (Hb) levels
were then evaluated using a Sysmax XS800i automated
hematology analyzer (TOA Medical Electronic Co., Tokyo,
Japan).

N. Statistical analysis

Statistical analysis was carried out using one way ANOVA
followed by Tukey’s test, using the SigmaState™ 2.03

software and computer with Intel Pentium® dual core™
processor. A value of p < 0.05 was considered a statistically
significant difference between analyzed groups.

Ill.  RESULTS

In the present study, the immunomodulatory effect of CT
seed and root extracts were investigated using various
experimental models. The effect on humoral immunity was
estimated by measuring primary and secondary antibody
titers in SRBC sensitized rats. Effect on innate or cell
mediated immunity was studied against delayed type of
hypersensitivity (DTH) response. Further, neutrophil
recruiting and phagocytic activity of the reticuloendothelial
system were measured by neutrophil adhesion and removal
of carbon particles from the blood circulation.

Acute toxicity study showed that CT seed and root extracts
were safe up to the dose of 1000 mg/kg, p.o. The
preliminary phytochemical screening showed presence of
glycosides, tannins, saponins, phenolics, flavonoids,
proteins, and carbohydrates.

A. SRBC-induced antibody (HA) titer

In SRBC-sensitized rats, the primary titer was significantly
decreased by CT seed (0.05 + 0.01) and root (0.03 £ 0.01)
extracts on day 14 and secondary titer was significantly
decreased by both the extract (0.06 + 0.01 and 0.03 + 0.01)
respectively on day 21 when compared with the control
group (3.52 £ 0.76) on day 14 and (5.00 £ 0.76) on day 21.
Reference immunosupressive drug dexamethasone showed
significant decrease in primary titer (0.15 = 0.02) and
secondary titer (0.19 + 0.05) (table 1).

Table: 1 Effects on antibody formation by SRBC-sensitized

rats.
Treatment Primary titer Secondary titer
Control 3.52+0.76 5.00+0.76
Dexamethasone 0.15 + 0.02* 0.19 + 0.05*
CT seed extract 0.05 +0.01* 0.06 + 0.01*
CT root extract 0.03+0.01* 0.03+0.01*

All values represent mean + SEM; n = 6 per treatment group. Statistical
analysis was carried out using One Way ANOVA followed by Tukey's
multiple range test. *: Value significantly different (p < 0.05) compared
with the control group. CT: C. ternatea, treatments began in period
starting 7 d prior to sensitization and continuing up to time of challenge
(i.e., Day -7 up to and through Day +7)

B. SRBC-induced DTH response

The cell-mediated immune responses of CT seed and root
extracts were assessed by DTH reaction, i.e. foot pad
reaction. The DTH response was measured as difference in
thickness of hind paw before and after the challenge with
SRBC solution. CT seed (0.31 + 0.01) and root (0.40 + 0.02)
extracts produced significant (p < 0.001) decrease in the
DTH response when compared with the control group

(0.85 £ 0.02). These effects were comparable with that of
reference immunosuppressant drug — dexamethasone

(0.36 + 0.01) (table 2)
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C. Neutrophil adhesion test

The % neutrophil adhesion was significantly (p < 0.01)
decreased by CT seed (14.32 £ 1.09) and root (8.71 + 0.81)
extracts at the dose of 500 mg/kg, p.o., when compared with
the control group (23.33 = 1.02). These effects were
comparable with the reference drug - dexamethasone (14.00
+ 3.07). The finding suggested possible immunosuppressive
or immunoinhibitory action of both the extracts (table 3).

Table: 2 Effects on DTH response and the phagocytic index

with the control group. CT: C. ternatea. ® Value in parentheses indicate
decrease or increase in DTH response relative to control rat value. ® Control
value set to 1.00 for comparative purposes.

D. Carbon clearance test

The in vivo phagocytic activities were measured by carbon
clearance method. CT seed (0.31 £ 0.01) and root (0.40 +
0.01) extracts produced significant decrease in phagocytic
index. The phagocytic index of the control group was
considered as unite. The dexamethasone produced

Treatment DTH Response  Phagocytic index” significant decrease in the phagocytic index (0.24 + 0.01)
Control 0.85+ 0.02 1.00 (table 2).

Dexamethasone 0.36 + 0.01* (-57.64%) 0.24 + 0.005* E. Effects on hematological profile

CT seed extract 0.31+0.01* (-63.53%)  0.31 £ 0.005* N

CT rootextract 0.40 + 0.02* (-52.94%)  0.40 + 0.004* The CT seed and root extracts significantly decreased blood

All values represent mean + SEM; n = 6 per treatment group. Statistical
analysis was carried out using One Way ANOVA followed by Tukey’s
multiple range test. *: Value significantly different (p < 0.05) compared

lymphocyte, and RBC counts, as well as Hb content when
compared with the control group. The reference drug
dexamethasone significantly decreased blood total WBC,
neutrophil, RBC counts, and Hb content (table 4).

Table: 3 Effect of CT seed and root extracts on neutrophil index and neutrophil adhesion.

TLC (10°mm®) (X)

% Neutrophil (Y)

Neutrophil Index (X x Y) % Neutrophil

Group UnB FTB UnB FTB x10° Adhesion
UnB FTB

Control 6.38 £ 0.57 6.10 £ 0.60 14.34 +2.55 1141 +1.85 88.18 + 10.82 67.35+ 7.86 23.33+1.02

DMS 142 +£0.34* 1.43+£0.31* 3.51+0.09* 3.10 £ 0.08* 5.46 + 1.32* 462 +1.09* 14.00+3.07*

CT seed extract 6.83 £ 0.66 6.52 +0.64 32.83+6.66 30.60 + 6.55 23.18 + 6.66™ 21.10+£6.72*  14.32 £1.09*

CT root extract 4.82+0.43 5.26 £ 0.57 17.60 + 0.63 14.93+0.91 8.36 +4.37* 7.62+3.79* 8.71+0.81*

All values represent mean + SEM; n = 6 per treatment group. Statistical analysis was carried out using One Way ANOVA followed by Tukey’s multiple
range test. P < 0.05 was considered statistically significant. *: significant when compared with the control group. CT: C. ternatea, DMS: dexamethasone.
TLC: total leukocytes count; UnB: untreated blood; FTB: nylon fiber-treated blood.

Table: 4 Effects of CT seed and root extracts on hematological parameters.

Total WBC Neutrophils Lymphocytes RBC Platelets Hb
Group (cells/uL) x  (cells/uL) x (cells/uL) x (cells/uL) x (cells/uL)  x /dL

10° 10° 10° 10° 10° (g/dL)
Control 6.14+0.84 0.46 £0.15 4.90 £ 0.96 9.16 £0.21 813.33 +53.48 16.13+0.30
DMS 0.97+£0.04* 0.04+0.04* 0.76+0.07* 7.27+0.17* 940.00+47.84 13.17+0.31*
CT seed extract  6.58 + 0.59 0.33+£0.05 2.11+£0.18* 6.77 £054* 821.08+58.12 14.32 +0.34*
CT root extract  4.63+£0.39 0.18 £0.03 1.95+0.12* 7.12+£0.18* 860.55+61.72 13.76 + 0.45*

All values represent mean + SEM; n = 6 per treatment group. Statistical analysis was carried out using One Way ANOVA followed by Tukey’s multiple
range test. *: P < 0.05 was considered statistically significant. *: significant when compared with the control group. CT: C. ternatea, DMS: dexamethasone.

WBC: White blood cells, RBC: Red blood cells, Hb: Hemoglobin.
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V. DISCUSSION

In the present study, the immunomodulatory activity of CT
seed and root were investigated using experimental models.
The humoral response was measured as primary and
secondary antibody titers in sheep red blood cells (SRBC)
sensitized rats; the cell mediated immune response was
measured as delayed type of hypersensitivity (DTH)
response in SRBC sensitized rats. The neutrophil recruiting
and Phagocytic activity of Reticuloendothelial system was
measured as neutrophil adhesion and carbon clearance
method. Further, the effects of CT seed and root extracts on
hematological parameters were also investigated.

When animal hosts are non-intravenously sensitized with
sheep red blood cells (SRBC), this ‘antigen’ initially
becomes diffused within the extra vascular space and
ultimately, via the lymphatic system, enters regional lymph
nodes. Macrophages in the lymphoid tissues or lining the
sinuses are then able to phagocytize the antigen, process it
for presentation (in the context of surface major
histocompatability Class Il molecules), and become antigen-
presenting cells (APC) to many cells, including
lymphocytes. Another APC is the B-lymphocyte; like
macro-phages, B-lymphocytes are not very effective at
presenting this or other antigen to naive T-lymphocytes.
They are, however, effective in presenting antigen to
memory lymphocytes, especially when antigen level is low.
Once the antigen has been fragmented and processed, helper
TH2 T-lymphocytes can then interact to assist/stimulate the
B-lymphocytes to produce antibody against the SRBC. In
general, during a first (primary) response to exposure to the
SRBC/antigen, IgM is secreted initially, followed by a
switch to 1gG (Goldsby et al., 2003). On re-exposure to the
antigen, a secondary response is elicited that is characterized
by a rapid onset and highly amplified level of antibody
production. Thus, Antibody molecules, a product of B
lymphocytes and plasma cells, are central to humoral
immune responses, IgG and IgM are the major
immunoglobulins which are involved in the complement
activation, opsonization, neutralization of toxins, etc.
(Miller, 1991). At neutral pH, red blood cells possess
negative ions cloud that makes the cells repel from one
another, this repulsive force is referred to as zeta potential.
Because of its size and pentameric nature, IgM can
overcome the electric barrier and get cross-link red blood
cells, leading to subsequent agglutination. The smaller size
and bivalency of 1gG, however, makes them less capable to
overcome the electric barrier. This characteristic may
accounted for, IgM being more effective than IgG in
agglutinating red blood cells (Kuby, 1994).

In the present study, anti-SRBC antibody titers - during both
primary and secondary responses -were found significantly
decreased in the hydroalcoholic extracts-treated rats. The
inhibition of the humoral response by CT seed and root
extracts that were noted here could indicate that there was
decreased responsiveness of macrophages/B-lymphocytes
subsets in these hosts.

Phagocytosis represents an important innate defense
mechanism against ingested particulates including whole
pathogenic microorganisms. The specialized cells that are
capable of phagocytosis include blood monocytes,
neutrophils and tissue macrophages. Once particulate
material is ingested into phagosomes, the phagosomes fuse
with lysosomes and the ingested material is then digested.
Thus, it is not only ingesting and removing microorganisms
but also malignant cells, inorganic particles and tissue
debries (Miller, 1991). In general, the rate of in situ carbon
particle clearance is frequently used as a measure of
reticuloendothelial system (RES) competency. Specifically,
a faster removal of particles is correlated with an enhanced
phagocytic activity of RES cellular components (Abbas &
Litchman, 2001). In the study here, prophylactic treatment
with CT seed and root extracts inhibited the rate of carbon
clearance seen among control group rats.

The neutrophil, an end cell unable to divide and with limited
capacity for protein synthesis is, nevertheless, capable of a
wide range of responses, in particular chemotaxis,
phagocytosis, exocytosis and both intracellular and
extracellular killing (Dale & Foreman, 1984). Normally, a
more rapid clearance of exogenous particulates from the
blood by macrophages would arise from opsonization of the
material with antibodies/complement C3b. The decrease in
neutrophil function (i.e., adhesion activity) strongly suggests
that the function in the treated rats’ phagocytes was
inhibited (i.e., immunoinhibited).

Cell-mediated  immunity (CMI) involves effectors
mechanisms carried out by T lymphocytes and their
products (lymphokines). CMI responses are critical to
defense against infectious organisms, infection of foreign
grafts, tumor immunity and delayed-type hypersensitivity
reactions (Miller, 1991). Delayed type hypersensitivity
reaction is characterized by large influxes of non-specific
inflammatory cells, in which the macrophage is a major
participant. It is a type IV hypersensitivity reaction that
develops when antigen activates sensitized TDTH cells.
These cells generally appear to be a TH1 subpopulation
although sometimes TC cells are also involved. Activation
of TDTH cells by antigen presented through appropriate
antigen presenting cells results in the secretion of various
cytokines including interleukin-2, interferon-y, macrophage
migration inhibition factor and tumor necrosis factor-a
(Askenase and Van Loveren, 1983). The overall effects of
these cytokines are to recruits macrophages into the area and
activate them, promoting increased phagocytic activity vis-
a-vis increased concentration of lytic enzymes for more
effective killing. Several lines of evidence suggest that DTH
reaction is important in host defense against parasites and
bacteria that can live and proliferate intracellularly.

In addition to the above-noted outcomes, the DTH response
- the magnitude of which can be directly correlated with the
competence of a host’s cell-mediated immune function that
was decreased in rats that received CT seed and root
extracts. Apart from the key role of memory (sensitized) T-
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lymphocytes in this reaction, the role of local macrophages
(initially) and then recruited monocytes/other phagocytes
are critical as well. From the data here, no specific
conclusions about the functionality of memory T-
lymphocytes can be predicted; however, decreases in anti-
SRBC titers in CT seed and root extracts treated rats were
suggestive of decreased activation of T-lymphocytes. The
decreased phagocytic activities of local/recruited phagocytes
would also be a major factor for the substantive decrease
observed in DTH among extracts-treated rats.

The majority of the cells involved in the immune system are
produced from common hematopoietic stem cells found in
the bone marrow. This site also provides a
microenvironment for antigen-dependent differentiation of
B-lymphocytes (Raphael & Kuttan, 2003). Since CT seed
and root extract treatments were seen here to give rise to
decreased circulating antibody titers (specifically against the
SRBC), it would be expected then that there should have
also been decreases induced in levels of one or more of the
cell types involved in the humoral response to this antigen.
In the present study, the evaluations of peripheral blood of
extracts-treated rats confirmed the suppression of total WBC
counts. These outcomes suggested strongly that the potential
effect of CT seed and root extracts was an impact on
hematopoietic processes and on the bone marrow in
particular.

Intensity of inflammatory immune responses is controlled
by recruitment of inflammatory cells into inflammatory
lesions. This process is tightly governed by expression of
certain inflammatory chemokines, such as monocyte
chemotectic protein 1 (MCP-1), Macrophage inflammatory
protein 1a (MIP-1a), Macrophage inflammatory protein 1h
(MIP-1h), and CC- Chemokine ligand 5 (CCL5) (Baggiolini
& Dahinden, 1994; Kallinich et al., 2005) and adhesion
molecules, such as lymphocyte function-associated antigen
1 (LFA-1), L-Selectin, and cluster of differentiation 44
(CD44), by the inflammatory cells, and inter-cellular
adhesion molecule 1 (ICAM-1), and vascular cell adhesion
molecule 1 (VCAM-1) by the endothelial cells (Cartier et
al., 2005). Given the central role of chemokines and
adhesion molecules in orchestrating the immune response,
interference with the expression of these mediators
substantially alter the quality of the immune response,
leading to either enhancement or inhibition of the ongoing
immune response. Thus, one potential mechanism that
might mediate the inhibitory effect of CT on inflammatory
immune responses is an alteration of trafficking of the
inflammatory cells via modulating expression of
chemokines and/or adhesion molecules.

Thus, the immunoinhibitory effect of CT can be explained
partly by its inhibitory effects on humoral antibody
formation, phagocytosis, delayed type hypersensitivity
response, and immune cell activities. The anti-inflammatory
activity of CT seed and root extracts against carrageenan-
induced hind paw edema, pleurisy and cotton pellet
granuloma model, suggesting inhibition of inflammatory
components of immune response by CT.

V. CONCLUSION

CT seed and root extracts showed profound
immunosupressive activity in male albino rat model. The
antioxidant and anti-inflammatory activities of plant may be
playing major role in  immunoinhibition.  The
immunomodulatory activity might be attributed to the
presence of flavonoid and phenolic compounds. The present
study demonstrated and provided evidence for the
traditional uses of Clitoria ternatea. Further studies might be
required to determine detailed mechanisms and active
phytochemicals responsible for immunomodulatory activity.
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Properties Of Nanostructured Sb,Ss-Tls Thin Film
Deposited By Chemical Bath Technique

P.U. Asogwa

Abstract-Multilayer thin film composed of Sb2S3-TIS was
deposited on glass substrate by a simple and inexpensive
chemical bath deposition technique within the pores of
polyvinyl alcohol. The deposited film was subjected to post-
deposited annealing at 1000C, in the oven for 1 hour. The
structure was investigated by X-ray diffraction and the
crystallite size was found to be 14 nm. The value of the optical
band gap energy Eg, calculated from the absorption spectra is
1.0eV.

Keywords-Multilayer thin film, band-gap energy, optical
properties, chemical bath deposition, solar light energy.

l. INTRODUCTION

ractical application of semiconductor materials in

devices requires the fabrication of semiconductor with a
differential doping structure. This is essentially important
for efficient use of semiconductor materials in the
fabrication of laser diodes, LEDs, solar cells etc. Direct
band-gap materials are presently essential for laser diodes
application [1]. Similarly, “tandem” cells have been shown
to exhibit total conversion efficiency, which is higher than
single-junction PV cells. The requirement to get appropriate
band-gap energies for device application has led to the
development of binary, ternary and quaternary thin films
[2-6].
The chemical bath deposition technique is one of the
simplest and low cost methods of thin film deposition. The
method can be carried out at low temperatures and can allow
large area deposition of semiconductor. Deposition of the
films occurs when the substrate is maintained in contact
with the chemical bath and the ionic product exceeds the
solubility product. The chemical bath deposition method of
thin film has the advantage of allowing one to easily control
the growth factors including the film thickness, rate of
deposition and crystalline quality. This is usually achieved
by varying the bath concentration, temperature and the pH
of the solutionln this present report, chemical bath
deposition technique was used to deposited nanostructured
thin films of Sb2S3-TIS within the self-organized pores of
polyvinyl alcohol. This is followed by the analysis of the
band-gap energy and the optical transmission for possible
use in solar cells and other applications

Il. Experimental Details

To deposit the thin film of Sb2S3 on microscope glass slide,
5ml of acetone was used to dissolve 1.3g of SbCI3 in 50ml

About- Department of Physics and Astronomy, University of Nigeria,
Nsukka(email-puasogwa@yahoo.com)

GJSFR Classification - C (FOR)
40103,20106,0303

beaker. This was followed by sequential addition and
stirring of 25ml of 1M Na2S203 and 34ml of PVA solution.
The PVA solution was prepared by dissolving 0.9g of solid
PVA in 450ml of distilled water at 900C. The homogenous
solution was aged until the temperature drops to 250C. The
deposition proceeded at room temperature and was
completed by 150 mins. The coated substrate was removed
from the bath and washed with distilled water and dried.
Thin film of TIS was deposited on glass-Sh2S3 system by
using 5ml  of 02M TINO3, 4ml of 1M
C3H4(OH)(COONa)32H20, 4ml of 1M (NH2)2CS and
34ml of PVA solution put in that order in 50ml beaker. The
deposition time was 90mins. The film was again rinsed
thoroughly with distilled water andallowed to dry. The
deposited Sh2S3-TIS thin film was annealed in an oven at
1000C for 60mins. The sample was characterized with SEM,
XRD and UV-VIS Spectrophotometer. Optical properties of
chemical bath deposited Sb2S3-TIS thin film was measured
at room temperature by using a double beam Perkin-Elmer
UV-VIS Lambda 35 spectrometer. Optical band-gap was
calculated from the absorption spectra. X-ray diffraction
(XRD) is an efficient tool for the structural analysis of
crystalline materials. The XRD patterns for the sample was
recorded using D/max-2000 Rigaku X-ray diffractometer in
the 20 range of 200 - 800 using CuKo radiation of
wavelength A = 1.5408A. The grain size of the deposited
films was viewed by using scanning electron microscopy
(SEM) technique.

I1l.  RESULTS AND DISCUSSION

Fig. 1 shows the XRD pattern of nanostructured Sh2S3-TIS
thin films deposited in this work. Peak broadening has been
observed in recorded diffraction patterns, which shows the
formation of crystalline thin films. Some of the recorded
parameters from XRD analyses are displayed in table I.

Table I: Obtained result from XRD for Sh,S;-TIS thin film

20 d-value I/lo
26.18 | 3.4011 75
26.28 | 3.3884 100
30.30 | 2.9474 08
43.36 | 2.0851 43
43.42 | 2.0824 46

The diffraction peaks at 26 values of 26.28 and 30.30
corresponds to peaks of TIS (PDF No 43-1067). Similarly,
the XRD pattern at 26 value of 26.18 is identified to be
Sh2S3 (JCPDS-6-0474)


mailto:puasogwa@yahoo.com

Page |10 Vol. 10 Issue 3 (Ver 1.0), July 2010

Global Journal of Science Frontier Research

The average crystallite size was calculated from the
recorded XRD patterns using Scherrer formula:

D=0.89 A/B cos 6

Where D is the average crystallite size, A is the wavelength
of the incident X-ray, B is the full width at half maximum of
X-ray diffraction and 0 is the Bragg’s angle. The average
crystallite size for the thin film of Sb2S3-TIS was found to
be 14nm.

301
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Fig.1: X-ray diffractogram of Sh,S5-TIS thin film

The photographical structure of the film grown in this work
was studied by scanning electron microscope. The SEM of
Sh,S5-TIS thin film is shown in fig.2. The crystalline
structure is clear in the micrograph. The figure also shows
that the deposited film contains pin poles and few cracks.

Fig. 2: SEM of Sh,S5-TIS

The optical absorption spectra of the films deposited onto
glass substrate were studied in the range of wavelengths 400
— 1100nm. The variation of absorbance (A) and
transmittance (%T) with wavelength for the sample under
study are shown in fig 3 and 4 respectively
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Fig.3: Plot of absorbance against wavelength for Sh2S3-TIS
thin film
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Fig.4: Plot of transmittance against wavelength for Sb,Ss-
TIS thin film
Figure 3 shows that thin film of Sb,S;-TIS has good
absorption in both the visible spectrum and NIR region of
solar radiation. The absorbance increases linearly with the
wavelength. The transmittance of the film is below 40% in
the visible region of solar spectrum. Human eye
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is sensitive only in the range 400 — 700 nm and is peaked at
500nm (photopic vision). This is important factor in window
coatings but is not met in this film. The film however is
opaque in the visible region, making it unsuitable for this
purpose.

The dependence of the absorption coefficient (o), on the
photon energy is important in studying energy band
structure and the type of transition of the electrons. The
absorption coefficient was estimated by the transmittance
data as shown in fig. 5

1.8 1

1.6 1

1.4 1

1.2 1

1,

a X 106m-1

0.8 1
0.6 1
0.4 1

0.2 -

O I I I I

1 1.5 2 2.5 3
hv (eV)

Fig.5: Plot of absorption coefficient against photon energy
for Sh,S;-TIS thin film

The absorption spectra, which are the most direct and
perhaps the simplest method for probing the band structure
of semiconductors, are employed in the determination of the
energy gap, Eq. The E4 was calculated using the following
Tauc’s relation
a=A(hv - Eg)" /hv,

Where A is a constant, hv is the photon energy and o is the
absorption coefficient, while n depends on the nature of the
transition. For direct transitions n = % or %, while for
indirect ones n = 2 or 3, depending on whether they are
allowed or forbidden, respectively. The usual difficulty in
applying this concept to polycrystalline thin films with
nanometer-scale crystalline grains is the size distribution of
grains and consequent variation in the band gap due to
guantum confinement effects. Thus the straight-line portion
may not extend beyond a few tenths of an electronvolt, and

hence value of the band gap could turn out to be very
subjective [8].
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Fig.6: Direct band gap plot for Sh,S5-TIS thin film

The best fit of the experimental curve to a band gap
semiconductor absorption function was obtained for n = %.
Hence, the calculated values of the direct energy band gap,
from fig.6 is 1.0eV

A material with a direct band gap of 1 - 1.5eV with a high
solar optical absorption 10* - 10°cm™ in the wavelength
range of 350 — 1000 nm has been regarded as a promising
absorber for thin film photovoltaic applications [9, 10]. The
low band gap value exhibited by this film together with high
absorbance in the VIS - NIR makes the film suitable for use
as absorber material in solar cell application. For laser diode
application, the band gap energies should essentially lie in
the range of 0.9 to 1.5eV. While band-to-band radiative
recombination is favored in direct band gap materials, the
band gap energy controls the emission wavelength: A ~ 1.2
/Eq. [1]. Hence these films could also be used for fabrication
of laser diodes.

V. CONCLUSION

Chemical bath deposition technique has been successfully
used to deposit multilayer thin film of the form Sbh,S;-TIS.
The optical band gap of 1.0 eV is in the desired interval for
the film to be used as solar absorber materials for solar cell
fabrication.
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Preliminary Studies On Biogas Scrubbing System
For Family Sized Biogas Digester

JI. Eze

Abstract-This paper discusses the results of preliminary studies
conducted on a locally designed and fabricated biogas digester
with improvised biogas scrubbing system for the purification of
the generated biogas at the national Centre for energy
Research and Development, University of Nigeria, Nsukka..
The scrubbing system consists of three units, namely: the H2S
scrubbing unit packed with iron fillings, the CO2 scrubbing
unit packed with sodium hydroxide and a configured cylinder
for trapping any condensate. The two scrubbing units made of
steel are perforated at two opposite ends and connected with
pipes. Generated raw biogas from plant was directly fed in
turn through the iron fillings and NaOH units. Samples of the
gas mixture were taken before and after scrubbing and
analyzed with UNIGAS 3000 Btu automatic gas analyze.
Results indicate methane content of the scrubbed biogas was
raised from 62.0% to 74.01% due to removal of the
contaminants, especially CO2 and H2S. CO2 was reduced by
over 52% whereas H2S was reduced from 1.20% to 0.4%.
Methane loss of 0.2% was however recorded. The increased
energy content achieved with the scrubbed gas evidenced in the
reduction of over 20% time required to raise 500ml of water to

boiling is significant.
Keywords-Biogas,
methane

scrubbing, condensate, contaminants,

l. INTRODUCTION

Ithough biogas is a mixture of gases consisting of

methane CH4, carbon (iv) oxide CO2, hydrogen sulfide
H2S, ammonia NH3, Chlorinated hydrocarbon, Nitrogen N2
oxygen O2 and water vapor depending on the feedstock, the
energy value is mainly dependent upon the level of methane
content. Increase in the level of CH4 in biogas would
amount to increased energy content. According to IEA task
37, INm3 of biogas upgraded to 97% CH4 is equivalent to
9.7 KWh which is comparable to 1 liter of petrol which has
9.1 KWh. The percentage of methane in biogas can be
substantially increased by optimizing the production
processes or by removing substantial amounts of the
contaminants. A lot of processes have been developed for
increasing the methane content of raw biogas. These
processes involve the removal of significant amount of CO2
and H2S. Most of these processes have been developed for
use in the natural gas and petroleum industries as a result of
which some of these methods may not be suitable for biogas
process unless high flow rates are involved. Commonly CO2
removal process also removes H2S (Kapid et al 2004).
Suitable processes for upgrading biogas to high CH4 content
are: absorption into liquids, which may be physical or
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chemical, adsorption on solid surface, membrane separation,
cryogenic separation and chemical conversion (Viyaj et al
2006). Most of these methods are made to operate in large
scale in advanced countries. This requires a centralized
biogas productionand, or a central collection of biogas
produced at different location through network of pipes.
Developing countries are bereft of expertise and network of
pipelines. Besides, the huge fund required for large scale
plants are not easily come by. With the avalanche of
biomass resources which are relatively evenly distributed,
scrubbing biogas at family sized plant level appears to be a
suitable alternative. Scrubbing of biogas is an important
environmental and health issue especially in developing
countries where it is reported by World Health Organization
that emissions from burning of unprocessed biomass indoors
cause the death of 1.6 million people every year (WBGU,
2003). Biogas may contain up to 4000ppm of H2S [IEA
Task 37]. Consequently, some developed countries have set
allowable limit for biogas transported in gas pipelines for
used for heating and cooking in homes. For instance, in
Canada, biogas with H2S lower than 4.6ppm is allowed in
gas pipelines for heating and cooking in homes
[Navaratnasamy 2008]. As energy systems shift towards
sustainability, with many advocating for biogas as cooking
fuel and other thermal application, it has therefore become
imperative to develop a method of purifying biogas which
can be incorporated with a family sized digester plants to
increase the heat value on one hand and minimize GHGs
emission on the other hand. This work therefore is an
attempt to develop a scrubbing system that will be capable
of removing significant amount of biogas contaminant to
increase the heating value and reduce the chances of
indoor air pollution that could arise from burning

raw biogas used as cooking fuel in homes.
Il. MATERIALS AND METHODS

A 0.2m2 fixed dome steel biodigester was designed and
constructed at the National Center for Energy Research and
Development (NCERD), University of Nigeria, Nsukka. The
system was charged with cow dung at the ratio of 3:1 (water
to cow dung) and left in open area with ambient daily
average temperature of 31.50C and monitored for a period
of 14 days. After proper mixing, the digester was closed
(air-tight) to ensure an anaerobic environment inside the
digester and manually stirred occasionally every day, The
volume of biogas generated within the period was measured
by downward displacement method as described by (Varel
et al, 1977). The ambient and slurry temperatures were
measured using mercury in-glass thermometer and digital
thermocouple respectively. Pressure was measured with a
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U-tube manometer while pH of the fermenting slurry was
recorded with a Jean Way 3020 model pH Meter. Volatile
solids and Total Solids of the waste were determined daily
by the methods described by Meynell (71982). Flash tests
were carried out to ascertain onset of flammability and the
appropriate time to incorporate the scrubbing system.

I1l. Preparation of the Cylinder

A normal empty compressed natural Gas CNG cylinder was
air—evacuated with the use of high vacuum pump. A
manifold comprising of two tubes was connected to the
cylinder with the first tube. The second tube was connected
to the vacuum pump which was connected to the power
supply. The air in the cylinder was evacuated to nearly 30
psi.
Iv. Scrubbing System

The scrubbing system was set up as shown in Figure 1. It
consists of three units, the hydrogen sulfide, (H2S)
scrubbing unit, Carbon (iv) oxide,(CO2) scrubbing and
condensate trapping units. The three scrubbing units were
interconnected with a plastic hose. The H2S unit consists of
a packed bed of iron fillings in a steel cylinder of about 4cm

diameter and 9cm long and closed at both ends. A hole of
about 10mm diameter was opened at two opposite ends for
incorporating the pipes. A similar steel cylinder was filled
with Sodium Hydroxide for the scrubbing of carbon (iv)
oxide. Thecondensate trapping unit is a modified steel
cylinder with two openings and configured to about 30psi. It
is meant to trap water vapor or any other condensation
product(s) after the CO2 scrubbing unit. As shown in Figure
1, the gas mixture driven by the pressure in the digester head
was first passed through the iron fillings to remove the H2S.
Biogas emerging from this unit continues along the pipe to
the next scrubbing unit where CO2 dissolves in NaOH.
Most of the water vapor dissolves here; thereby enhancing
the CO2 scrubbing. With the help of a tap, the configured
cylinder is opened to allow the scrubbed gas in. The vacuum
in the cylinder aids the initial flow of the scrubbed biogas.
Any condensate is trapped in the cylinder, thereby
enhancing the purity of the biogas. The outlet tap is opened
simultaneously with the tap of the digester plant. The
configured cylinder is connected to the burner.
Simultaneous opening of all the taps supplies scrubbed
biogas to the burner.

Figure 1: Biodigester incorporated with a scrubbing system

V.  RESULTS AND DISCUSSION

The results of some of the indices of biogas digester
performance efficiency monitored during the fermentation
period are presented in Table 1. From the results obtained,
biogas production started on the 3rd day of fermentation.
There was a steady increase in gas generation till the 8th day
which was the peak of production; thereafter, there was a
decline in production. A corresponding pH value of 6.9
recorded on the 8th day favoured maximum biogas yield.
This result is backed up by the earlier result of Hills (1979),

who observed that biogas production can be impaired at pH
values below 6.2 and above 7.6. Blanchard and Gills (1987)
reported that a pH of less than 6.0 or greater than 8.0 rapidly
inhibits methanogenesis under most operating conditions,
and this apparently explains the reasons for the decline in
biogas when the pH dropped sharply to 6.5 on the 9th day.

The magnitude of pressure in the biodigester increased with
increase in biogas production though not linearly related.
The explanation is based on the fact that biogas in the
digester is always in constant motion, colliding with each
other and the wall of the digester; thereby increasing the
pressure within the system. Even though the highest
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temperature of 32.60C was recorded on the 9th day of
fermentation, that of pressure and maximum biogas
generation was observed on the 8th day. The inference to be
drawn from this result is that these 2 parameters-
temperature and pressure interact closely in anaerobic
environment.

Maximum biogas production was recorded on the 8th day
with a corresponding pH of 6.9 and a temperature of 310C.
This result is within the range of a recent report that
methane and acid-forming bacteria can exist only in pH 6.8
— 7.0 and degrade the substrates, hence the continuous
decrease in Total solids and volatile solids with increase in
Retention Time.(Honemeier, 2008) . All the bacteria types
have tendency to suspend their activities in case the pH level
exceeds the optimum, hence, biogas production is suspended

as well The initial rise in pH values of the system is
attributed to the fact that at initial period of fermentation,
large amount of organic acids are produced by acid-forming
bacteria,, thus , the pH inside the digester can decrease to
below 5 pH. This inhibits or even stops the fermentation
process and accounts for the low gas yield. When
methanogenic bacteria set in, the pH shifts towards neutral
and more biogas is produced. Later, as the fermentation
process continued, concentration of NH4 increased due to
digestion of nitrogen which can increase the pH values, to
above 8. Earlier research finding has shown that pH range
remains buffered between 7 and 8.8 (Shoemaker and Visser,
2000). The pH values in the present report did not exceed
pH 6.7.

Table 1: Indices of Biogas Generation monitored

Time (days)
Parameters 1 2 3 4 3 6 7 8 9 10 1]
Gas yield ()0~ 0 0 28.8 64 95.6 | 130.1 | 166.4 | 182 | 170.8 | 162.7 | 140.7
pH 6.4 6.5 6.7 6.8 6.8 6.8 6.9 6.9 6.8 6.7 6.9
Pressure{mm) 0 7 9 11 12 13 14 16 15 14 13
Average 28 28.2 30 30 29.5 30.6 31.4 31 32.6 30 30.2
Temp[ncj
Average Total 160.5 156.4 | 1589 | 140.6 | 1223 119 | 103.8 97.2 93.7 90 82.4
Solid
{mg/Lx10>
Average 140.2 135.6 130 l102.8 98.8 67.4 40.2 25.8 le.4 10.2 6.5
Volatile Solid
(mg/L)x10°

The results of the performance test on the scrubbing system
to evaluate the effect on biogas constituents and the time
required by different energy sources to heat 500ml of water
to boiling are presented in Tables 1 and 2 respectively.

Table 1: Biogas composition before and after scrubbing

VI.  Effect of scrubbing on heating value

In order to elucidate the impact of scrubbing on the heating
value and cooking time of the scrubbed biogas, scrubbed
and raw biogas were used to heat 500ml of water as shown
in table 2.

IGas Per cent| Per cent| Per cent Per cent
IConstituents| before | after removed | reduction
scrubbing | serubbing by of

scrubbing| constituent

H,S 1.20 0.40 0.81 66.9

Cco, 26.40 12.5 13.9 52.65

CH, 62.00 74.32 0.47 0.62

N, 10.20 8.00 22 0.21
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Table 2: Time for boiling 500ml of water

Energy Time *Time(minute)

sohl‘ce (minutes) loss relative to
for heating | scrubbed biogas
to boiling
500ml of
water

Fuel 8.11 2.98

wood

Kerosene | 8.50 3.33

Raw 0.44 1.31

biogas

Serubbed | 5.13 1.20

biogas

Time in minutes

Time for boiling 500ml of water

g -

74

6 -

5

4

3

2

1

0 T T )

Fuel wood Kerosene Raw biogas  Scrubbed biogas

Energy source

Figure 2: Variation in time for boiling500ml of water with
energy source
The study showed that scrubbing was better with low
pressure (low rate of gas flow). Biogas flow rate and
pressure is dependent on the amount of gas allowed to
accumulate in the digester headspace. Therefore, low gas
flow rate can be achieved by scrubbing more frequently and
storing the gas for later use. Allowing the gas to build up to
high pressures will translate to high flow rates which implies
less contact time between the raw biogas and the
adsorbent/absorbent in the scrubbing units. This in turn
would lead to low efficiency of the scrubbing unit.
Furthermore, increased pressure in the headspace of the
digester and therefore high flow rate will lead to increased

leakages. Leakages of unscrubbed biogas involve releasing
the gas mixture including methane into the atmosphere.
Methane is a greenhouse gas with twenty times more impact
than carbon dioxide [IEA 1997]. In addition, loss of
methane is also loss of energy content.

The reduced heating time required by the scrubbed biogas
means that food cooked with scrubbed biogas will retain
more nutrients than those cooked with unscrubbed biogas.
even though nutritional analysis of foods cooked with
scrubbed biogas was not carried out in this study to
corroborate this view. According to Khattak and
Klopfenstein (1989) prolonged heating is known to destroy
some heat-labile vitamins such as B vitamins in foods

VII. CONCLUSION

This work has shown that improvised scrubbing system can
be successfully integrated with a family sized digester plant
for cooking meals. Although the economics has not been
fully explored, the system is simple to operate and the
material requirements are readily available. Iron.

fillings are regenerated, and. NaOH is required to be
replaced after saturation. However, with a family sized
digester plant, the amount required for scrubbing is
relatively small and disposal is not likely to cause any
serious environmental impact. Unscrubbed biogas has a
better cooking efficiency than fuel wood and even kerosene
and it is equally most environmentally friendly than either of
the two energy sources. Finally, the drudgery associated
with cooking with fuel wood occasioned by the carcinogenic
smokes, is completely eliminated while cooking with biogas
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Temperature dependence of -s:.and-s: -, collective
proton frequency width, collective phonon mode
frequency, in paraelectric phase for KH,PO,

V S Bist! SC Bhatt? N S Panwar®

Abstract-The model Hamiltonian proposed by the [Blinc and

Zeks advances in Physics, 29, (1972) 159] has been modified
by considering the lattice anharmonicity upto fourth order for
the stochastic motion of groups. The correlations appearing in
the dynamic equation have been evaluated using double time
thermal retarded Green’s functions and Dyson’s equation. The
proton Green’s function and phonon Green’s function have
been evaluated for the collective motion of the system, using
model Hamiltonian. The higher order correlations in the
proton Green’s function have been evaluated using the
symmetrical decoupling scheme, after applying the Dyson’s
treatment. The expressions for the proton renormalized
frequency of the coupled system and collective proton wave
half widths have been calculated. The higher order correlations
in the phonon response function have been calculated without
any decoupling and using renormalized Hamiltonian. The
expressions for the renormalized phonon frequency and
acoustic phonon widths and shifts have been calculated. Using
expectation value of the proton collective mode components at

site g [Blinc and Zeks advances in Physics, 29, (1972) 159] the
temperature dependence of < qu > and < S: > for different

values of, have been calculated. This shows the order of phase
transition. In paraelectric phase the value of decreases when
temperature increases from transition temperature (TC). Our
theoretical results fairly agree with experimentally reported
55-77 result within experimental errors.

Keywords-Green’s function, collective proton frequency
width, and proton collective mode components.

. INTRODUCTION

he anharmonic interactions in solids are profoundly

responsible for their physical properties. The study of
various thermal and dynamic properties of solid is
essentially a many body problem. Usual perturbation
theories of the Born-type are not appropriate for solving
these problems™®. The methods of quantum field theory
have been widely employed in solving many body problems
in solid state physics. One of them, the thermodynamics
Green’s function method4 has become an invaluable tool in
the study of complicated system of the interacting particles
in statistical physics. This method is non-perturbative and
provides a systematic approach for calculating thermally
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averaged correlation functions and hence physically
observable quantities. Most of the physical properties of a
system can be expressed in terms of these Green’s functions
which lead to thermally averaged

observables. This provides an effective means of calculating
the observable macroscopic as well as the microscope
properties of a solid.

In order-disorder dielectrics, as KH,PO,, the transitions is
associated with the tunneling of proton through a barrier
between two positions of minimum potential energy in the
double well potential in the hydrogen bond at the transition
temperature5. In displacive phase transition is caused due to
the displacement of a whole sub lattice of ions of one type
relative to other sublattice, e.g., in Ba TiOz and most of the
double oxide ferroelectrics. The atomic displacements at the
transition point are small compared to the unit cell
dimensions. The dynamical behaviour of two types of
distortive structural phase transition (SPT) is also quite
different. The order-disorder systems behave like the
magnetic ones. In the order-disorder (KDP-type) systems
the proton can tunnel through the barrier which separates the
two minima of the potential energy in the hydrogen bond
and the ground state of the system splits into two levels
separated by energy 2C2. The magnitude of 22 depends on
the overlap of the wave functions appropriate to a proton
localized in each of the two minima. However, the protons
interact with one another and with other atoms. The result is
to give a spectrum consisting of one branch, if there is one

proton per unit cell, and the frequency Q(q) is temperature
dependent 6-8. The system of two energy levels is most
conveniently discussed in terms of spin-1/2 system. An
account of this approach has been given by Tokunaga and
Matsubara9 and TokunagalO with reference to earlier work
by Slater, Blinc, de Gennes and others. The spin can be
through of as precessing around the direction along which

the “field’ 2Q) is directed. Above T the excitation

spectrum shows relaxation character and is centered
aroundw=0. Only below Tc, a mode of finite
frequency @ = 0is found (as per spin waves in
ferromagnets).

Potassium dihydrogen phosphate (KDP), KH,PO,, is
the prototype of order-disorder type ferroelectrics. The
most important contribution to an understanding of the
atomistic mechanism occurring at the ferroelectrics
transition of KH,PO, comes from structural
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investigations by means of X-ray and neutron
diffraction ***3. The X-ray data give strong indications
as to the location of hydrogen atoms in the lattice from
the interatomic distances between oxygen atoms and
the neutron diffraction techniques accurately locate the
structure***. The overall picture of transition occuring
in KH,PO, at 123° K, as obtained both from X-ray and
neutron studies, reveals the role played by the
hydrogen atoms in the co-operative phenomenon
which leads to ferroelectricity.

Simpler mean field theories have been used to gain
gualitative physical insights in KDP-systems. In order
to go beyond the mean field approximation and to
include later —Takagi short range order effects into
psedospin  model, Tokunaga and Matsubara®,
Matsubara and Yoshimitsu® and Blinc and Svetina®
developed a four proton clusters model which takes
into account the correlations governing motions of four
protons surrounding by a PO, group.Vaks et al** used the
model of Blinc and Svetina® but could not explain
most of the features of KDP-system expect the
difference between the Curie and Curie-Weiss
temperature. Vaks and Zinenko® performed extensive
calculations for the static thermodynamics behaviour
in the four-particle cluster approximation and found
satisfactory agreement with the experimental data.
Similar four particle cluster approximations were made
by Yoshimitsu and Matsubara ? and Havlin and
Sompolinsky®. Their results, however, are in good
agreement with experimental results, but they could
not explain the observed relaxational behavior of
dielectric properties and ultrasonic attenuation
explicitly, in KDP-type ferroelectrics.

In analogy with the spin wave in magnetic system, the
pseudo-spin formalism suggests the presence of some
proton collective motion. Tokunaga'®, Nankovic® and
Brout et al®® independently derived the proton
collective modes within the random phase
approximation and showed that the softening of this
collective mode takes place and its frequency with the
longest wavelength vanishes at a critical temperature
Tc. Expressions for longitudinal and transverse
susceptibilities were obtained by introducing a
phenomenological damping constant for the
longitudinal relaxation time between the splitted
levels.

Kobayashi® extended the pseudospin model by
including the interaction of proton mode with the
lowest frequency transverse optic mode of the same
symmetry K-PO, system. Other workers '* 2"# also
suggested the inclusion of spin-lattice interaction term.
This extended model explains very well the Raman
spectroscopic data. Samara *° used this model to

explain the results of pressure effect on dielectric
properties of KDP-crystals. However, the large shifts
of transition temperature corresponding to the small
shifts of Curie-Weiss constant on deuteration of KDP
could not be explained simultaneously by Kobayashi’s
extended model. Houston and Bolten® used
Kobayashi’s extended model in their calculations and
showed that the Curie-Weiss constant should contain
the tunneling term. A number of workers ®** used
the psedospin-lattice coupled mode model to elucidate
the dielectric and ferroelectric behaviour of order-
disorder (KDP-type) ferroelectrics.

Jhang et al®*® have applied undetermined constant
method to pseudospin model with four spin coupling
term. They have not considered phonon part in their
calculations which however has a very important
contribution in crystals. Some workers®* have used
pseudospin lattice coupled mode (PLCM) model
alnogwith phonon anharmonicity upto fourth order for
KDP-type crystal. Upahhyay and Semwal®® have used
cubic and quartic phonon anharmonic

interactions in the PLCM model for KDP-type crystal
to study microwave dielectric tangent losses in KDP
and DKDP crystals, their theoretical expressions for
frequency, shift and width and soft mode frequency are
compared to present study. A good agreement has
been found.

In this paper, we consider short range and long range
forces, the finite overlap of the protonic wave function
between the two sites in a given hydrogen bond, a part
of the proton-lattice coupling, and lattice
anharmonicity upto fourth order. The approximation,
is based on the cluster expansion of the partition
function of an order-disorder type hydrogen bonded
ferroelectric crystal. The interactions between the four
protons surrounding a given PO4 group are taken into
account exactly and the rest is replaced by a molecular
field, which is determined self—consistentlyﬁ. An
attempt is made to account for the effect of one proton
on the tunneling integral of another. The present
approximation reduces in the classical limit to the
Senko-Uehling modification of Slater theory. For
KH,PO, the smallest cluster which is compatible with
the crystal structure is a four particle one, which takes
into account the correlation in the motion of the four
protons surrounding a given PO, group. The four-
body forces, considering the four particle cluster,
which is the smallest cluster appropriate for the short-
range effect, has been considered for KDP-system.
This model is based on the four-particle approximation
which was used successfully to describe the static
properties of KDP-system along z-direction® % %, The
advantage of this approximation over mean field
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approximation is that, in addition to the long range
molecular-field two-body forces, the ST short range
four-body interactions are also taken into account.

In the present study, the model Hamiltonian proposed

by Blinc and Zeks * has been modified by considering
the lattice anharmonicities for the stochastic motion of

H,PO, groups in a KH,PO, system. The model

hamiltonian for this system is a combination of the
proton Hamiltonian, the lattice Hamiltonian, the
lattice-proton interaction terms and the anharmonic
terms upto fourth order. The correlation functions were
evaluated using the Green’s function technique*' and
Dyson’s equation””. The higher order Green’s
functions were evaluated using symmetric decoupling
scheme, the cross combinations were not considered
because they do not contribute significantly. The
expressions for collective proton frequency width,
collective phonon mode frequency were obtained. Using
parameters values given by**“in the theoretical

expression for < qu >and < S; >, the collective proton
wave half width I',(Q,®) the collective phonon mode
frequency is obtained as &:)qzi will be calculated. The
temperature dependence of < S* >and < S* >in KH,PO,

for different values of J in temperature range (0 to 150 K)
will be calculated and temperature dependence of the
collective proton wave half width, collective phonon mode
frequency in PE phase for KH,PO, will be evaluated.

II.  THEORY

Model Hamiltonian-The model Hamiltonian for KDP-
system in four particle cluster approximation can be
considered as a combination of following terms:

H= Hp+ H|_+ H|+ HA

(D)

Where H, the proton self-energy Hamiltonian, H, lattice
Hamiltonian, H, proton-lattice interaction term, and Hp
anharmonic term.

Proton Hamiltonian-The proton self-energy Hamiltonian
can be written as:

Hp: Ht+ HSR + HLR- (Za)

here H; is a sum of one particle operators, which extends
over all PO, groups in the crystal as well as overall four
hydrogen sites near a given PO, groups:

1 N 4
H :7EQZ Z(si} + Si})=72QZSiX.
i

i=1 j=L
....(2a.1)
where Q is the proton tunneling frequency,
_ht - _phi i i
Si}—biijwand S; = iJmewnh b, andby, . (

(k =T,4) standing for the proton creation and annihilation
operators at i, j matrix site with state K, and obey the

usual anticommutation rules. The sign Tor  means that
the proton is created or annihilated near the upper or lower

oxygen atom respectively, of a given PO, ion. S is called

the tunneling operator, which measures the tunneling power
of the proton between the hydrogen double well. The short
range energy term:

N

N
Hsp= —Z Hpo, = z zgklk2k3k4nilklnizkzni3k31ni4k4
i=1 i=1 klykz,k3yk4:Tx‘L
;2 st}
=—=) J;iSEst.
2 L4 01
ij

....(2a.2)
where Ny, are proton number operators, defined as:
Ny = by by, obeyingthe . +n, =1,
Jij the two-body coupling coefficient, is the same for
energy pair of protons in KDP. The short range measures the
energies & ., associated  with  different  proton

configuration around a given PO,ion as introduced by Slater
and Takagi®®. The long range energy term:

N 4
1 1 Zoleolel
HLR:*ZZ zJii'jj'(”ijT*”ijiX”i'j'T*”i‘j‘ijIjZJiiji SiSkSi
Bi=lij=1 ij

....(2a.3)
describes the interaction between those proton sites which

do not belong to the same PO, ion. where Jija the four
body coupling coefficient refers to the four hydrogen bonds
in the PO, group in KDP. S/ is the half of the difference of

occupation probabilities for the proton to be found in the
two equilibrium positions of the hydrogen bond.

Lattice Hamiltonian-The Hamiltonian of the lattice
vibrations in the absence of proton motion can be written as:

H, :%za’k(A;Ak +Bk+Bk)

....(2b)

where @, is the initial phonon frequency and A, and B,
are displacement and momentum operators and are related
with normal

coordinates: Q, = 7*1}/2 (Za)k )}/2 A, and momenta:

(1, Y L
P, :_I[Ehwkj B,, with A =a, +a’ =A",

B, =a, —a', =—Bf, . Where a’, and @, are phonon
creation and annihilation operators with wave vector k.
Proton-Lattice Interaction Hamiltonian-The proton-
lattice term can be written as:

H, =-SV,5iA,

....(2¢)
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Vik

(Za)k )%

where V, = is the proton-lattice coupling
constant.

Anharmonic Hamiltonian-The Hamiltonian of the
anhamonic crystal containing N unit cells with n atoms
per unit cell in the second quantized form, inclusive of

third and fourth order anharmonicities, is given by '
Ha=HE) + 1)
- Dbkl o D vk A
ke k2.3 Ky .K2,K3.Ka
_.(2d)
where V, and V, are Fourier transform of the third- and

fourth- order anharmonoc coefficient and are given by
Maradudin et al *":

3 SR
v ]m(klkz )

- alky +K +|23)x[

Bay, wy, Wk,

1

(6N)72
and

3

1 (- = - - 7 -

Vy = Al + Ko + k3 +kg Jx| ——————— | xDlkikoksky

(24N) ( ) Bay, w, o, 0k, ( )

® s are coulomb coefficient defined by Born an Huang®

and Semwal and Sharma*®.
Combining equations 2. The resultant Hamiltonian, used in
this paper, can be written as:

X
Q<Sq >5qu

(@ 792)(3;;. (@) = +% < Fq®):;S4 (@) >>,

..(5)

and the higher order Green’s functions:
P (tt) =<<F,(1);S;.(t)>>
...(6)
with
Fq ()
_ 1
= ;{— NgSgAg - Jq(sgs; + sésé,) -5 Jq(sgsé,squjq. + sé,sgsqufq,
+ sEqsésé sjq. + sfq.sé sé.si‘q)}
..(D
To calculate qu, (t,t), Eq. (6) is differentiating twice with

respect to‘t’” from right hand side using the model
Hamiltonian Eq. (3), taking Fourier transformation, one
obtains:

H y
(@ -07)6% (@)= er% << Fq();Fq(t) >,
.(8)

where

. — 1.
Fo(t)=7n| —2VqSXA; — Jq(SXSZ +SXS24) —=J3,(SXS282,8% . +SESXS2, 82,
q®) { 950A0 ~Jq(SaS; +5qS;) =5 3q(SqS S¢S + 5 SqS=S”

Z glgXgl z ZgZ X
+82SGsys” + s_q.sqsq.s,q)}

...(9)

H——ZQZS, ——ZJ, Js,sz—— ZJ, i kISESISESE+ = aq((AkAkJrED@k)

i,jkl

2v4 Kik2ksks ) A
K K2.ks K

Zv,ks, Act ZV3 Kz ks Ak MM

kuka.ks

@)
Using this mOdIerd Hamiltonian for the KDP-system and
using the green’s function method the dielectric properties
of KDP-type ferroelectrics will be discussed.

I1I. GREEN”S FUNCTION

Following Zubarev®, the proton Green’s function is as
follow:

qu. (w)=<< S, (1); Sq‘ (t)>>

= - jO-t) <[S;();S; (t)]>

...(4)
where the angular brackets denote the average over the large
canonical ensemble and @(t) is the usual Heaviside step

function, having properties:
ot)=1 for t>0

="
Differentiating (4) twice with respect to timet’ with the help

of model Hamiltonian (3) and taking Fourier transformation,
one obtains:

and t<0,

6(t) =Ofor

A A

k%d"ést‘it‘utmg the value of — .

(t t) =<<F,(t);F, (t)>>

(10)
d (t - t) from equation (8) to
equation (5) and rearranging, and applying the Dyson’s

equation®, writing G:; (w)in the first approximation.

After arranging the terms, the final form of G:; (w)

becomes:
z
GZZ.(a)): Q<Sq >5qq-
qq ~ o '
7l w— 02 -—— T(w)
21 < Sé >
(11)
where the renormalized frequency is
Q* =a’+b*—hc
.. (12)
with
a=J,<Si>+J,<S;>°,
...(123)
b=20Q,
...(12b)

c=J,<S; >+3], <S) ><S; >
...(12¢)
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and

Jo :qu ,and J, :ZJ;
q q
...(12d)

The expectation values of the proton collective mode

components at site g have been obtained by Blink and Zeks

%2 as:

Trs, e /oM™
< Sq >= q—ﬂ‘ﬁ‘MFA
Tre
d.log, Ez\
d.A0)
5‘2 ~
_Eutanh(ﬂ—gj
2
...(13)
SO
<S, >:2tanh(ﬂ—QJ ,
Q 2
...(13a)
< qu >=0,
...(13b)
J <SP>4J, <S%>3 ®
<S;>=(o a- 0 "7 )tanh'B—Q.
20
...(13¢)

Equations (13) represent a system of 3N equations for the
average values of the collective mode components. The
solution of this system will, however, be stable only if they
minimize the free energy, i.e., if

< S; >=< qu >=0.

and so

2 x |2
<Sq >= Q tanh [4Q 2%‘](0:5 >]}/
102 — 2000 < S* >|2 ’
.(14)
Equation (14) exists at all temperature (T >T.) It
represents PE phase. In the ferroelectric phase (T <T.).*
2Q)

Jo+d, <S>

X J—
<Sq >=

and

J, <SS >+J, <S2>°

<SS! >:ltanh 0 "9 0
a 2 2k /),T
...(15)

The higher order Green’s functions are evaluated using
symmetrical decoupling scheme, the cross combinations are
not considered because they do not contribute significantly.
Putting the evaluated value of higher order Green’s

functions << F, (t);Fq.(t')>>; in Equation (11), one

gets:
_ _ Q<S; >0
LimGZ (0 + je) = - i :
£—0 = .
7Z'|:a)2 -Q% + I, (q,a))}
...(16)
where ﬁ is the proton renormalized frequency of the

coupled system, which on solving self consistently takes the
form:

02 =Q? +20A (q, w),

(17
and
1S
A (q,0)=—) G,(q,
(0, ») 2@% «(0,0)
...(18)
where
. Nlw, <S> (0 —2?)
Gsl(q7w)= T g ~qz 2 2 ; '
Q[(a) —a)q) +4a)quJ
...(18a)
. bc?
G )w :—’
SZ(q ) (0)2 _Qz)
...(18b)
and
. a’0?
Gu(00)=——F——%5=
2Q(w" — Q)
...(18¢)
with
QO =(@*+n,V})
...(19)

and T,(Q,w)is the collective proton wave half width,
given by:
3
1_‘s (q’ C()) = ”ZGsi (q! a))
=)
...(20)
where

72 2 X '
~ 40 <54 > Saqlp
Qf(0? - @2)* +40fT 3]
...(20a)

T (4, @) = 7Gg1 =
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2 2 - ~
gE2 (-0 -5+, 72;%5 (99 )

o ) ! q{((uan) L —1)}

2 ~2 2 ~2
and 2 w — 9a)q ) (CU — @y )
A (24c)
} Calculating  equation (22) self consistently and

approximating, the collective phonon mode frequency is
obtained as:

Fsz (q! a)) = ﬂGsZ =

. ma’Q
1—‘33(q’a)) = 7ZGS3 =

...(20¢)
The acoustic phonon width and shift are obtained

analogously from the acoustic phonon Green’s function ~ __(a) +Q y£= [( > +Q ) +16V , 0O <S* Té
<< Aq;A;’. >>. Using the model Hamiltonian, equation
..(25
(3), one has where (23)
@0

G, ()= 3 , ol =’ +8wm,(2V, +V,)coth pe,

a4 ﬂ(wz—a)j+2jwqrp(q,a)) a a 2 (25 +Vs) 2

-(21) .. (26)

where

=, -, The frequencies @ , are the normal modes of the system and
w, =w; +20,A,(q, )

are the frequencies which be used for comparison with other

. -(22) measured responses of the system®. Furthermore, EL are
with . . . .
approximately the same frequencies that obtained by fitting
wq —wq + g |1GZV3(Q)00th[ J+82V4(q )coth[ﬂ ﬂ each part of spectrum independently®®. The ® mode
g frequency approaches zero at the T.. The E)+ mode, on the
...(23 =
and the collective phonon mode f(reqzjency shift other hand, has no critical temperature dependence. The @ _
3 mode corresponds to the longitudinal soft By(2)
A, (9,w) = ZG"’ (9, w); nlode54,which softens when temperature approaches Tc and
- (24) @, mode corresponds to the transverse E(x,y) mode>,which
where has by far less temperature dependence than the @ mode.
. Z\TqZQ < S; > (0° - 522)5(;”1 @_and @, modes originate from a zone center phonon (q =
Glp (9,0) = , S, s J 0) corresponding to a collective proton motion in the a-b
@, [(a) -Q%) +4Q°T; (q,a))} plane. Equation (15a) is obtained using the model
Hamiltonian equation (3) and equation (24b) and (24c). The
...(242) higher order correlations in the phonon response function
) . . . : .
24Z:V3 (qg )a)qnq are ObtﬁmeddHWIt'rI]OUt' a.ny decoupling and using the
G (0.0) = 3 renormalize amlltonlan. .
2p \Mb - ~7 2 ~2 ! _ X Zo1 "elolol ol
o(w® —4a]) Hre,r—ZQZ:sq—EZ;Jqsqsq,—Z .ZJq,Squ'S—qS-q‘
...(24b) & 4797
and
- —Z ( Aahq+Bq Bq)
24ZV4 (g )a)qa)q‘
Gap(a,0) = — = ...(27) _ o _
ogog The collective phonon half width is obtained as:

w)=1p +Ip, +T]
(L+2ngny *”q)(z“’Q“" ) (0§ -D(ag - 0y 204§ —1f (G @) =Tpy + T, + s

+ + "
F-@agra? o —(qu—wq) (wz—wq> =ﬂZGi (, ),

(28)
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—4T P < 57 >T,(q.0)

Ia(g.0)=1G,(g.@)= ——— — : --{(28a)
a:rq|:(a:r‘ —D‘j‘} +40°T (. 0)
Tpa(g, &)= 7G3(g, )= 653 V5 (gg} [o(m ) -2, )} . (28b)
g
K gqles [ S {0 I
(g, el =m7 (g, 60 = llr.rz == (+2nn +1) B(@-28,-8.)

—¢(m+za:; +2)|+ 08 ~Dle-20,+2 )~ 6w +28, -2 )|

+ 202 —n{a{m—a )-5@+B )

+3ﬁzr*{ g}ﬁ[ﬂ 3”5}{& ~38) 6 (@+33)] (28c)

+( -1 a(m—mi}—a(meai}}]

o, o, = . .
where N, =~—qCOth(&J is the phonon occupation WhenT —>Tc @ — 0, equation (17) gives

w, o
number and = (KzT) ", Kgis Boltzman constant and T Te = 40
the absolute temperature, In the PE phase <S* >=0, k tanh_l[ j j
and the stability limit of the PE phase is determined by (24)
the temperature where 5q_ approaches zero, where _
ie., a:)q, — 0 asT — T, In the vicinity of transition ~ J =J, + ZV(% s

a9 1=t

temperature in the PE phase one may expand E)qz, in 25)

the power of (T —T, d its value at T, gettin
P (T —Tc) around its value at T getting Now following Kuo®® and Zubarev®® the real part of

immediatelﬁy dielectric constant (&) of KDP crystal can be expressed
~ 00> with the help of Green function (4) as:
@ = — (T-T.) 2~ 2 =2
q oT ol 8N a)(a) - )
T=T, T =, \ ’
i ...(232) (602 —602) +40°T ()
=2 ...(27)
a) N 7(T T )- Numerical calculations of width, shift and collective phonon
. (23b) mode frequency in PE phase
With By using the parameter values from the literature “****¢ the
0?j temperature dependence for <qu >and <qu > in
V= T H Q KH,PO, for different values of J .(a) J = J/3, ()
Ccos . .
.Te J =4J/3, (c) J =7J/3, the collective proton

frequency width I';(Q, @) in PE phase for KH,PO, , and

the collective phonon mode frequency @?, in PE phase for

q+
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KH,PO, are calculated using respective equations and are  wjth temperature starts from a non zero value < S? > at
presented in Table 1 and 2.

H H z
Temperature dependence of < qu > and < qu S point A that is to say, when temperature decreases < S* >

increases to the saturation value from the finite value of

Using calculated values of < S? >and< S* > from Table . . .
J Sq Sq < S?* >. This is the case of first order phase transition.

z X
1.The < Sq >and < Sq > versus  temperature plot for The temperature at point ‘A’ is transition temperature (T),

KH,PO, is shown in Fig. 1. The theoretical results are good  and the value of < S? > at ‘A’ is discontinuity of < S? >
agreement with theoretical result of others*“*°. In Fig. 1,

curve ‘a’ is the case of J =J/3<4J/3,curve b’
J =41/3<73/3,curve ‘o J =73/3>43/3. In

curve ‘a’ and ‘b’, value of < S? > increases to the

The value of < S* >decreases when temperature
decreases in the ferroelectric phase. On the other hand, in

X
saturated value 0.5 from zero, when temperature decreases | = Phase the value of < S > decreases when temperature

from transition temperature. That is the case of second order  increases from transition temperature (T.). Our theoretical

phase transition. But in curve ‘c’ the change of < S >  results fairly agree with experimentally reported *" result
within experimental errors.

Table 1 Calculated values for KDP crystal.

Temperature <SZ> <SX s
(K) — . . — . .
J=J/3]J3=43/3 |3 =73/3 |3 =1J/3 J =4J/3 | J =7J/3
20 0.5 0.499 0.499 0.454 0.369 0.311
40 0.498 0.499 0.499 0.455 0.369 0.311
60 0.459 0.481 0.498 0.460 0.376 0.312
80 0.257 0.278 0.487 0.482 0.446 0.317
100 0.137 0.143 0.454 0.489 0.479 0.332
120 0.102 0.104 0.409 0.490 0.485 0.354
122 0.100 0.100 0.403 0.491 0.486 0.357
123 0.00 0.00 0.400 0.492 0.492 0.358
125 0.00 0.00 0.398 0.484 0.484 0.449
130 0.00 0.00 0.389 0.468 0.468 0.457
135 0.00 0.00 0.373 0.446 0.446 0.443
140 0.00 0.00 0.352 0.426 0.426 0.436
145 0.00 0.00 0.320 0.408 0.408 0.410
150 0.00 0.00 0.30 0.396 0.396 0.392
Table 2 Calculated values KDP crystal.
Temperature (K) 125 130 135 140 145
F(cm’l)x 107 2.87 231 1.76 1.88 1.90
> (Cm—l) 45.65 57.04 58.69 63.04 64.91
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Fig. 3 Temperature dependence of collective phonon mode frequency (a:) )in PE phase for
KH,PO, (present study).

C.. Temperature dependence of collective proton frequency
width and collective phonon mode frequency in PE phase
Using calculated values of collective proton frequency width

(T") and collective phonon mode frequency (az)f) in PE

phase for KH,PO, from Table 2. The temperature
variations are shown in graphs as shown in Fig. 2 and 3.

V. CONCLUSION

From the present study, it can be concluded that the
consideration of four - particle cluster Hamiltonian
alongwith the third - and fourth - order anharmonicities for
the KDP- type ferroelectrics lead to the renormalization and
stabilization of the relaxational soft mode and
renormalization of the pseudo-spin exchange interaction
constant. The decoupling of the correlation appearing in the
dynamical equation results in shift in frequency and
facilitates the calculation of damping parameter, which is
related to the relaxation time. In the present study the
modified four-particle cluster model with phonon
anharmonic interaction terms up to fourth order have been
used to obtain expressions for the collective proton wave
half width, collective phonon mode frequency and shift. The
method of double time thermal Green’s function technique
and Dyson’s equation has been used for the evaluation.
Many worker 9,19-24 used four proton cluster model

but could not explain most of the features of KDP-system
except the difference between the Curie and Curie-Weiss
temperature. Vaks and Zinenko 22 Yoshimitsu and
Matsubara 23and Havlin and Sompolinsky 24performed
extensive calculations for the static thermodynamics
behaviour in the four-particle cluster approximation and
found satisfactory agreement with the experimental data, but
they could not explain the observed relaxational behavour of
dielectric properties and ultrasonic attenuation explicitly.
Ganguli et al 6 modified Ramakrishnan and Tanaka theory
by considering anharmonic interaction. Their treatment
explains many features of order-disorer ferroelectrics.
However, due to insufficient treatment of anharmonic
interactions, they could not obtain quantitatively good
results and could not describe some intersting properties,
like dielectric, ultrasonic attenuation, etc.
Blinc and Zeks 32 obtain, the expectation value of proton
<S; > <S>
a a,

collective mode component at site g: nd

in present study, we use different values of JIn lower

T <S>
value of ‘], shows a second order phase

z

> . .
is the case of first
X

. A "<
transition. While higher value J ,

order phase transition. The value of decreases
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when temperature decreases in the ferroelectric phase, in PE
X

(PE) phase the value of >decreases when
temperature increases from transition temperature (Tc).
Silsbee, Uehling and Schmidt (SUS)57 showed that the
Slater-Takagi model can predict either first or second order
transitions. Later it was found experimentally 58 that the
KDP transition is of first order.

The present results reduce to the results of others6,34 if the
width and shift are neglected. The method of double time
thermal Green’s function and Dyson’s equation formalism
have been found convenient and systematic to give the static
and dynamical properties of a single framework of KDP-
type system using four-cluster Hamiltonian alongwith
phonon anharmonicities. Our theoretical calculation fairly
agree with experimentally59-61 reported results within
experimental errors.

The anomalous behaviour of order-disorder KDP type
ferroelectrics finds explanation by the consideration of
collective proton-phonon interaction and third-and fourth-
order phonon anharmonicities in the four-particle cluster
Hamiltonian. The dielectric properties and ultrasonic
attenuation strongly depend on the relaxational behaviour of

H,PO;

the stochastic motion of 4group in KDP type

ferroelectrics
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Certain Summation Formulae Associated To Gauss
Second Summation Theorem

Salahuddin® M.P. Chaudhary? GJSFR Classification - F (FOR)
010106.010108.010204

Abstract-The main object of present paper is to obtain some
summation formuale involving Contiguous relation,Recurrence

relation, Gauss second summation theorem ,and Legendre I. INTRODUCTION
duplication formula s .
A.M.S. Subject Classification-33 Special Functions. The Pochhammer’s symbol is defined by

Keywords and Phrases-Contiguous relation,Recurrence
relation, Gauss second summation theorem ,and Legendre
duplication formula.

o o

1 ala+1)(a+2)--(a+k—=1); if k=1,2,3,---
(ev, l'f)—(a-)k_@_ 1 ; if £=0
(a) k! : if a=1

Generalized Gaussian Hypergeometric function of one variable is defined by

— (ag)i(ag)g - (a4)p"
AFB Z =
by, by b i ; (b1)k(ba)k - - - (b )ik!
or ( ) ( )A
e =1 = ((a4))pz*
aFp = | = uFp - Z ((aa))r @)
; B ((bp))ik!
(bB) ) (bj )j:l H k=0
Where the parameters b1, b2, - - -, bB are neither zero nor negative integers and A, B are non-negative integers.

Contiguous Relation is defined by
[ Andrews p.367(8), E. D. p.52(19), H.T. F. 1 p.103(38)]

0(1—,:')2F1[a"cbi 3]ZCQF1la_1' b;’ z]—(c—b)zgfﬂl g.b :‘ ] (3)

C

Recurrence relation
[(z+1)==z2T(z) (4)

Legendre’s duplication formula

About-'P.D.M College of Engineering,Bahadurgarh

VT T'(22) = 22270 p(2) r(:+%) (5)
)

Haryana,India (e-mails: sludn@yahoo.com) 1 21 (L) (&L
About-2 American Mathematical Society U.S.A F(._) = /T = (3 S ) (6)
(e-mails: mpchaudhary 2000@yahoo.com) 2 F{_ b}
- 1
26D () D(%)
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Gauss second summation theorem [Prud., 491(7.3.7.5)]

Cbos 17 D=L T()
Fi| app1 | 5| = e 8
2471 [ 41+g+1 2] l—-.(a.é_lj F[%) { ]
g[b—lj T Q] I a+b+1
— {2 { 2 } {g]

L(b) T(45)

In a monograph of Prudnikov et al., a summation theorem is given in the form [Prud.,p.491(7.3.7.3)]

ab | ) ]'\(ﬂ'l'g'l'l) QF(M&_I}
Eﬂ[%; E]‘ﬁ[rt% TERRAN )

Now using Legendre’s duplication formula and Recurrence relation for Gamma function,
the above theorem can be written in the form

ab o 1] UDER) TG 2t ) T
QFI{”S“ 2]‘ r(z;}2 []@ﬁ Tl : +r-(a_§1) (11)



Il. Main Results Of Summation Formulae Fora< 1 and a> 12

ple b 1) 20U D(ESR) | T(g) [ (10240 + 30725 — 12088)
3| atbo12 . [ T T'() r(e=2 1!3 (a—12)

—
(a — b — 12)(2816a + 7424b — 28160) (o —b— 12){a — b — 10)(2816a + G4006 — 22538)
- (2 — 12)(a — 10) i (@ — 12)(a — 10)(a — 8) -
_(a—b—12)(a —b—10)(a — b— 8)(123%a + 2352 — 7309)
(a—12){a — 10){a — 8)(a — 6)
(a—b—12){a —b—10){a — b —8){a — b— 6)(220a + 340b — 88D)
N (2 —12)(a — 10){a — 8)(a — 6)(a — 4) -
(a—b—12){a—b—10)a— b—8){a —b— 6){a —b—4){11a + 135 — 22)
- (2 — 12)(a — 10){a — 8)(a — 6){a — 4)(a — 2) }'
L(EL) [ (2048a + 2048b — 20480) (o — b— 12)(4864a + 4352h — 39424)
T a1y { (a —11) B (a—11)(a — O) N
{a—b—12){a — b— 10){4032a + 31366 — 25088)
i @—1)a—0)a—7) -
(@ —b—12){a —b— 10){a — b— 8)(1360a + 8806 — 5020)
- (2 —11)(a—9)(a—T)(a -5 N
(2—b—12)(a —b— 10){a — b—8){a — b — 6){160a + 306 — 400
N (@ — 11)(a — 9){a — 7)(a — 5)(a — 3) -

_[u—b_123[.:—b—1ﬂ]|:a—b—5-””‘b_m':ﬂ_ﬁ_mﬁb_m}] e

{a—11){a—9)(a— T)a—5)a—3)(a—1)

Fora-<1and a = 13

pla b 1] 200 D) [T(E) (20480 + G14db — 26624)
=] ['(b) (=5 (a— 13)
_(a—b—13)(6144a + 16384b — 67584) (a—b— 13)(a —b— 11)(6912a + 16128h — 62208) _
(a—13)(a — 11) (a—13){a — 11){a—9)

(a—b—13)(a —b— 11)(a —b—0)(3584a + TI68H — 5088)
- {a.— 13)(a — 11){a — 9)(a — 7)
(@a—b—13)(a —b— 11){a — b— 9)(a — b— T7)(840a + 14005 — 4200)
[n:— 13)(a — 11)(a — 9)(a — T)(a — 5) N
(a—b—13)(a —b—11){a — b—9)(a — b— T)(a — b — 5)(7T2a + 96b — 216)
(a—13)(a— 11){a— 9)a—T)(a—5)(a—3) N
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fa-b—13)a-b-11)a—b-T)a—b-T)a—b—5)ja—b—3)fat+b- ]]}
(@ — 13){a — 11){a — D)(a — 7)(a — 53){a — 3}{a — 1)
r(ksl) {(mma - 4006h — 45056) (2 — b— 13){10752a + 9728b — 97792)
(2] (z—12) - (2 — 12)(a — 10)
(o —b—13)(a — b— 11)(10240a + 81926 — 73728) _
(a— 12){a — 10)({a — 8)
(a—b—13){a — b— 11){a — b — 9)(4256a + 20126 — 22624)
a (a —12)(a — 10){a — B){a — 6) *
(@ —b—13)(a — b— 11){a — b— B){a — b — 7){7T20a + 4006 — 2480)
) (@ —12){a — 10){a — 8){a — 6)(a — 4] -
_f{@—b—13){a—b—11){a —b—9){a — b—T){a— b— 5)(3a + 145 — 54) 13)
(@ — 12)(a — 10){a — 8)({a — 6)(a — 4)(a — 2) } '

1

The above summation theorems can be easily verified by using computer algebra system
programming languages, like Maple, Matlab, Scilab, Octave or Mathematica.

I1l.  DERIVATIONS OF SUMMATION FORMULAE (12) TO (13)
Derivation of (12): Substituting ¢ = a+tb—12 2 and z = 12 in equation (3), we get

a+b—-12 a b 1 a+b—12 a—1,6; 1
(T) 27 [ a+£: atb-12 . 5] :(T) 2 [ a+bg—1f2 ;' E]_
a—b—12 a, b ; 1
—(f) 2 Fy [ ﬂ-+b 10 5]

a, b 1 1,b; 1 a—b—12 a, b 1
zFlla%Lbz—lg:: §}=?- zFllaHi L E] —(m) 2F1la+t: ml E]

Now using (11), we get

. [ b 1] 206-1) I‘(#}[ (%) {(1D24a+30?2‘b—12288)
247 ﬂ,+b 12 | —
7 :

2|~ (D) r(ﬂ——lﬁ (a— 12)
(a— b — 12)(2560a + 6656b — 25600) _(a — b — 12)(a — b — 10)(2240a + 4028 — 17020)
- (@a—12)(a — 10) - ([@a—12)(a — 10)(a —8)

(a—b—12)(a —b— 10)(a — b— 8)(800a + 14405 — 4800)
- (@—12)(a —10)(a —8)(a —6) N
(a—b—1%)(a—b—10)(a—b—8)(a—b—6)(100a + 1406 — 400) _
(a —12)(a — 10)(a — 8)(a — 6)(a — 4)




(@ —b— 12]{&—&—1I]][|:|.—E|—E][u—ﬁ—E}[ﬂ—b—i}[iu—ﬂb—d]}_l_
(a2 — 12)(2 — 10)(a — 8){a — 6)(a — 4)(2 — 2)

C{EL) [(2048a + 20485 — 20480) (o — b— 12)(4352a + 33406 — 35328)
+r[%}{ (a—11) - (a— 1){a—9) :
la—b—12){a — b — 10)(3072a + 23046 — 19200)

(2 — 11}{a — 9z — T)

_(m—b—12){z — b — 10){a — b — 8)(800a + 4806 — 352[]]

(@ — 11){a — 9 (a — T){a — 3)
f(a—b—12){a — b—10){a — b— 8){a — b — 6)(56a + 24b — 144} |

[a—10)(a—9)a—7)a—5)a—3) }

a—b—12 280 peBity bopidy 9560 4+ T68H — 2560)
-1 T'(B) ey { {a— 10) -
(@ — b — 10)(576a + 14720 — 4608)  (a— b— 10)(a — b — 8){432a + 9125 — 2502)
- [a— 10){a — 8) + (a— 10)ja — 8)(a — 6)
_{a—b—10)(a —b— 8)(a —b— 6)(120a + 200b — 480)
(x — 10)(a — 8)(a — 6){a — 4)
(o —b—10)(a—b—8)(a—b—6)a—b—4){%a+11b—18)]
(2 — 10)(a — 8){a — B)(a — 4)(a - 2) }

gt {[513u+¢125—4[1‘3ﬁ] _ (a—b— 10)(960a + 832 — 3888)

N (a — ) (a—9){a—T7)
(a—b— 10)(a — b— 8)(560a + 4006 — 2400)
N (2 — 9)(a — T){a — 5) -

(a—b— 10)(a — b — 8){a — b— 6){104a + 566 — 256)

a (a—9)(a— 7}z —5){z—3) -

L fa—b—10)(a—b—8)(a—b—_6)a—b—d)(da+t a_z;.”
(a—9){a —T){a— 5)(a — 3){a— 1)

B Zlﬁ_l] l—.l:"l:l.-ﬁ!— IE}

(L { (10124 + 3072b — 12288)

T(H) ey [a— 12)
(a— b — 12)(2560a + 66565 — 25600) (2 — b — 12){a — b— 10){2240a + 4928h — 17920)
- [a— 12)(a — 10) N [a— 12)(a — 10)(a — 5)

(@—b—12)(a — b — 10){a — b — 8)(800a + 14406 — 4800)
- (a —12)(a — 10){a — B){a — 6) N
(a—b—12){a—b— 10}{a — b— B){a — b — 6)(100a + 1405 — 400)
- (a— 12){z — 10){a — 8)(a — 6)[a — 4) -
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1)

2)

3)

4)

5)

6)

7)

 (a—b—12){a —b—10){a — b— 8)(a — b — 6)(220a + 340b — 850)

(a2 —12Ya — 10){a — 8)(a — 6)(a — 4)

(a—b—12)a—-b—-10)a—b—8)la—b—G6){a—b—4)(1la + 13b — Ei‘“_-}

(a2 —12)(a — 10)a — 8)(a — 6){a — 4)(a — 2)

(a — b— 12)(4864a + 4352h — 3042)

[(EL) [ (20480 + 20485 — 20480)
ia—11})

|'|;;‘,,ﬂ )

(2 —11){a — %)

1 {a —b—12){a — b— 10)(4032a + 31366 — I5088)
(ja—11){a —9a—-T)
(a—b—12)a —b— 10)(a — b— B)(1360a + B30b — 5020)

fa —11)(a — D(a — T)(a — 5)
(a—b—12)(a — b— 10){a — b — 8)(a — b — 6)(160a + S0k — 400)

(a—11)a — 9)a — T)a — 5)(a — 3)

_-:'n —b—12Ya—b—-10)a —b—8)(a —b—G)la—b—4)(3a +

fa—11}a —MNe— T){a —5)a — 3)(a— 1)

fJ—ijl}

Thus , we prove the result (12)
Similarly, we can prove the result(13).
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Fuzzy Anti-bounded Linear Functionals

B. Dinda’ T.K. Samanta® U.K. Bera®

Abstract-Fuzzy anti-bounded linear functional and fuzzy anti-
dual spaces are defined. Hahn-Banach theorem and some of its
consequences on fuzzy anti-normed linear space are studied.
Two fundamental theorems; namely, open mapping theorem
and closed graph theorem are established.

Keywords-Fuzzy anti-norm, e-norm, Fuzzy anti-complete,
Fuzzy anti-bounded linear functional, Fuzzy anti-dual space.

I INTRODUCTION

uring the last few years, there is a growing interest and

much work has been done in extension of fuzzy set
theory which is a useful tool to describe situations in which
data are imprecise, vague or uncertain. Fuzzy set theory
handle this situation by attributing a degree of membership
to which a certain object belongs to a set. Fuzzy set theory
was first introduce by Zadeh [17] in 1965 and thereafter, the
concept of fuzzy set theory applied on different branches of
pure and applied mathematics in different ways by different
authors.
Also this is used to develop the concept of norm in fuzzy
environment and the concept of fuzzy norm was introduced
by Katsaras [12] in 1984. In 1992, Felbin[9] introduced the
idea of fuzzy norm on a linear space. Cheng-Moderson [5]

GJSFR Classification - F (FOR)
010301.010206.010108

introduced another idea of fuzzy norm on a linear space
whose associatedmetric is same as the associated metric of
Kramosil-Michalek [13]. Latter on Bag and Samanta [2]
modified the definition of fuzzy norm of Cheng-
Moderson[5] and established the concept of continuities and
boundedness of a functionwith respect to their fuzzy norm
in[2].

Later on Jebril and Samanta [11] introduced the concept of
fuzzy anti-norm on a linear space. The motivation of
introducing fuzzy anti-norm is to study fuzzy set theory with
respect to the non-membership function. It is useful in the
process of decision making. Following the definition of
Jebril and Samanta[11], we have modified the definition of
fuzzy anti-norm in [7]. Also the results on finite dimensional
fuzzy  anti-normed linear space, fuzzy anti-o-
convergence,various types of fuzzy anti-continuities and
fuzzy anti-boundedness and their

relations were studied in [7] and [8]. In this paper, after
defining Fuzzy anti-bounded linear functional and fuzzy
anti-dual spaces, Hahn-Banach theorem is established and
some of it consequences are studied. Thereafter open
mapping theorem and closed graph theorem are proved.

1. PRELIMINARIES

This section contain some basic definition and preliminary results which will be needed in the sequel.

Definition 2.1 ([15]). A binary operation ¢ : [0,1] X [0,1] — [0,1] isat-conorm if o satisfies the following conditions :

is commutative and associative ,
(i) a0 = a VvV a € [0,1],
(iii) a e b < c o d whenever a <
continuous t-conormare a ¢ b = a+b—ab, ao b =

(i) o

,b < dand a,b,c,d €

Remark 2.3 ([14]). (a) Forany ry, , € (0, 1) with ; > 1, thereexists r3; € (0, 1) suchthat r; > r,0 13.

(b) Forany r, € (0, 1) thereexists 75 € (0, 1) suchthat rgo

T‘S S T4.

Definition 2.2 ([7]). Let ¢ be linear space over the field F (= R or C). A fuzzy subset v of V x R is called a fuzzy

antinormon V ifand only if forall x,y € V andce F

(i) Forallt € Rwitht <0, v(x,t) = 1;
(ii) Forallt € Rwitht > 0, v(x,t) = 0

ifandonlyif x = 6;

(i) Forall t € Rwitht > 0, v(cx,t) = v(x,—) ifc# 0,c €F;

Il

(iv) Forall s,t € Rwith v(x+y,s+t) < v(x,s) o v(y,t);

W) tlim v(x,t)=0.

About-* Department of Mathematics, Mahishamuri Ramkrishna Vidyapith, West Bengal, India.(e-mail: bvsdinda@gmail.com)
About-? Department of Mathematics, Uluberia College, West Bengal, India.(e-mail: mumpu_tapas5@yahoo.co.in)
About-® Department of Mathematics, City College, Kolkata, India 700009.(e-mail: uttamkbera@gmail.com)

c [0, 1]. A few examples of
max{a,b}, a ¢ b = minf{a+b,1}.
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We further assume that for any fuzzy anti-normed linear space (V,A"),

(vi) v(x,t) <1,VvVt>0 = x = 6.
(vii) v(x, ) is a continuous function of R and strictly decreasing on the subset {t: 0 <v(x,t) <1} of R.
Theorem 2.3 [7] Let (V,A*) be a fuzzy antinormed linear space satisfying (vi) and (vii). Let

I x e =A{t: v(x, t) < 1—-a},a € (0,1).

Also,let v': V. x R - [0,1] bedefined by
vi(x,t) =A{l—-a: | x]|l§ < t}, if (x,t) = (6,0)

=1 ,if (x,t) = (8,0)

Then v’ = w.

Definition 2.4 [11] A subset A of a fuzzy antinormed linear space (U,N*) is said to be bounded if and only if there exist

t>0,r € (0,1) suchthat
N“(x,t) < r VxE€A.

Definition 2.5 [11] Let, (U,N*) be a fuzzy antinormed linear space. A subset B of U issaid to be closed if for any sequence
{Xp}n in B convergesto x € B, thatis,

lim N*(x, —x,t) = 0, vt>0 = x € B.

n — oo

Definition 2.6 [8] A linear operator T: (U, A*) - (V , B*) issaid to be strongly fuzzy anti-bounded on U if and only
if there exist a positive real number M such that forall x € U and forall t € RY,

w ( T),t) < vy (X,ﬁ).

Definition 2.7 [8] A linear operator T: (U, A*) - (V, B*) issaid to be weakly fuzzy anti-bounded on U if and only
if forany a € (0,1) there exist M, (> 0) such that forall x € U and forall t € R,

t
vy (x,—) <l-a = w(T,t) < 1-a
M,

Definition 2.8 [8] A linear operator T: (U, A*) - (V, B*) is said to be uniformly fuzzy anti-bounded if and only if
there exist M > 0 such that

I T le = Ml x|l , «€(0,1)

where { || - [l ¢ a € (0,1)} isascending family of norms on U.

I1l.  HAHN-BANACH THEOREM AND ITS CONSEQUENCES

In this section the real line R or the complex plane C is denoted by X.
Definition 3.1 A strongly fuzzy anti-bounded linear operator defined from a fuzzy anti-normed linear space (U,v) to X
is called a strongly fuzzy anti-bounded linear functional.

The set of all strongly fuzzy anti-bounded linear functionals over (U,v) isdenoted by U*.

Definition 3.2 A weakly fuzzy anti-bounded linear operator defined from a fuzzy anti-normed linear space (U,v) to X
is called a weakly fuzzy anti-bounded linear functional.
The set of all weakly fuzzy anti-bounded linear functionals over (U,v) isdenoted by U*.

Definition 3.3 Let (U,v) be afuzzy anti-normed linear space satisfying (vi) and (vii). Let T € U* and { || - ||§ ¢
a € (0,1) } be the family of norms on U. We define
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ITlg =L VX €U Vx # 0, Va € (0,1)
II'x 11—«
Then { || - IZ : a € (0,1) } isan ascending family of normson U*. Again we define

Vi(T,s) =A{l-a€e 01 : || Tl < s} for(Ts) = (6,0
=1 for (T,s) = (6,0)

Then it can be shown that v* isa fuzzy anti-normon U* and hence (U*,v*) isa fuzzy anti-normed linear space. The
first fuzzy strong anti-dual space of U isdenoted by U*.

Definition 3.4 Let (U,v) be a fuzzy anti-normed linear space satisfying (vi) and (vii). Let T € U# and { || - || :
a € (0,1) } bethe family of norms on U. We define

IITllg#z/\& vx € U, Vx # 0, Va € (0,1)

I i-a

Then { || - ||:;# : a € (0,1) } isan ascending family of norms on U*#. Again we define

VE(T,s) =A{1-a€ @1 : | Tl < s} for(Ts) £ (80)
=0 for (T,s) = (6,0)

Then it can be shown that v# isa fuzzy anti-normon U* andhence (U*,v*) isa fuzzy anti-normed linear space. The
first fuzzy weak anti-dual space of U is denoted by U#.

Definition 3.5 We define U; be the set of all linear functional defined from (U,v) to X which are fuzzy anti-bounded
with respectto || ||5 where || |[|; denotesnormon U for a € (0,1).

Theorem 3.6 (Hahn-Banach Theorem): Let (U,v) be a fuzzy anti-normed linear space satisfying (vi) and (vii) and W
be a subspace of U. Let f be a strongly fuzzy anti-bounded linear functional defined on (W,v). Then for each
a € (0,1) thereexists f, € Uj_, suchthat f,(x) = f(x) forall x € W (i.e,, f, isanextensionof f )andif

f = 0 then V(f,|| fy [l7-¢) < 1—a ,where V' isafuzzy anti-normon W*.

Proof. Since f: (W,v)— X isstrongly fuzzy anti-bounded linear functional, therefore

I fly =L VXEW Vx £ 6, Ya € (0,1)

I 11—

is finite and the function v’ is defined by

V(f,s) =A{1-Be @O : [Iflly < s} for(s) # (8,0
=1 for (f,s) = (6,0)
is a fuzzy anti-norm on W* . Also, f: (W,]| - ||[i_¢) = K is uniformly fuzzy anti-bounded for all a € (0,1) ,
where || - ||3_q is fuzzy (1 —a)-anti-norms of v Now by Hahn-Banach theorem over the normed linear space

(U,Ill—q ), it follows that for each o € (0,1) , there exists a fuzzy anti-bounded linear functional say f, € Uj_,
which is an extension of f such that

I fo ll5me = €N 1
Now,
VOE, e liea) =A{1=B e @D : I fllg < Il fulljoa} for f = 6.

= V(f, lfllia) < 1-a  (by (D)
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Corollary 3.7 If f is weakly fuzzy anti-bounded linear functional then the Theorem 3.6 also holds. Since, f is weakly
fuzzy anti-bounded implies that f is bounded with respect to the fuzzy a-anti-normsof v foreach o € (0,1).

Theorem 3.8Let (U,v) beafuzzy anti-normed linear space satisfying (vi) and (vii)and x, (# 6) € U. Then for each

a € (0,1), thereexists f, € Uj_, suchthat || f, ||i_« = 1 and f,(x¢) = |l X0 |3« -

Proof. Since (U,v) be a fuzzy anti-normed linear space satisfying (vi) then (U,|| - ||3_4) is a fuzzy anti-normed
linear space foreach a € (0,1). Foreach o € (0,1) , by Hahn-Banach theorem over the normed linear space (U, || -

[li-¢) thereexists f, € Uj_, suchthat || f, ||i-« = 1 and f,(xo) = |l %0 Il 71—

Theorem 3.9 Let (U,v) be afuzzy anti-normed linear space satisfying (vi) and (vii) then for x, (# 6) € U

| G0 .
- < .
N(X,A”f(x)”;_a)_ a o€ 1), feU_,,f=+0

Proof. Since (U,v) be a fuzzy anti-normed linear space satisfying (vi) then (U,|| - ||i_4) is a fuzzy anti-normed
linear space for each o € (0,1). Now by applying the Hahn-Banach theorem over the normed linear space (U,]|| -

[l3-«) we have

* f *
| x 7 = A ﬁ =s,(say) VfeU_,,VvVf#6 Va € (0,1) 2

Hence for x # 0 we have

v(x,8¢) =A{1-B€ (01 : I xllg < sq¢} = v(x,te) < a ,(by (1))

i.e v(x A&><(x a € (0,1) f e U] f = 0
- ' Il fCOIl1—e / — Y e '

1\VV. OPEN MAPPING THEOREM

Open mapping theorem is one of the fundamental theorem for the theory of fuzzy anti-normed linear space.

Definition 4.1 A mapping T: (U, v') = (V, v"),where (U, V') and (V, V") arefuzzy anti-normed linear

spaces, is said to be an open map if it maps an open set to an open set.

Definition 4.2 A fuzzy anti-normed linear space (V , v) issaid to be complete if every fuzzy anti-cauchy sequencein V
converges to an element of V .

Definition 4.3 A complete fuzzy anti-normed linear space is called fuzzy anti-Banach space.

Definition4.4Let, 0 <r < 1, t € Rt and x € V. Then the set
B(x,r,t) = {y € V: v(x-y,t) < r}
is called an open ball in (V , A*) with x asitscenter and r as its radious with respect to t.

Theorem 4.5 (Open mapping theorem): If T is a continuous linear operator from the fuzzy anti-Banach space (U, v')
onto the fuzzy anti-Banach space (V , v'") then T isan open mapping.
Proof. Let, E be a neighborhood of 6 in X. Then it can be shown that 6 € (T(E))°. Since 6 € E and E is

an open set, then thereexist 0 <a <1 and t, € (0,0) suchthat B(6,a,t;) € E andfor 0 <a <1 asequence
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{en}n can be found such that &, - 0 and lim g og o-r0e, < . Now, 6 € T( B(6,&,,t,) ) where
n — oo

th = Zinto. Therefore, there exist o, € (0,1) and t, > 0 such that B(6,0,,t,) © T( B(6,&,ty) ). Since
the set {B(O,%,%)} has a countable local base at zeroand t, - 0 as n — o, so t, and o, can be chosen such

that t, > 0 and o, > 0 as n - oo,
It is shown that B(6,0,,t;) < (T(E))° . Suppose y,inB(6,04,t;) then y,inT( B(6,&,t") ) and so for o, >
0 and t, >0, theball B(6,0,,t,) intersects T( B(0,g,,t"). Therefore there exists x; € B(6,¢g,t") such that

T(Xl) E B(e, Gz,tz) i. e., V” (yO - T(Xl), tz) < 62
or equivalently y,—T(x,) € B(6,0,,t;) © T( B(6,g,t) ) and by the similar argument there exists x, in
B(6,¢,,t") such that

Vi (yo = (T +Tx2))),t5 ) = V' ((yo — T(x)) — T(x2),t3 ) < o3
If this process is continued, it leads to a sequence {x,}, suchthat x, € B(0,¢,t,) and
V' (o — 224 T(x) ta ) < o,
Nowif n € N and {p,}, Iisa positive increasing sequence then
V(Eo = 5T kg, t) = VO, )
< V' (Xptrots ) o V' ((Xnypy s tp, )

where t; +--+t, =t

By putting t, = min{ty,--,t, }, since t; — 0 therefore there exists n, such that 0 < t; <t, for n>

ny. Thus,
V' (Xnt1,to ) oV (Xnapotp, ) S V' (Xnpa,thes ) oV (Xnapy o thap, )
S Epyg 00 En+py:
n+p : _
Therefore, 11m v (Z “h+1 Xt) S nll_r)neo [€n+1 © =+ © Enyp,] = O.

That is, V' (Zntpgﬂ xj,t) = 0 for all t>0. So, the sequence {X'-; xj}, Iis a cauchy sequence and
consequently the series {}.°- ; x;}, converges to some point x, € U because U is complete. By fixing t>0,

there exist n, suchthat t > t, for n > n, because t, — 0. Therefore it follows that

Vi (Yo — T(EPZ x),t) < V' (yo — T(ZPTH %),th ) <
and thus Vv’ (y, — T(XPZY x),t) » 0. Hence vy, = 11m T( X2 Y oxp) = T(xp). But, V' (xo,to)
nli_r)n inf v' ( Z] -1 Xj,t ) < nli_r)nOo inf [ V' (Xq,t1) © - o V' (Xp, th) |

< hm inf [, ¢ -0 ] =

n —

Hence x, € B(6,a,t;). Let G beanopensubsetof U and x, € G. Then
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T(G) = T(xg+ (—%0)+G) = T(xg) + T(—x9+G) D T(x9) + (T(—%( + G))°
Since x, isarbitrary, T(G) isopen because it includes each of its points.
Hence the proof.

V. CLOSED GRAPH THEOREM

Although closed graph theorem is derived from open mapping theorem, it some
time more useful than open mapping theorem.

Definition 5.1 Let (U,v') and (V,v") be two fuzzy anti-normed linear space over the same field F and T :
(U,v') = (V,v") . Ifthegraphof T, Gr = {(x,T(x)) : x € U }isclosed, then T is calleda closed graph.

Theorem 5.2 (Closed graph theorem): Let (P;,v') and (P,,v") be two fuzzy anti-Banach spaces. If T is a linear
transformation from P; to P, then T isfuzzy anti-continuous if and only if the graph of T is closed.
To prove the theorem we use the following lemmas.

Lemma 5.3 A strongly fuzzy anti-bounded linear operator from the fuzzy anti-normed linear space (U,Vv') to the fuzzy
anti-normed linear space (V,v" ) is fuzzy anti-continuous.
Proof. Let T be strongly fuzzy anti-bounded. Then there exists s € (0,0) such that

VI(TX),t) < v’(x,g) for every x € U.

Given t > 0, € € (0,1), choose s, € (0,e) and t, = oy

Sx

Whenever v’(x—y,si) < s, wehave vV'(T(x—y),t) < v’(x—y,si) < sy, <Ee.

e, V(x—y,ty) < s, = V(TR -TH),t) < ¢

= T isfuzzy anti-continuousat x € U. Since x € U isarbitrary T isfuzzy anti-continuouson U.

Lemma 5.4 If T isa fuzzy anti-continuous linear transformation from a fuzzy anti-normed linear space (U,Vv') toa
fuzzy anti-normed linear space (V,v"”) and {x,}, is a sequence in U convergingto x in U then {T(xy)},
convergingto T(x) in V.

Proof. Since T is fuzzy anti-continuous we have, for any given € > 0, t > 0 thereexist § > 0, t' > 0 such

that
Viix—y,t') < 6§ = VI(TX)-T(y),t) < ¢ Vx€eU
Since x, — x there exists a positive integer n, suchthat v'(x,—x,t') < 8§ Vn = n,.
By fuzzy anti-continuity of T , we have
V(X —x,t') < 86 =2 V(TE,)-TX),t) < € Vn = n,
= T(x,) = TE).
Proof of the main theorem:

= part: Suppose T is fuzzy anti-continuous. We have to show that the graph of T (denoted by G ) is closed. It is
enough to show that Gy < Gr.

Let (xy) € Gp . This means that there exist a sequence {(x,,T(x,))}, in Gr convergingto (x,y) . Thisimplies
xp, =& X and T(x,) — y.Butsince, T is fuzzy anti-continuous by lemma 5.3 we have x, —» x = T(x,) -
T(x) . Fromthisweget y = T(x) . Thus,
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& part: Suppose that  Gp

can easily verified that v
Now, we prove that the linear transformation T : (P,v) - (P, ,V"

Hence T
Therefore, T
Toprove T : (P ,v') - (P,,Vv'

®y) = xTx) € Gr

i.e., GT C GT

is closed. We have to show that T is fuzzy anti-continuous.
Let (P,v) denotes another fuzzy anti-normed linear space with v defined by v(x,2t) =
is a fuzzy anti-norm and with respect to this fuzzy anti-norm P

is strongly fuzzy anti-bounded.

VI(TX),t) = 0o V'(TX),t)

= v(x,2t) =

is strongly fuzzy anti-bounded.

homeomorphic to each other.
Consider the identitymap 1: (P,v) = (P;,v') definedby I(x) = x.

Hence T
Therefore,
This implies that 1 :
T

VI(Ix),t) = 0 Vv (IX),t)
vIi(x,t) o VI(IX),t)
v(x,2t) =

<

is strongly fuzzy anti-bounded.
I: (P,v) = (P,V)
P - P
©(PV) = (R

Hence the proof.

1)

2)

3)
4)

5)

6)

7)
8)
9
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The Lists of Plant Synonyms in De materia medica
of Dioscorides

loana Claudia Popa, PhD

Abstract-The purpose of this research is to formulate viable
answers to the most important questions surrounding the lists
of plant synonyms appearing in some editions of Dioscorides’
De materia medica: Who included these synonyms into
Dioscorides’ work, when and why did this happen, and which
is the most probable source for these lists?

. INTRODUCTION: ABOUT DIOSCORIDES AND HIS DE
MATERIA MEDICA

ioscorides was a Cilician Greek born in Anazarbos (or

Anazarba) and therefore known as Dioscorides
Anazarbeus. When Greeks worked for Romans, they
adopted the name of a Roman gens: Dioscorides took the
name of the gens Pedania, thus calling himself Dioscorides
Pedanios Anazarbeus.
It is most likely that he lived somewhere around the middle
of the first century A.D., during the reigns of the emperors
Claudius and Nero. Dioscorides was a learned physician,
who probably studied in Tarsos and Alexandria, the capitals
of science in those times. It is believed that in Tarsos he was
taught by Areios , to whom he dedicated his De materia
medica.
Dioscorides practiced medicine as a physician of the Roman
army, serving under Claudius and Nero, or under Nero and
Vespasian . As such, he had the opportunity to accumulate
extensive knowledge regarding the flora of foreign countries
and it is generally believed that his interest in plants started
to develop at a young age .
In De materia medica, a work consisting of five volumes,
Dioscorides shortly describes the aspect, mentions the
occurrence and points out the properties and effects of about
700 plants and vegetal products, more than anyone before
him . It is for the first time in botanical history that the
succession  of  remedies  follows practical and
pharmacological criteria.
Dioscorides’ work remained the standard medical botany
and pharmacology of the West until Renaissance. Starting
with the 5th century, De materia medica was translated into
Latin, Syrian, and Arabic. The Greek version was printed in
1499 in Venice by Aldus Manutius and afterwards five more
times in the 16th century. This famous herbal has been
translated into many languages during Renaissance, and it
has exercised its influence on drug therapy as late as the
beginning of the 19th century .

Il.  THE PRESENCE OF SYNONYMS IN SOME DE MATERIA
MEDICA MANUSCRIPTS

Difficulties in identifying the plants of Dioscorides’ herbal

About-Eduard Nebelthau Gymnasium in Bremen-Lesum, Germany

GJSFR Classification - G (FOR)
060702.060705.070101

have led to the preparation of copies of his work, provided
with pictures of plants (e.g. the Juliana Anicia MS. of 515 at
Vienna, the earliest surviving complete Greek herbal) .
Another change that was made to the original version was
the alphabetic rearrangement of the succession of remedies
for educational purposes and for easier consultation . The
alphabetic

It is interesting though that Dioscorides is scarcely familiar

with the flora growing in regions where the Roman army
was mainly stationed, i.e. along the Rhine and Danube, in
Spain or Northern Africa. Vivian Nutton (2004, 175)
believes Dioscorides may have served in Syria, Egypt or
Armenia

Dioscorides himself reveals this aspect of his life in the
preface to De materia medica (see also Singer, 1927, 19).

Berendes (1902), 1-12; Morton (1981), 67-68; Greene
(1983), 218-223.

Touwaide (2000), 464.

The Oxford Classical Dictionary, s.v. Dioscorides Pedanius
and s.v. Botany, pgf. 6-8.

In the Preface to his work, Dioscorides tells us that some of
his peers have used the alphabetical arrangement, which he
does not find appropriate: “/...] Moreover, they have
offended in the classification of medicines: some

versions that were abbreviated or completed as needed,
contain some addings of exceptional value, i.e. the Latin and
often also Gallic, Etruscan, Sicilian, Dacian, Dardanian,
Egyptian, Spanish, African, Armenian, and Syrian
synonyms of the plants .

There are no such detailed lists of synonyms in the best
manuscripts of the so-called “genuine” Dioscorides
(Parisinus 2179, Laurentianus LXXI1V, 23). In the Vaticano-
Palatinus 77, the oldest pages contain synonyms written on
their margins. Wellmann believes that the source of these
lists was most likely the work of Pamphilos (end of the 1st
century A.D.), and that at least some of the 12 Latin
synonyms (with Greek endings) found in this “genuine”
Dioscorides are original .

I1l.  OPINIONS ON THE ORIGIN OF THE SYNONYMS

There are three different opinions regarding the provenience
of the synonyms:

1.All synonyms are original, having been added to the text
by Dioscorides himself.

2.0nly some of the synonyms are original, the others were
added later on.

3.All synonyms have been added to the text by peers of the
author or later copyists.
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The first assumption is found in just a few scholars, of
which the most representative appears to be Kurt Sprengel.
In the preface to his Dioscorides-edition as well as in his
History

couple together those of quite contrary faculties, others
follow an alphabetical arrangement in their writing, and
have separated both the kinds and the operations of things
that are closely related, so that thereby they come to be
harder to remember.” (Translation of J. Goodyer, in R. T.
Gunther, The Greek Herbal of Dioscorides, 1933 and 1959).
Wellmann (1898), 363-364.

Wissowa (1905), V, cols. 1138-1139; Wellmann (1898),
364-365.

Sprengel (1829-1830), XVI. See also comments on this
preface in Meyer (1855), 11, 102-107; Berendes (1902), 5-7;
Tomaschek (1975), 152.

of Botany , Sprengel claims that Dioscorides himself would
have gathered the various synonyms by means of the good
relationship of the Romans to other peoples. He also
believed that the many Celtic and Old-Thracian phytonymes
should have been familiar to Dioscorides, because given the
fact that Cilicia was his country of birth, his first language
consisted of rests of Thracian mixed up with Celtic
language. Therefore, the pure Attic dialect should have been
foreign to him.

Most researchers believe that only the Greek and some of
the Latin synonyms are original, and that the rest of
synonyms were taken either from the work of Apuleius
Platonicus (Pseudo-Apuleius) or from Xenokrates and/or
Pamphilos, and have been introduced into De materia
medica either during the 3rd century or in the period
between the 5th and the 7th centuries A.D. In the following,
I will review the most relevant evidence sustaining these
theses .

According to scientific tradition, Lambeck (or Lambecius )
was the first scholar, who believed that the synonyms were
added to Dioscorides’ work later on, and that they were
most probably copied from the work of Pamphilos.

As previously mentioned, there were also other possible
sources for the synonyms. Ackermann thinks they were
borrowed from Apuleius Platonicus, whereas Berendes
considers beside Pamphilos also the work of Xenokrates as a
potential source for the synonyms.

In his Geschichte der Botanik , Meyer excludes the
hypothesis according to which Dioscorides alone would
have gathered all the synonyms, and he concludes that their
provenience should be the registers of phytonymes. But, in
his opinion, it is impossible to decide whether the

Sprengel (1817), I, 135-136.
For the complete and, at the same time, chronological
review see Meyer (1855), Il, 102-107 and Véczy (1969),
116-118.

Tomaschek (1975), 152.

Fabricii Bibliotheca graeca (1795), 1V, 681.

(1902), Einleitung zu De materia medica, 5-7.

(1855), 11, 106-107.

synonyms were introduced from the start by Dioscorides
himself or later on, by the copyists of his work.

The most thorough examination of the synonym-issue was
undertaken by Wellmann in 1898. After analyzing the
manuscripts, he came to the conclusion that the alphabetical
rearrangement of the succession of plants in De materia
medica (the so-called “alphabetic Dioscorides”) must have
taken place during the 3rd century A.D. Wellmann also tried
to prove that the synonyms had been taken from the work of
Pamphilos, and that the only “genuine” ones are those
appearing in the “non-alphabetic” Dioscorides (considered
to be the closest to the original manuscript, as shown
above), i.e. the 12 Latin synonyms with Greek endings. Of
these 12 Latin synonyms, Wellmann found that just 1-7 of
them might have been introduced by Dioscorides himself.

In 1927, Charles Singer, while commenting on the large
variety of Greek manuscripts of Dioscorides, referred also to
the issue of the synonyms. He believes they could have been
added to the text before the end of the 3rd century, and
perhaps before the end of the 2nd . Singer too mentions the
Alexandrian lexicographer Pamphilos as a possible source
for the synonyms, of which he gives the full list: “African,
‘Andreae  medici’, Armenian, ‘Bessicum’, Boeotian,
Cappadocian, Dacian, ‘Dardana’, ‘Democriti’, Egyptian,
Ethiopian, Gaulish, Spanish, ‘Istrici’, ‘Lucanica’, ‘Marsum’,
Osthanis, ‘Prophetae’, Pythagoreans, Romans, Tuscans, and
Zoroastrians”.

Due to the “static character of mediaeval thought”, these
synonyms have been copied in Greek and Latin herbals as
late as the 16th century, although the languages, to which
they belonged, had been extinct for more than a thousand
years. Singer also believes that those, who

1 363-375.
! Singer (1927), 22-24

added the synonyms, wanted to show their knowledge of the
market. “In the vast and polyglot Roman Empire”, there
were no scientific botanists, who would have been able to
preserve a standard, so the presence of the synonyms was
therefore justified .

Wellmann’s opinion seems to have prevailed, because it is
found even in more recent works. Riddle considers that the
Latin synonyms have been given by Dioscorides himself,
but recommends caution concerning the other ones: He
believes that they were added to the text by someone else
“sometime before the 5th century”, that they increased the
work’s usefulness and certainly did not distract from
Dioscorides’ authority. The original name, the description,
and the picture of the plant identified it well enough,
Dioscorides’ work having above all a practical purpose.

In 2004, Vivian Nutton clearly shows that due to the fact
that the organization of De materia medica was difficult to
follow, “some copyists reverted to familiar practice and
rewrote the whole book with the substances in alphabetical
order within the larger divisions. Others assembled lists of
synonyms or added the names for the plants in a variety of
languages, such as Dacian. All this helped Dioscorides and
his herbal to become the bible of medical botany and to
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exercise an enormous influence on pharmacology and
botany well into the 17th century” .

After all, why would Dioscorides have used any other
language but Greek? Even if, according to Sprengel, he
might not have been familiar with the pure Attic dialect due
to the fact that he grew up in Cilicia, in Rome he certainly
had the opportunity to improve his knowledge of such, for in
his time, the language of Roman medicine was Greek
beyond any doubt. .

Singer (1927), 33.

(1985), 28.

Nutton (2004), 174-177.

Jackson (1988), 56-57; Scarborough (1969), 109-121.

Dioscorides could have been easily read by his peers as well
as by educated Romans, who enjoyed bilingual education.
Under these circumstances, any other synonyms, except for
the Latin ones, would have been of little importance. Beside
this, a list of synonyms for every plant name would have
“imbalanced” the description, putting too much weight on
the name. Since De materia medica was indeed exhaustive
for those times, Dioscorides’ successors could probably not
have had much more to add to it beside these lists of names
and the pictures of the plants, for easier identification

IV. THE PREFACE TO DE MATERIA MEDICA

One main idea pervades the whole preface, i.e. the fact that
the treatise was written by a specialist for his peers.
Dioscorides dedicated De materia medica to his teacher,
Areios, who, as shown above, is believed to be a famous
pharmacologist of Tarsos.

There are three distinct parts in the preface to De materia
medica:

1. A review of the positive and negative features of
the works of Dioscorides’ predecessors.

2. The merits of De materia medica, presented in
contrast to the negative aspects of the previously
mentioned works.

3. The most important principles to be followed in the
gathering and storing of plants.

If the author himself had added any synonyms to his work, it
is most likely that he would have mentioned this fact in part
two of this preface. Such synonyms would have been a quite
important feature of the treatise, and as such it would be
hard to believe that Dioscorides could have forgotten to
mention it as a useful particularity of his work. Therefore,
even the originality of the 1-7 Latin synonyms, which
Wellmann believes they were added by Dioscorides himself,

becomes questionable. Why would Dioscorides have added
only these Latin synonyms, and not all of them?

On the other hand, the detailed description accompanied
only by the Greek name of the plant could not have led to its
doubtless identification. In his article on the semantics of
Greek names for plants, R. M. Dawkins (1936) clearly
demonstrates the fact that in Ancient Greece, the same name
was often used for different plants. Thus, it is

understandable that posterity considered it necessary to add
drawings and/or synonyms to the text. And indeed, in the
polyglot Roman Empire, the “internationalization” of such a
valuable treatise like De materia medica by means of
synonyms in various languages must have been a necessity.

1V. CONCLUSIONS

Dioscorides is the author of De materia medica, the standard
medical botany and pharmacology of the West until
Renaissance. Among the changes that posterity has
performed on this famous work, is also the adding of the
lists of plant synonyms in various languages. Their
provenience and the period, in which they were added to De
materia medica, have been subjected to debates especially
during the 19th and 20th centuries.

Modern scholars believe that all synonyms were added to
the text by Dioscorides’ successors, and this research tried
to focus on the evidence in favor of this opinion. The origin
of the synonyms and the time frame, in which they became
part of De materia medica, remain uncertain. Nevertheless,
there is no doubt that in the polyglot Roman Empire, the use
of synonyms became a necessity.
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Abstract-In the present paper, we first define a pair of
multidimensional fractional integral operators whose kernels
involve  the product of multivariable polynomial

images of two useful functions in our operator of study. Next,
we establish two theorems giving the multidimensional
generalized Stieltjes transform of fractional integral operators
and conversely, the fractional integrals of multidimensional
generalized Stieltjes transform. Finally, we present results
concerning Mellin transform, Mellin convolutions and
inversion formulae for these operators. The fractional integral
operators studied by us are quite general in nature and may be
considered as extensions and unifications of a number of
(known or new) results for simpler fractional integral
operators.

Keywords-Fractional integral operator, H - function, Mellin
transform, Stieltjes transform, General class of multivariable
polynomials.

I. INTRODUCTION

he multivariable polynomial
introduced by Srivastava and Garg (1987) [6, p. 686,
eg. (1.4)] is defined in the following manner:

SYs Y [, %, ]

Y URV
=TS (V) A(VIR R
Ry R =0 E‘UiRi R;!
V=012, 1)
Where Ul""’Uk are arbitrary positive integers and the

coefficients A(V’ Rp.ooy Rk) are arbitrary constants (real
or complex).

The H -function will be defined and represented in the
following manner
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—M,N —M,N (aj!aj;Aj)l,N’(aj’aj)NJrl,P
Hp =Hp
© [Z] ° (bj!ﬁj)l,M’(bj'ﬁj;Bj)M+1,Q
:ziﬁij‘;ﬁ(g)z‘fdf (z=0) (1.2)
where ]
_ Hr(bj _ﬂjg) _ {F(l_aj +aj§)}Aj
#E)=—& s
H {r(l_bj +ﬁj§)}B, H r(aj _ajé)
(1.3)

The following sufficient conditions for the absolute

convergence of the defining integral for ﬁ Function given
by (1.2) have been recently given by Gupta, Jain and
Agrawal (2007) [3].

(i) larg(z)| <¥/2Qx and Q2 >0
(i) |arg (2)| =1/2Q7 and >0

(1.9)
and (@) u#0and the contour L is so chosen that
(cu+A+1)<0
(b) g=0and (1+1)<0
where
M N Q P
Q=2 5+2 ;A2 5B -2 q
1 1 M +1 N-+1
(1.5)
N P M Q
u=2 oA+ o= B —> 5B,
1 N+1 1 M+1
(1.6)
M Q N P
A= Re(ij +2 0B — > aA —Za,—j
1 M +1 1 N+1
Q N
42 M-8+ YA +P-N (1.7)
2 M+1 : 1 !

It may be noted that the conditions of validity given above
are more general than those given earlier by Buschman
(1990)[1].
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The following series representation of the H -function was
given by Rathie (1997) [4].

ﬁMN (ajiapA)lN’(aJla)NJrlP
(bj’ﬂ )lM’(bj’ﬁJ’B )M+1Q

=330, )7 (18)
v=1 P=0
where
11 ro, ﬂSPU)H{F(l a+a;S,,)Y" (-1)
6‘(8 )= ,11,[ sp,u=b”+P
H{r(1 b, + £S5, )F" Hr(a ~a;S,,)PIB, A
(1.9)

To the sequel, we shall also, make use of the following

behavior of the H -function for small and large value of z as
recorded by Saxena (2002) [5, p.112, egs. (2.3) and (2.4)].

Hro [2]= o[|z|a}for small z where

o = min Re(&ﬂ (1.10)
1<j<M i ﬂj

Heo [z]= O[|z|”]f0r large z, where

S = max Re(aj _1ﬂ (1.11)
1<j<N aj

and the conditions (1.4) are satisfied.
I1. Multidimensional Fractional Integral Operators.

In the present paper we study the following fractional
integral operators.

Ix[f (t,, ...t )]— I;’U“Ve;"l[f (ti,...,ts);xl,...,xS]
S E e )

I
[ ()] = 257 1 |
D R T
w3 vy

Throughout the paper we assume that

(a‘ra';A')mv(a‘ra')Nup
] ] 171, ] ] . f
(bj,/mm,(bj,ﬂj:B,)M,J (tt)

(a aj; A)lN (a a)N+1P
f
0 ) (0,5 B)MJ (tt)

0H(|r| ) maxfs o

Flta..t) = j=L...s

OH(M; H) minf - =

o]jl(pjrl) max [t} - 0
OH(|t| e “‘) min{[t;[} — oo

(1.14)
Such a class of function will be represented symbolically as

We also assume that IIQ ‘f(tl,...,ts)

s <oo for

every bounded s-dimensional region ¢ _excluding the

origin. The operators defined by (1.12) and (1.13) exists if
minRe(e;, f;,7,,4,)=0 (j=1..,s)not all zero
simultaneously.
\

mln Re{1+pJ +U. +77]Z }>0
k

1<k<M

min Re[a +/1 b }>0
"B,

e >
Re(W, )= 0, min Re{p +V, +1p; ﬁk:|>0

min Re{o-j +4; b“} >0 or
1<k<M ﬂ

k

. b,
Re(Wj)>O,ng'(lg\1/I Re[o-j + A, ?k:| >0/

(1.15)
Il Some Useful Images

Now we shall obtain the images of some useful functions in

our operators of study.
| {ch (n,+t,) } =(li[x? (x, +hj)_5’]
j=1

i1 Ry

s El S
Z:o (_V)EU"R" A(V,R,,..,R,) RT R

ST () ' (@),

(aj,aj;Aj)l,N ’(aj’aj)N+l,P

ﬁM ,N+2s Z
P+25,Q+s .

(bj’ﬁj)l,M ’(bj!ﬂlej)Mﬂ,Q
g{( P 7J_ejRJ';77];1)(l_o-i_l_iji;’li;l)}
1;[{1 P~ 7J_‘71_|_(ej+fi)Ri;(771+’11);1}

21)

where MIN Re(e;, f;,7;,,4)=0 (j=1, ..,s)not "
zero simultaneously,
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min R‘{lﬂojﬂﬁﬂhz }>0
k

1<ksM

min Re[a +/1 b, }>O
1<k<M ﬁ

k

Jx[f[tj” (h;+t,) " } :[ljx? (x; +hi)5j]

j=1
ZU] : ER ENR
Z (_V)Zu A(V.R,,...,R,) Y

(aj;aj , Aj)l,N l(ajlaj)N+l,P

(b5, 81w+ (05, BB wag

—M,N+2s
H P+2s,Q+s |:Z

fR/ll)}

S

H{(l_pj +7; =0 _ejijj;l)(l_Uj |-

j=1

I

g{l—pj =6 —ay=l+y;—(e;+ £ )R;i(m, +/11);1}

2.2)

S

H{(l—pj +7 =8 —eRim)(1- o -1 - fiRi;ﬂi;l)}

j=1
H{l_PJ‘ —6;—oy—l+y;— (e + f;)R;i(7; +lj);1}
24)=0 (j=1 )

j=1

min Re(e;, f;,7;,

where ’ "'S)not all

zero simultaneously,

min R‘{p, 7it0;+m, i}O; min Re[aj + 4 ﬁ}o
B, 1<k<M :Bk

1<k<M
k

o

2Tt [1+(hjt]. ) } |

s =

LTt H :
j=L

s ")

o
ZrHt?(jr) [1+(hjtj )KJ } |
L

ZUI =

susl®

Z (V)ZU A(V,R,,...R))

E U

ﬁZZE(SP’U)zSP“F(GJ- + 285, 2 fiRJ}
" vol PO 1=
S u(-l) i
ZlH Xi]
j-1

R! "

S

(r) E *
u' AT C
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H0n+25m1n1 ame.n;;1,0:..,1,0
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KS
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(2.3)
where
A —(ak,a(, a0, o] [1;v1(1),...,vl(r),l,O,...,O]
2s 1,p s-1

S
e 1[11\/51)1 vs 101 10 1](_,01_71_7718P,U_ZEJRL;
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o(S.,),S .
( P'“) Pvshall be obtained from (1.9) and

s occurring on the right hand side of equation (2.4)
and (2.5) would means s zeros and so on. Provided that

minRe(e;, f;,7,,2;,u’ V) >0(i =1
not all zero simultaneously,

10
d >0
5 }

Proof: To prove (2.1), first of all we express the I-operator
involved in its left hand side in the integral form with the
help of equation (1.12). Next, we express

min Re|:l+pj +y, b—+2u()

<M
1<k< A,

'""Xk)polynomials occurring therein in the
series form using (1.1). Then, we change the order of the

. t. . I _
series and J -integrals and express the H -function in terms
of Mellin Barnes type contour integrals with the help of

(1.2). Now we change the order of ézand tj -integrals

(j=1

stated). Finally, evaluating the tj -integrals with the help of
known result (Gradshteyn and Ryzhik (1980)) [2, p. 287, eq.

f[tj“ (h, +t, )511

j=1

""" s) (which is permissible under the conditions

3. 197(8)] we get [
ZUJ e

=Rz (V)5 AV R R) Ny

i 5 Z¢ _Vihf‘?j
272" IL (5) ];][XJ ]

B(o; + f,R; + A4,&,p; +7; +€R; +17,& +1)

o, pj+ty;+eR; +n,&+1

2F1|:,0J-+}/J—+O'j+(ej+fj)R +(77]+ﬂ )§+1 N whe

Where

ar al
ghj

Re(po; +7; +e;R, +n,&+1)
Now reinterpreting the result thus obtained in terms of the

H -function, we easily arrive at the desired result after a
little simplification.

Again the proof of result (2.2) can be developed similarly
using the formula [Gradshteyn and Ryzhik (1980) 2, p.286,
3.197(2)]. Result (2.6) can be similarly established on
expressing the ‘H -function involved in the operator in its
series form using (1.8).

<7, Re(o;+ f,R; +1,&)>0,

alj =1,...,s)
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I11. Theorems connecting the multidimensional generalized

Stieltjes transform and fractional integral operators
The multidimensional generalized Stieltjes transform of a

function @(t,,... ) is defined as
(¢)(h1

.., dt

S

)H{(t )" o,

provided that the integral exist.

The following theorem gives the multidimensional
generalized Stieltjes transform of the generalized fractional
operators given by (1.12) and (1.13).

Theorem 1. Let#(t,,...,.t,) € A,

min(e;, f;,77,,4,)=0 (j=1...,s)notall zero

simultaneously and m|n Re[o- + A, b >0
" B

bk}>0
5,

k

1<k<M

Then for min Re[pJ +3,+1,

m|n Re{1+p1+u +7712}>0 (j=1...,9)
k

...... w, (L) (..
:J:...j:ﬂxp DXV (K X 0y ) - 0%

and for

b,
min Re[1+ P;+1;
B

1<k<M
k

}>O Re(w;) >0 -

Re(w,;) = Omln Re{p,+v +77]Z }>o (j=1..,5)
w, (3PN, 1)

jj f PO oo X W (Ko X Py )X, X

re
B |

j=1

. ) ZUJ =V

:[H(XJ +h;) j] . MZR:()( V)inRj A(V,R,...,R,)

e Z[Hh(xm)( )]

0
1=0

a;, J)lN’(aJ’a )N+1P

(bj’ﬂj’ j)M+lQ

—M N+2s
P+25 Q+s
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S

H{(l_pj -

j=1

I

wy—&R;;m;1) (-0 —1- F;R;; 4,51

S

H{(l_PJ‘ —w; -0y == (e;+ 1 )R;i +’11);1)}

j=1

Vo (e X3 h) = 1 {H(hjﬂj)w’}

=1
ZUJ J*
:[H“ ) 3, V)50 AVR
i= Ry = =
ElRl S I -
R! " .Z,o: ij(xj+hj) (w;),
AN 2 (0558 ) By )
(bj’ﬁ)lM'(bJ'ﬁl’B)M+lQ

—p.—eRin:1)(l-oc. —1-f.R;A.;1
];!:{( J TR J )( J 1) J )} (35)
H{(—PJ— —o;—1=(e;+ f;)R;i(m, +ﬂj);1)}

J=
It is assumed that the integrals on the right hand side of
equations (3.2) and (3.3) exist.
Proof: To prove first part of theorem 1, we express the left
hand side of (3.2) with the help of (1.12) and (3.1), then we

interchange the order of tj - and X; integrals (which is
permissible under the conditions stated with the theorem).
Finally evaluating the inner t; -integrals with the help of

result (2.1) (taking 7 =0 therein), we easily arrive at

desired result after a little simplification.

Similarly the second result (3.3) of theoreml can be
established on using (2.2).

The following theorem gives the fractional integrals of
generalized Stieltjes transform given by (3.1)

Theorem 2. Let#(t,,...,t.) € A,
min(e;, f;,7;,4;) 20(j =1,...,s)notall zero
simultaneously Re(w;) > 0; min Re[o-j + A &J >0;

B
Re(w;) =0;Re(V; +w;) >0

then for min Re{1+pJ +1, ; }>O (Jj=1...9)
k

1<k<M

Iy Sy, (B (X0 %)

......

=[] P W (o X X ),
and for min Re[pj+w +77];';}>0,(j=1,...,s)

I, Sy, P (Xirees X,)

=jow...j:¢(t1,. t ) (L, et Xy, X )t Ot
where v, (t,...,t; X,,..., X;) and

(0t X, X ) are as given in (3.4) and (3.5)

S fespectively, provided that the integrals in the right hand

side of equations (3.6) and (3.7) exists.

Proof: Results (3.6) and (3.7) of Theorem 2 can be obtained
on the similar lines to the proof of Theorem 1.

We can easily obtain the one dimensional analogues of the
theorem1 and 2, however, we omit the details here.

IV Mellin Transforms, Inversion Formulas and
convolutions

The multidimensional Mellin Transform of the function

f(ti""’tS)EAis defined by the following equation
[Saxena and Panda (1978) 7, part I, p. 125, eq. (3.5)].

M F (Gt )i e | = j j[]‘[t 1‘1] t,)dt,..dt,
(4.1)
where Re(y;+U;)>0,Re(W,)>0 or
Re(W;)=0,Re(V,~7;)>0 (j=1..s)
Now we shall establish the following results
Result 1
If M |:|X{f (tl,...,ts);;/l,...,ys}]EXiStS, then
M[Ix{f (tl,...,ts);yl,...,ys}]
=M[f(tl,...,ts);;/1,...,7/3];((7/1,...,7/3) 4.2)
Result 2
If M [Jx{f (tl,...,ts);yl,...,ys}] exists,  then
M[Jx{f (tl,...,ts);yl,...,ys}]
=M ()i |2 (1= 70017,
(4.3)
where
ZUJ 17
X(?’l’ 17s)_ Z (_V)ZUR A(V Ry... ’R)
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ESRs —M,N+2s

Ry
El H P+2s,Q+s I:Z

(aj 1aj;Aj)1,N !(ajiaj)NJrl,P
R! R (05, Bi)im (05, B1:Buiag

{H(l—m 7 —Ze;R,—.m—:l][l—Gj -2 fiRi-’li;lj}
i=1 =1

=1

S

{li[[l—p,- -y =2+ )R, (1 Mj),l]}

j=1 j=1
(4.4)
The conditions under which the above results are valid can
easily be obtained from (4.1) and (1.15).
Proof: To prove result 1, first of all we write the
multidimensional Mellin Transform of the I-operator with

the help of equation (4.1), then we change the order of tj

and X; -integrals. Next, with the help of (2.1) and (4.1) we

easily arrive at the desired result (4.2) after a little
simplification.

The proof of result 2 can be developed by proceeding on
the lines similar to those indicated above.

Inversion Formulas

On making use of the inversion theorems for the
multidimensional Mellin  Transform (4.1), given by
Srivastava and Panda (1978) [7, part 1,p.125, Lemma 2], we
easily get from (4.2) and (4.3) the following inversion
formula for the fractional integral operators defined by
(1.12) and (1.13).

Result 3.

+ioo Cs-+ioo ]?i‘[t;yj
f(g,...,ts):ﬁjq [0 L

e dein y(yy,n )
M [Ix{f (tl,...,ts);yl,...,ys}]d}/l...dys

Result 4.

(4.5)

e

1 C;+ioo Cg+ico
f (tl""’ts)_m.[qfiw = P (o —
M [Jx{f (tl,...,ts);yl,...,ys}]dyl...dys

(4.6)
The precise conditions under which the inversion formulas
(4.5) and (4.6) are valid can be deduced from the existence
condition of the various fractional integral operators and
their multidimensional Mellin transforms stated earlier.

IV. MELLIN CONVOLUTIONS

The multidimensional Mellin convolutions of two functions
f(t,...t;)and g(t,...,t, ) will be defined by

(f*g)(t,...t)=(g=f)(t,...t,)

= II[HXJ f [i,--.,i—s]g(xl,...,xs)dxl._.dxs

j=1 Xy S
4.7
provided the multiple integral exists

If f (tl,...,ts)eA, then the fractional integral operators

defined by (1.12) and (1.13) can readily be expressed as
multidimensional Mellin convolutions in the following
form.

Result 5.

vz f (1)
:(Ip,a;e,f;q,l;x;u,v;z * f )(Xl” Xs)

(4.8)
where

Ip,o-;e,f 1, A4xU V5 Z

1 [z]j(x,.)“ (x, _1)“}

Result 6.
Iz 1 (b )

:(‘]p,o;e,f;n,/l;x;U,V;Z * f )(Xl""’xs) (4-10)
where

'Jp,a;e, finAxUV;Z

(T a-x)" "o a-x)]

U(x) being the Heaviside’s unit function.

Proof: To prove result 5, first we write the I-operator
defined by (1.12) in the following form with the help of the
Heaviside unit function.
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12564 ()

=4 4
Hro ZH{?J (?—1} f(t,...,t,)dt,...dt,
Y j

J
(4.12)

Now making use of the equation (4.9) and the definition
of the Mellin convolutions given by (4.7) in the above
equation, we easily arrive at the desired result. The
proof of the result 6 can be developed on the same lines.
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Fourth-Order Method For One-Dimensional Heat
Equation With A Nonlocal Boundary Condition

M. A. Rehman® M. S. A. Taj?

Abstract In this paper a fourth-order numerical technique is
developed and im- plemented for the solution of the
homogeneous heat equation ut = ®uxx: The results obtained
show that the numerical method based on the proposed
technique is fourth-order accurate. Also the exciency and the
accuracy of the new scheme is in good agreement with the exact
solution as compared to the alternative techniques.
Keywords-Heat equation, non-local boundary condition,
fourth- order numerical methods, method of lines, parallel
splitting. American Mathematical Subject Classi cation
2000: 65M06, 65N40

I. INTRODUCTION

n the last two decades, the development of the numerical

techniques for the solution of non-local boundary value
problems has been an important research topic in many
branches of science and engineering. Particularly thermo-
elasticity has been the subject of some resent works [3, 4].
Many physical phenomena are modelled by nonclassical
boundary value problems with non-local boundary
conditions. These can be classi ed into two types: (i)
boundary value problems with non-local initial conditionsor
(i) boundary value problems with non-local boundary
conditions. The present work focuses on the ~rst group of
these non-local boundary value problems. This paper
considers the problem of obtaining numerical approximation
to the concentration u = u(x; t) which satis es the partial
di®erential equa-tion

GJSFR Classification — F (FOR)
010204.010503.020304

where f; g;M and s are known functions and are assumed to
be suxciently smooth to produce a smooth classical solution
of u. ® being a constant and T is given positive constant.
Much attention has been paid in the literature for the
development, anal- ysis and implementation of accurate
methods for the numerical solution of time dependent partial
di®erential equation with non-local boundary condi-

tion. A number of sequential numerical procedures (other
than new scheme) have been suggested in the literature: see,
for instance [1, 2, 6, 8, 5]. In the present paper the method of
lines, semi discretization approach,

will be used to transform the model partial di®erential
equation (PDE) into a system of ~rst-order, linear, ordinary
di®erential equations (ODES), the solution of which satis es
a recurrence relation involving matrix exponen- tial terms. A
suitable rational approximation will be used to approximate
such exponential functions leading to an LO-stable algorithm
which may be parallelized through the partial fraction
splitting technique.

Il. DISCRETIZATION AND RECURRENCE RELATION
Choosing a positive integer N , 6 and dividing the interval
[0; 1] into N +1 subintervals each of width h, so that h =
=(N + 1), and the time variable t into time steps each of

length | gives a rectangular mesh of points with co-
ordinates (xm; tn) = (mh; nl) where (m=0; 1; 2; ::;;N +1

%za% D<ae<l, 0<t<T, (1)
subject to the initial condition
u(z,0) = f(z), 0=z <1, (2)
the boundary condition
w(0,t) =g(t), 0<t<T (3)
and the non-local boundary condition
Ai w(z,t)dr=M(t), 0<t<T, 0<z<1 (4)

About-' Department of Mathematics and Natural Sciences, University of
Manage-ment and Technology, C-II Johar Town, Lahore 54000, Pakistan.
(e-mail: aziz3037@yahoo.com)

About-? Department of Mathematics, COMSATS Institute of Information
Technol-ogy, Defence Road, O® Raiwind Road, Lahore, Pakistan.

(e-mail: shaha-dat259@yahoo.com)

and n =0; 1; 2; :::) covering the region R = [0 < x < 1]£[t >
0] and its boundary @R consisting of linesx = 0; x =1 and t
= 0. Assuming that u(x; t) is six times continuously
di®erentiable with respect to variable x and that these
derivatives are uniformly bounded, the space derivative in
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(1) may be approximated to the fourth-order accuracy at
approximation It is worth noting that the equation (5) is
valid only for (x; t) = (xm; tn) withm=2; 3; ::;;N j 1: To
attain the same accuracy at the points (xi; tn) fori =1 and i
= N, special formulae must be developed which approximate
@2u(x;t) @x2 not only to fourth-order but also with

some general point (x; t) of the mesh by using the ~ve point
the equation (5) is valid only for (x; t) = (xm; tn) with m =
2; 3; ;N j 1: To attain the same accuracy at the points (xi;
tn) for i = 1 and i = N, special formulae must be developed
which approximate @2u(x;t) @x2 not only to fourth-order
but also with dominant error term h4 90@6u(x;t) @x6 for x
=x1; xN and t = tn: Such approximations will be

dominant error term h4 90 @6u(x;t) @x6 for x = x1; XN and
t = tn: Such approximations will be It is worth noting that

Ou(z,t)

‘ ——{—ulx — 2h.t) + 16u(z — h,t) — 30u(z,t) + 16u(x + h,t

M0 (e~ 2 0) 4 L6 — hot) — 30u(e. ) + 16u(r + B 1)
hJ dﬁu(*r 1‘] 5 -

[t 18 worth noting that the equation (5) 15 vahd only for (z,t) = (T, ta)

with m = 2,3, ..., N — 1. To attain the same accuracy at the pomnts (r;, &)

for i = 1 and i = N, special formulae must be developed which approxamate

&?—;ﬁﬁ not only to fourth-order but also with dominant error term mi‘ﬁﬂ

for r =y, T and t = . Such approximations will be
2
- i;[_:ﬂ .- 13;12 g i%ulr — h,t) — Ou(z,t) — 19u(x + h,t) + 341:[: + 2R, t)
— 2u(z + 3h, t) + Tulz + 4h, t) — u(z + 5h, n}+h‘ Pu(x,t)
a0 8
+ O(h*) as h—0 (6)
and
ﬁgu{: t) 1
_ e - o e : 9
- — lﬂh':'{ w(r — bk, t) + Tulzr — dh,t) — 21u(x — 3k, t) + Hu(x — 2h,t)
h? &u(x, t)
— 19%uir — h,t) — Yu(z,t) + Suiz + h,t)} + T

+ O(K%) as h— 10 (T)

at the mesh pomnts (1q,1,) and (zy, £,) respectively.



I1l. TREATMENT OF THE NON-LOCAL BOUND-ARY CONDITION

The integral in (4) 18 approximated by using Simpson’s quadrature rule as

W].'I'EI"E CI:N = Q{I'_,Ilﬁ_i = —QSJEEN_E = Qﬂ'_,ﬂ.'ﬁ_g = ].

. [ 4 fori=1(2N4
T 2 forim2(2)N5
also v = —45,8v_1 = 37,8 2=-2,v_3= -39, 8nv_4=—-29,8y_5 =

—19

[ 36 fori=1(2)N-6
and ﬂ"L —18 for i=2(2)N-T

and the column vector

3 27

w(t) = %[Q‘g{t}, ~9(1),0,0, .., g(t) — =M(£), ~9g(¢) + ?w[t}.[f

where T stands for transpose of a matnx.

The solution of the system (9} and (10) becomes
¢
Uit) = exp(tA) f +J1; erp|(t — s)A|v(s)ds, t =0 (11)

where v(s) 15 due to boundary condition and the source term which satisfies

the recurrence relation
i
Ut + 1) = exp(lA)U(t) +f EIp[{t +1 - S}Ah{s}ds, =012 .. (12)
i

Eigenvalues of the matrix A are calculated using MATLAB for N =
9.19,.39. 79 and 1t 15 observed that they are distinct negative real ones or
with negative real parts.

To approxamate the matnx exponential in (12) we use a rational approx-
imation consisting of three parameters aq, as, ag and given for a real scalar @

1t 1= given by

Ed(0) - 14 (1—a)f+ (3—ay+aa)f? + (3 —% +a—ag)®®  p(h)
= I —aif + asf? —agf® + (—55 + % — 2 +ag)* q{ﬁ?lg}

with error constant O = % — %&1 + %ﬂ.g — %ug ["3]



Let A be an eigenvalue of the matrix A then the amphfication symbol of
the numerical method ansing from (13) 1s

B 1—{1—E1IIE+I:%—E]+E-1}I.EE— %—521+ag—a3}33

R(-2) [
| +ajz + a2 +ag2 + (—gp + % — % +ag)z?

(14)

where z = —[Re(A) > 0. The resulting method 18 L-stable provided that

] = 3 s
ap >4 — 1 (15)
2 T §
ag > %@ — & 4 L
[EF|. S0 we have
exp(lA) = G'l{f+{l—a1].!ﬂ+{é—a1+ug]f2.42+[é—z—;+&q—&5}13.43] (16)
where
N 243 843 _lﬂ_ﬂ_ﬂ 4 44
G=1—alA+ agl" A" —asl" A" + ( 94"’5 Q+&3}I1 A (17)

The quadrature term n (12) 15 approxamated by

j;HI exp|(t+1—s)Alv(s)ds = Wiv(sy) + Wav(sa) + Wav(ss) + Wav(sy) (18)

where sy = ¢, 89 =t + 13,83 =t + 21/3,54 = t + | and Wy, Wy, Wy and Wy

are matrices given by

l
W, = ﬁ{ﬂf—{19—'?’Em+Zlﬁag—324a3}m+{3—3a1+liag}.ig.dﬂ}ﬂ'_l (19)

Wy — %{2!+[16—56u1 + 144ag — N6ag)A+ (1 —day + 1205 — 24a3) 2 A2} G
(20}
Wy — %{I — (7 — 26ay + T2as — 108ag)lA — (1 — day + 1205 — 2ag)2A2}G
(21)



l
Wi = g{60+ (44— 168a; +432ay — 648a3)IA + (11 — Aay + 132ay
— 216ag)l*A* + (2 — 8ay + 24ay — 48a5)" A*}G7! (22)

Hence
Ut +1) = exp(lA)U(t) + Wiv(t) + Wav(t +1/3) + Wav(t + 21/3) + Wyn(t +1)

(23)

IV. DEVELOPMENT OF ALGORITHM

Assuming that ay, as and as are chosen 1n such a way that the condition (15)

15 satistied and g(f) given by (13) possesses real and distinet zeros r;
(i =1,2,3,4) with r; #£ 0. Then

l { l {

G=(1——A)TI——A)] - —A)(] ——A) (24)
L o 3 T4
and
4 i »
exp(lA) = ZIPJU ——4) (25)
J= 3
where p;(j = 1,2,3,4), the partial-fraction coeflicients of Ey4(#), are defined
by
14 (1 —ag)r; + (2 —ag +aa)r? + (L — & 4 ap — ag)rd |
Pj = : EH«‘- {lj_ E.L}E - 57 =1,2,3,4
i=1 T
1]
(26)
and
ml A

{
Wi = 05 puaes(I - —A) ' k= 1,2,3,4 (27)
43 j=1 Tj



m whichmy =2, my =9 my =18 my=1and for j =1,2,3.4
3+ (=19 + T8Bay — 216ay + 324as)r; + (3 — 8ay + 12&2}?’?

Pdy; = | T 3
T, 0
i#j
2+ (16 — H6ay + 144as — 216as)r; + (1 — 4a; + 12a2 — E:lﬂ.g}r_f
PB+j = n-i_ |:1 11:'
i=1 T
i# ]
1+ (=T + 26ay — T2ag + 108ag)r; — (1 — day + 12a; — 2ag)r?
Pia+j = :
! Hdll —1 I:]- - T—f]
i#j
1
Ples; = Hd‘ o {6+ (44 — 168a; + 432a; — 648ag)r;
1=1 T
i#j
+ (11 — 44ay + 132a+ — i’lﬁas]rf + (2 — 8a; + 24as — 43&3]7‘?}
Hence
Iy |
exp(lA)U(t) = [p(J — —A)" + po(l — —A)
T Ta
[ . [
+ pal — —A) + pa(T — —A)U(e) (28)
T3 T4
So
Ut + 1) = w(t) + yalt) + yalt) + yalt) (29)

i which w1, 3, y3 and yy are solutions of the systems

Ay = pUlE) [?pgv t)+9pgu(t+1/3)+18p1gv(t+21/3) +prrv(t+1)] (30)
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_ l . o .

Aoy = Ut I8 2pev(t) 4+ 9pov(t+1/3)+18paw(t+
. l . o i

Agys = paUli)+ 5 2prv(t) 4+ 9pv(t+1/3)+18pgsw(t+

) 1 ) ) ) }
Agn = paU(t) HR 2pgv(t)+9prav(t+1/3)+18pggv(t+

respectively. Here A;

V.

Equations (30)-(33) have great importance in the parallel
environment sinceb they can be used to solve the
corresponding linear algebraic systems on pro-

cessors working simultaneously. The solution vector U(t + [)
in (29) may be bobtained using four di®erent processors or
a serial computer by the algorithm given in Table 1.

THE PARALLEL ALGORITHM

I—LA i

21/ 3)+prav(t+1)] (31)
2/3)+prgv(t+1)] (32)

91 /3)+pagu(t+1)] (33)

1,2,3,4.

VI.

In this section the numerical method described in this paper
will be applied to one problem from the literature and results
obtained will be compared with exact solutions as well as
with the results existing in the literature. Following [9] we
have chosen here al = 64=25; a2 = 7=3 and a3 = 547=600.

It can be shown that using these values L-stability is

NUMERICAL EXPERIMENTS

guaranteed ..

EXAMPLE (1)

Consider (1),(2),(3) and (4) with

fx) = cos( % 2 x); 0 < x < 1

Table 1: Algorithm

Step 0
Input hl ay, aa, as. U A
Step 1
Compute 1,73, T8, T4, P1, Po...Pan
processor | processor 2 processor 3 processor 4
Step 2 T T3 3 T4
Distribute P, P5, - PIT P2, 6, - P18 P3, Pry -1 P19 P4, P3; -y PR
the data
Step 3
Decompose Ai=T-4L4 Ag=T-1LA4 Ag=T—-1LA Ag=T—-LA
T r2 T3 4

the data

Step 4 wit),v(t +1/3), v(t), vt +1/3), v(t), vlt + [/3), vit), v(t +1/3),
Evaluate vit +21/3), v(t + 21/3), vit + 21/3), v(t + 21/3),
v(t + 1) v(t + 1) w(t + 1) u(t+1)
Step 5 Wilt) Wali) Wi(t) Walt)
Compute 2psv(t) 2pgu(t) 2pru(t) 2pgw(t)
+HOpgu(t + 1/3) Fipu(t +1/3) Happ ot + 1/3) +Hpgav(t + 1/3)
H8pguit + 21/3)  +18puaw(t + 21/3) +18psw(t + 21/3) +18peu(t + 21/3)
Fprro(t + 1) Fpisv(t + 1) Fpov(t + 1) +pagu(t + I)
Step 6 LUy (t) Lallays(t) LyUsya(t) LyUgys(t)
Salve pU(t) paU(t) mUlt) mU(t)
the system | 3131-1"1 () ! {Ei-i".g[i} F :}5“’3[11] | 3%11"'.1{!]
Step T
compute Ut +1) = plt) + yalt) + wult) + yalt)
Step 8 GOTO Step 4 for next time level

Step 9

STOP the process when solution at given time level 1s obtained




Table 2: Relative errors for various spatial lengths

h Imphicit Galerkin ~ Keller-Box RKC Saulyev I  New schem
0.0500 91 x10-® 099x 107" 904 x107% 98x 107" 96 x 107" 21x10°%
0.0250 23 x107® 30x 107" 24 %107 37x107% 25x 107" 26 x10°7
0.0100 38 x107™ 49x10™™ 41x107% 61x107% 39x107™ 11x107%
0.0050 94x107% 12x107™ 10x107™ 15x107% 06x107% 00x 10710
00025 23x107% 31x107™ 25:x107™ 35x100™ 25x107% 1.1 x 101
0.0010 4.1 x10-% 50x107% 40x10"% 60x107% 43 x107% 18x10°1
ﬂ.ﬂ
glt) = E'IPI:—?f:I__ D<t=<l,
2 e
ﬂr.f[!] = :E’IP{—TEL 0<t E 1
and with theoretical solution
(5,1) = exp(~Tt)cos(3x) 5
u(r,t) = exrp| 1 ms[gr _

The relative errors for the results of (0.5, 0.1) at k = [ = 0.01, 0.005, 0.0025, 0.001,
using the new scheme discussed 1n this paper as well as by using the imphait
method |1}, Galerkin technique of (2], Keller-Box method of [6], the Rung
Kutta Chebyshev (RKC) scheme (8] and the Saulyev’s explicit scheme of [3]

are shown mm Table 2.
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VIl . CONCLUSION

The results obtained using the new scheme developed in this
paper are highly accurate as compared to those of [1], [2],
[6], [8] and [5]. It is also noted that the method developed
fourth-order accurate but it deviates slightly only for

very small values of | and h. It is therefore clear that the new
scheme is the best candidate for the model problem. This
technique can be coded easily on the serial or parallel
computers. It is worth mentioning that the use of real
arithmetic and multiprocessor architecture especially in
multi-space dimensional problems can save remark-

able CPU time rather than using complex arithmetic based
methods.
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specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global Journals are being
abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will not be accepted unless they
have wider potential or consequences.

2. ETHICAL GUIDELINES
Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities.

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication
elsewhere. If the paper once accepted by Global Journals and Editorial Board, will become the copyright of the Global Journals.

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings.
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before
submission

The Global Journals follows the definition of authorship set up by the Global Academy of Research and Development. According to the
Global Academy of R&D authorship, criteria must be based on:

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings.
2) Drafting the paper and revising it critically regarding important academic content.
3) Final approval of the version of the paper to be published.

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors
who do not match the criteria as authors may be mentioned under Acknowledgement.

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along
with address.

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere.

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this
paper.

Please mention proper reference and appropriate acknowledgements wherever expected.

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the
author's responsibility to take these in writing.

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved.

3. SUBMISSION OF MANUSCRIPTS

Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below.

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author,
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the
instructions.

To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments.



Complete support for both authors and co-author is provided.
4. MANUSCRIPT’S CATEGORY

Based on potential and nature, the manuscript can be categorized under the following heads: Original research paper: Such papers are
reports of high-level significant original research work.

Review papers: These are concise, significant but helpful and decisive topics for young researchers.
Research articles: These are handled with small investigation and applications

Research letters: The letters are small and concise comments on previously published matters.

5. STRUCTURE AND FORMAT OF MANUSCRIPT

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words
also. Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as
follows:

Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and
comprise:

(a)Title should be relevant and commensurate with the theme of the paper.

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions.

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus.

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared.

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition;
sources of information must be given and numerical methods must be specified by reference, unless non-standard.

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to
have adequate numerical treatments of the data will be returned un-refereed;

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing.
(h) Brief Acknowledgements.
(i) References in the proper form.

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial
correction.

The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness.

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines.
Format

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript

efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable,
that manuscripts should be professionally edited.



Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary.
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater.

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed
by the conventional abbreviation in parentheses.

Metric Sl units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration,
1.4 | rather than 1.4 x 10-3 m3, or 4 mm somewhat than 4 x 10-3 m. Chemical formula and solutions must identify the form used, e.g.
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear.

Structure
All manuscripts submitted to Global Journals, ought to include:

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces),
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining
and indexing.

Abstract, used in Original Papers and Reviews:
Optimizing Abstract for Search Engines

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a
further work. Global Journals have compiled these guidelines to facilitate you to maximize the web-friendliness of the most public part of
your paper.

Key Words

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and
Internet resources.

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible
keywords and phrases to try.

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing
research paper are very helpful guideline of research paper.

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as
possible about keyword search:

e  One should start brainstorming lists of possible keywords before even begin searching. Think about the most
important concepts related to research work. Ask, "What words would a source have to include to be truly
valuable in research paper?" Then consider synonyms for the important words.

e It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most
databases, the keywords under which a research paper is abstracted are listed with the paper.

e One should avoid outdated words.

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are
bound to improve with experience and time.

Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references.



Acknowledgements: Please make these as concise as possible.

References

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions
will cause delays.

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make
available electronic copies of the cited information for inclusion on the Global Journals homepage at the judgment of the Editorial Board.

The Editorial Board and Global Journals recommend that, citation of online-published papers and other material should be done via a
DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not being
noticeable.

The Editorial Board and Global Journals recommend the use of a tool such as Reference Manager for reference management and
formatting.

Tables, Figures and Figure Legends

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used.

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers,
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them.

Preparation of Electronic Figures for Publication

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible).

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi;
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi.

Color Charges: It is the rule of the Global Journals for authors to pay the full cost for the reproduction of their color artwork. Hence,
please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and
return a color work agreement form before your paper can be published.

Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore,
the first 100 characters of any legend should notify the reader, about the key aspects of the figure.

6. AFTER ACCEPTANCE

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the
Global Journals.

6.1 Proof Corrections

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must
therefore be provided for the related author.

Acrobat Reader will be required in order to read this file. This software can be downloaded



(Free of charge) from the following website:

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for
any corrections to be added. Further instructions will be sent with the proof.

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt.

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please
note that the authors are responsible for all statements made in their work, including changes made by the copy editor.

6.2 Early View of Global Journals (Publication Prior to Print)

The Global Journals are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in advance
of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for publication,
and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after sending them.
The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles cannot be cited
in the conventional way.

6.3 Author Services

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article -
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is
provided when submitting the manuscript.

6.4 Author Material Archive Policy

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as
possible.

6.5 Offprint and Extra Copies

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org .

INFORMAL TIPS FOR WRITING A SCIENCE FRONTIER RESEARCH PAPER TO INCREASE READABILITY AND CITATION

Before start writing a good quality Science Frontier Research Paper, let us first understand what is Science Frontier Research Paper? So,
Frontier Research Paper is the paper which is written by professionals or scientists who are associated to Physics, Mathematics,
Chemistry, Zoology, Botany, Bio-tech, Geology, Military Science, Environment and all Interdisciplinary & Frontier Subjects etc., or doing
research study in these areas. If you are novel to this field then you can consult about this field from your supervisor or guide.

Techniques for writing a good quality Applied Science Research Paper:

1. Choosing the topic- In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can
have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can be done by
asking several questions to yourself, like Will | be able to carry our search in this area? Will | find all necessary recourses to accomplish
the search? Will | be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related
to Frontier Science. Also, you may have to do a lot of work to find all rise and falls regarding the various data of that subject. Sometimes,
detailed information plays a vital role, instead of short information.

2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper.
They are here to evaluate your paper. So, present your Best.



3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and
automatically you will have your answer.

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper
logical. But remember that all points of your outline must be related to the topic you have chosen.

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the
supervisor to help you with the alternative. He might also provide you the list of essential readings.

6. Use of computer is recommended: At a first glance, this point looks obvious but it is first recommendation that to write a quality
research paper of any area, first draft your paper in Microsoft Word. By using MS Word, you can easily catch your grammatical mistakes
and spelling errors.

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet.

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model
research paper. From the internet library you can download books. If you have all required books make important reading selecting and
analyzing the specified information. Then put together research paper sketch out.

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth.

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier.

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it.

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and
always give an evaluator, what he wants.

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it
either in your computer or in paper. This will help you to not to lose any of your important.

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those
diagrams, which are made by your own to improve readability and understandability of your paper.

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but
if study is relevant to science then use of quotes is not preferable.

16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will
confuse the evaluator. Avoid the sentences that are incomplete.

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be
possible that evaluator has already seen it or maybe it is outdated version.

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that
suits you choose it and proceed further.



19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your
target.

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use
language that is simple and straight forward. put together a neat summary.

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with
records.

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute
will degrade your paper and spoil your work.

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot.

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in
trouble.

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also
improve your memory.

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have
several ideas, which will be helpful for your research.

29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits.

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their
descriptions, and page sequence is maintained.

31. Adding unnecessary information: Do not add unnecessary information, like, | have used MS Excel to draw graph. Do not add
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be
sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers.
Amplification is a billion times of inferior quality than sarcasm.

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way
to put onward earth-shaking thoughts. Give a detailed literary review.

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical



remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples.

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is

essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

INFORMAL GUIDELINES OF RESEARCH PAPER WRITING

Key points to remember:

o  Submit all work in its final form.
e  Write your paper in the form, which is presented in the guidelines using the template.
e  Please note the criterion for grading the final paper by peer-reviewers.

Final Points:

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections,
submitted in the order listed, each section to start on a new page.

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness

of prior workings.

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation,
and controlled record keeping are the only means to make straightforward the progression.

General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines.

To make a paper clear

- Adhere to recommended page limits

Mistakes to evade

e Insertion a title at the foot of a page with the subsequent text on the next page
e Separating a table/chart or figure - impound each figure/table to a single page
e  Submitting a manuscript with pages out of sequence

In every sections of your document

- Use standard writing style including articles ("a", "the," etc.)

- Keep on paying attention on the research topic of the paper

- Use paragraphs to split each significant point (excluding for the abstract)

- Align the primary line of each section



- Present your points in sound order

- Use present tense to report well accepted

- Use past tense to describe specific results

- Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives
- Shun use of extra pictures - include only those figures essential to presenting results

Title Page:

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed
lines. It should include the name(s) and address (es) of all authors.

Abstract:

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references
at this point.

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written?
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to
shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no
more than one ruling each.

Reason of the study - theory, overall issue, purpose
Fundamental goal
To the point depiction of the research

Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results
of any numerical analysis should be reported
e  Significant conclusions or questions that track from the research(es)

Approach:

Single section, and succinct

As a outline of job done, it is always written in past tense

A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table
Center on shortening results - bound background information to a verdict or two, if completely necessary
What you account in an conceptual must be regular with what you reported in the manuscript

Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics)
are just as significant in an abstract as they are anywhere else



Introduction:

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction,
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the
protocols here. Following approach can create a valuable beginning:

e  Explain the value (significance) of the study
e  Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its
appropriateness from a abstract point of vision as well as point out sensible reasons for using it.

e  Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them.
e  Very for a short time explain the tentative propose and how it skilled the declared objectives.

Approach:

e  Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is
done.

e  Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a
least of four paragraphs.

®  Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the
whole thing you know about a topic.

e  Shape the theory/purpose specifically - do not take a broad view.

®  Asalways, give awareness to spelling, simplicity and correctness of sentences and phrases.

Procedures (Methods and Materials):

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section.
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic
principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the
whole thing you did, nor is a methods section a set of orders.

Materials:

Explain materials individually only if the study is so complex that it saves liberty this way.

Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.
Do not take in frequently found.

If use of a definite type of tools.

Materials may be reported in a part section or else they may be recognized along with your measures.

Methods:

Report the method (not particulars of each process that engaged the same methodology)

Describe the method entirely

To be succinct, present methods under headings dedicated to specific dealings or groups of measures

Simplify - details how procedures were completed not how they were exclusively performed on a particular day.
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.



Approach:

e |tis embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use
third person passive voice.

e  Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences.

What to keep away from

e  Resources and methods are not a set of information.
e  Skip all descriptive information and surroundings - save it for the argument.
e  Leave out information that is immaterial to a third party.

Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the
outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and
tables, if suitable, to present consequences most efficiently.

You must obviously differentiate material that would usually be incorporated in a study editorial from any unprocessed data or
additional appendix matter that would not be available. In fact, such matter should not be submitted at all except requested by the

instructor.

Content

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.

In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate.

Present a background, such as by describing the question that was addressed by creation an exacting study.

Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if
appropriate.

e  Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form.

What to stay away from

e Do not discuss or infer your outcome, report surroundings information, or try to explain anything.
o Not at all take in raw data or intermediate calculations in a research manuscript.
e Do not present the similar data more than once.
e  Manuscript should complement any figures or tables, not duplicate the identical information.
e Never confuse figures with tables - there is a difference.
Approach

e  Asforever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
e  Put figures and tables, appropriately numbered, in order at the end of the report
e If you desire, you may place your figures and tables properly within the text of your results part.

Figures and tables

e If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix
materials, such as raw facts

o  Despite of position, each figure must be numbered one after the other and complete with subtitle



e In spite of position, each table must be titled, numbered one after the other and complete with heading
e  Allfigure and table must be adequately complete that it could situate on its own, divide from text

Discussion:

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described.

Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that.

e  Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain."

e  Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work

e  You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea.

e  Give details all of your remarks as much as possible, focus on mechanisms.

e  Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted.
e  Tryto present substitute explanations if sensible alternatives be present.

e  One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain?
e Recommendations for detailed papers will offer supplementary suggestions.

Approach:

e  When you refer to information, differentiate data generated by your own studies from available information
e  Submit to work done by specific persons (including you) in past tense.
e  Submit to generally acknowledged facts and main beliefs in present tense.

ADMINISTRATION RULES LISTED BEFORE
SUBMITTING YOUR RESEARCH PAPER TO GLOBAL JOURNALS

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals:

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.

o The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis.

e Do not give permission to anyone else to "PROOFREAD" your manuscript.

Written Material: You may discuss with your guides and key sources.

e Do not copy or imitate anyone else paper. (Various Methods to avoid Plagiarism is applied by us on every paper, if found guilty,
you will be blacklisted by all of our collaborated research groups, your institution will be informed for this and strict legal
actions will be taken immediately.)

e  To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files.



Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research” whose grading
solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after

CRITERION FOR GRADING A RESEARCH PAPER (COMPILATION)
BY GLOBAL JOURNALS

decision of Paper. This report will be the property of Global Journals.

Abstract

Introduction

Methods and
Procedures

Result

Discussion

[ (0

A-B

Clear and concise with
appropriate content, Correct
format. 200 words or below

Containing all background
details with clear goal and
appropriate details, flow
specification, no grammar
and spelling mistake, well
organized sentence and
paragraph, reference cited

Clear and to the point with
well arranged paragraph,
precision and accuracy of
facts and figures, well
organized subheads

Well organized, Clear and
specific, Correct units with
precision, correct data, well
structuring of paragraph, no
grammar and spelling
mistake

Well organized, meaningful
specification, sound
conclusion, logical and
concise explanation, highly
structured paragraph
reference cited

Complete and correct
format, well organized

Grades
Cc-D

Unclear summary and no
specific data, Incorrect form

Above 200 words

Unclear and confusing data,
appropriate format, grammar
and spelling errors with
unorganized matter

Difficult to comprehend with
embarrassed text, too much
explanation but completed

Complete and embarrassed
text, difficult to comprehend

Wordy, unclear conclusion,
spurious

Beside the point, Incomplete

E-F

No specific data with ambiguous
information

Above 250 words

Out of place depth and content,
hazy format

Incorrect and unorganized
structure with hazy meaning

Irregular format with wrong facts
and figures

Conclusion is not cited,
unorganized, difficult to
comprehend

Wrong format and structuring




Index

A

absorption - 9, 10, 11, 13
Agriculture - 2

Anazarbeus - 46
animal-2,3,4,6,8

Animals - 3

application -9, 11, 12, 13, 45
approach - 18, 57, VI, XIlI, XIV

appropriate - 6, 9, 14, 18, 19, 46, V, VI, X, XIlI, XV, XVII

approximation - 19, 20, 21, 27,57, 58
associated - IX
attributing - 36

Development - 4, 5, 3, 13, 35, 48, V

Dexamethsone - 3

different - 2, 3, 4, 5, 13, 15, 18, 20, 24, 26, 27, 36, 46, 48, VII
diffraction - 9, 10, 19, 28

digester - 13, 14, 15, 16

Dioscorides - 3, 46, 47, 48, 49

Direct - 9, 11, Il

direction - 18, VII

duplication formula - 30, 31

B

believe - 47, 48

Beside - 48, XVII

Biogas - 3, 13, 14, 15, 16, 17
boundary - 57, 65
boundedness - 36

E

effective - 6, 18, VII
emission - 11, 13
employed - 2,11, 18
essentially - 9, 11, 18

C

collective - 3, 18, 19, 20, 22, 23, 24, 26, 27, 28
components - 6, 7, 8, 18, 22

compressed - 14

concentration - VII

condensate - 13, 14

condition - 55, 57

conditionsor - 57

co-operative - 19

F

Fractional integral - 50

function - 6, 7, 11, 18, 19, 20, 21, 23, 24, 27, 28, 30, 31, 35, 36,
50, 51, 53, 54, 55, 56

Fuzzy anti-norm - 36

G

general - I, XII
Generalized - 30

D

defining - 36, 50
demonstrates - 48
deposition - 9, 11
describes - 20, 46
develop - 13, 36, 46

H

heating - 2, 13, 15, 16
However - 2, 16, 18, 19, 27, I

immunoglobulins - 6
Immunosuppressive - 2
inflammatory - 2, 6, 7



introduced - 20, 36, 47, 50 physical - 13, 18, 19, 57

inversion - 50, 55 polynomials - 50, 53, 56

investigation - VI Process - 3, Il
production - IX

R

light energy - 9
Recurrence - 30, 31
removes - 13

M removing - 6, 13
Renaissance - 46, 48
materials - 9, 11, XIV, XV representative - 47
Mathematical - 30, 57 requirement - 9
measurements - VII, XI respect - 21, 36, 57

medica - 3, 46, 47, 48, 49
medical botany - 46, 47, 48

medicine - 2, 7, 8, 45, 46, 48 S

membership - 36

methods - 9, 13, 14, 18, 57, 65, VI, VII, XIV, XV Search - VII

multidimensional - 50, 53, 54, 55, 56 solution - 3, 4,9, 22,57, 63, 65
Multilayer - 9 studied - 2, 4, 10, 36, 46, 50

Supervision - 3

N
T
neutralization - 6
Neutrophil - 2, 4,5, 8 temperature - 2, 3,9, 13, 15, 18, 19, 20, 22, 23, 24, 25, 27, 28
nootropic - 2 The motivation - 36

tranquilizing - 2
transform - 21, 50, 53, 54, 57

(0 transmission - 9
official - 2, VIII
U
p useful - 36, 43, 48, 50, 51, X

percentage - 4, 13
persistent - VII w

Pharmacopoeia - 2, 7

Phrases-Contiguous - 30 whereas Berendes - 47



& 4

Ly,

save our planet

al of Science Frontier Research

email us at helpdesk@globaljournals.org

9 ||
70

ISSN 9755896

61158

698

/eb at www.GlobalJournals.org | www.ComputerResearch.org

61427>

© 2010 by Global Journals


http://globaljournals.org/global-journals-research-portal/contact-us/contact-us/menu-id-301/

	Global Journal of Science Frontier Research
	Volume 10 Issue 3  (Ver. 1.0)
	Copyright Policies
	Honourable Editorial Board  Members 
	Chief Author
	Contents
	1.
Immunomodulatory Activity of Ayurvedic Plant Aparajita (Clitoria Ternatea L.) In Male Albino Rats
	2.
Properties Of Nanostructured Sb2S3-Tls Thin Film Deposited By Chemical Bath Technique
	3.
Preliminary Studies On Biogas Scrubbing System For Family Sized Biogas Digester
	4.
Temperature dependence of < > zq S and< > xq S , collectiveproton frequency width, collective phonon modefrequency, in paraelectric phase for KH2PO4
	5.
Certain Summation Formulae Associated To Gauss Second Summation Theorem
	6. Fuzzy Anti-bounded Linear Functionals
	7.
The Lists of Plant Synonyms in De materia medica of Dioscorides
	8.
Multidimensional Fractional Integral OperatorsInvolving General Class Of Polynomial And H -Function
	9. Fourth-Order Method For One-Dimensional Heat Equation With A Nonlocal Boundary Condition
	Fellows
	Auxiliary Memberships
	Process of submission of Research Paper
	Author Guidelines
	Index
	Contact Us


