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# The Effects of Thermal Radiation, Chemical Reaction and Rotation on Unsteady MHD Viscoelastic Slip Flow 

By Aarti Manglesh \& M. G. Gorla

Himachal Pradesh University, Shimla


#### Abstract

This paper investigates the unsteady flow of an electrically conducting incompressible non-Newtonian viscoelastic fluid through a porous medium filled in a vertical porous channel in the presence of transverse magnetic field. The fluid and the channel rotate as a solid body with constant angular velocity, $\boldsymbol{\Omega} *$, about an axis perpendicular to the planes of the plates. The effects of thermal radiation and chemical reaction are taken into account embedded with slip boundary condition. The closed-form analytical solutions are obtained for momentum, energy and concentration equations. The influences of the various parameters entering into the problem in the velocity, temperature and concentration field are discussed with the help of graphs. Also, numerical values of physical quantities, such as skin friction coefficient, Nusselt number and Sherwood number are presented in tabular form.
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[^0]reaction on unsteady flow past an impulsively started infinite vertical plate. Raptis and Perdikis [15] studied numerically the steady two-dimensional flow in the presence of chemical reaction over a non-linearly semi-infinite stretching sheet. Moreover chemical reaction effects on heat and mass transfer in laminar boundary layer flow have been studied by several scholars e.g. Chamkha [6], Kandasamy et al. [12], Afify [1], Takhar et al. [20] and Mansour et al. [13]etc.

The study of the interaction of the Coriolis force with the electromagnetic force is of great importance. In particular, rotating MHD flows in porous media with heat transfer is one of the important current topics due to its applications in thermofluid transport modeling in magnetic geosystems [3], meteorology, MHD power generators, turbo machinery, solidification process in metallurgy, and in some astrophysical problems. It is generally thought that the existence of the geomagnetic field is due to finite amplitude instability of the Earth's core. Since most cosmic bodies are rotators, the study of convective motions in a rotating electrically conducting fluid is essential in understanding better the magnetohydrodynamics of the interiors of the Earth and other planets. It has motivated a number of studies on convective motions in hydromagnetic rotating systems, which can provide explanations for the observed variations in the geomagnetic field. The rotating flow subjected to different physical effects has been studied by many authors, such as, Vidyanidhu and Nigam [21], Jana and Datta [11], Singh [16, 17, and 18] etc.

Viscoelastic fluid flow through porous media has attracted the attention of scientists and engineers because of its importance notably in the flow of oil through porous rock, the extraction of energy from geothermal regions, the filtration of solids from liquids and drug permeation through human skin. The knowledge of flow through porous media is useful in the recovery of crude oil efficiently from the pores of reservoir rocks by displacement with immiscible fluid. The flow through porous media occurs in the groundwater hydrology, irrigation, drainage problems and also in absorption and filtration processes in chemical engineering. This subject has wide spread applications to specific problems encountered in the civil engineering and agriculture engineering, and many industries. Thus the diffusion and flow of fluids through ceramic materials as bricks and porous earthenware has long been a problem of the ceramic industry. The Scientific treatment of the problem of irrigation, Soil erosion and tile drainage are present developments of porous media. In hydrology, the movement of trace pollutants in water systems can be studied with the knowledge of flow through porous media. The principles of this subject are useful in recovering the water for drinking and irrigation purposes. Thurson was the earliest to recognize the viscoelastic nature of blood and that the viscoelastic behavior is less prominent with increasing shear rate. A series of investigations have been made by different scholars viz: Choudhary and Deb [7] and Gbadeyan et al [10], Attia [4] etc.

The objective of above paper is to analyze radiation and chemical reaction effects on an unsteady MHD flow of a viscoelastic, incompressible, electrically conducting fluid through an infinite vertical porous channel with simultaneous injection and suction, embedded in a uniform porous medium, in the presence of transverse magnetic field. The entire system rotates about an axis perpendicular to the plane of the plates.

## iI. Mathematical Formulation

The geometry of the problem is shown in Fig. 1. The fluid is assumed to be incompressible, viscoelastic, electrically conducting and flows between two infinite vertical parallel non-conducting plates located at the $y= \pm \frac{d}{2}$ planes and extend from $X^{*} \rightarrow$ $-\infty$ to $\infty$ and from $Z^{*} \rightarrow-\infty$ to $\infty$. A Cartesian co-ordinate system is introduced such that
$X^{*}$-axis lies vertically upward along the centreline of the channel, in the direction of flow and $Y^{*}$-axis is perpendicular to the wall of the channel. The channel and the fluid rotate in unision with the uniform angular velocity $\Omega^{*}$ about $Y^{*}$ axis. A constant magnetic field of strength $B_{0}$ is applied perpendicular to the axis of the channel and the effect of induced magnetic field is neglected, which is a valid assumption on laboratory scale under the assumption of small magnetic Reynolds number [19]. The flow field is exposed to the influence of constant injection and suction velocity, thermal and mass buoyancy effect, thermal radiation and chemically reactive species. The temperature and concentration at one of the wall is oscillating. Viscous and Darcy's resistance terms are taken into account with constant permeability of the medium. Further due to the infinite plane surface assumption, the flow variables are functions of $y^{*}$ and $t^{*}$ only. Thus the velocity of the fluid, in general, is given by

$$
\vec{V}(y, t)=u(y, t) \hat{\imath}+v(y, t) \hat{\jmath}+w(y, t) \hat{k}
$$

It is because of conservation of mass i.e. $\nabla \cdot \vec{V}=0$ and due to uniform suction the velocity component $\vec{v}(y, t)$ is assumed to have a constant value $v_{0}$.


Fig. 1 : Schematic presentation of the physical problem

Under the usual Boussinesq's approximation and in the absence of pressure gradient, the unsteady equations governing the MHD flow of viscoelastic fluid are:

$$
\begin{align*}
& \frac{\partial u^{*}}{\partial t^{*}}+v_{0} \frac{\partial u^{*}}{\partial y^{*}}=\vartheta \frac{\partial^{2} u^{*}}{\partial y^{* 2}}-K_{0} \frac{\partial^{3} u^{*}}{\partial t^{*} \partial y^{* 2}}-\frac{\sigma B_{0}^{2} u^{*}}{\rho}+2 \Omega^{*} w^{*}+g_{T} \beta T^{*}+g_{C} \beta^{*} C^{*}-\frac{\vartheta u^{*}}{K_{p}^{*}}  \tag{1}\\
& \frac{\partial w^{*}}{\partial t^{*}}+v_{0} \frac{\partial w^{*}}{\partial y^{*}}=\vartheta \frac{\partial^{2} w^{*}}{\partial y^{* 2}}-K_{0} \frac{\partial^{3} w^{*}}{\partial t^{*} \partial y^{* 2}}-\frac{\sigma B_{0}^{2} w^{*}}{\rho}-2 \Omega^{*} u^{*}-\frac{\vartheta w^{*}}{K_{p}^{*}}  \tag{2}\\
& \frac{\partial T^{*}}{\partial t^{*}}+v_{0} \frac{\partial T^{*}}{\partial y^{*}}=\frac{\kappa}{\rho P_{r}} \frac{\partial^{2} T^{*}}{\partial y^{* 2}}-\frac{1}{\rho C_{p}} \frac{\partial q}{\partial y^{*}} \tag{3}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial C^{*}}{\partial t^{*}}+v_{0} \frac{\partial C^{*}}{\partial y^{*}}=D_{m} \frac{\partial^{2} C^{*}}{\partial y^{* 2}}-K_{1} C^{*} \tag{4}
\end{equation*}
$$

Boundary conditions of the problem are:

$$
\left.\begin{array}{r}
u^{*}=L^{*} \frac{\partial u^{*}}{\partial y^{*}}, w^{*}=L^{*} \frac{\partial w^{*}}{\partial y^{*}}, T^{*}=0, C^{*}=0 \text { at } y^{*}=-\frac{d}{2}  \tag{5}\\
u^{*}=0, w^{*}=0, T^{*}=\mathrm{T}_{0} \cos \omega^{*} t^{*}, C^{*}=\mathrm{C}_{0} \cos \omega^{*} t^{*} \text { at } y^{*}=\frac{d}{2}
\end{array}\right\}
$$

where $L^{*}=\left(\frac{2-m_{1}}{m_{1}}\right) L$, with $m_{1}$ is Maxwell's reflexion coefficient, $L$ mean free path and is a constant for an incompressible fluid, $\mathrm{T}^{*}$ is the temperature, $C^{*}$ is concentration, $t^{*}$ is the time, $\rho$ is the density, $\vartheta$ is the kinematic viscosity, $K_{0}$ is the viscoelasticity, $\sigma$ is the electric conductivity, $\Omega^{*}$ is rotation,$g$ the acceleration due to gravity, $\beta_{T}$ is coefficient of thermal expansion, $\beta_{C}$ is coefficient of concentration expansion, $K_{p}^{*}$, is the permeability of the porous medium, $\kappa$ is thermal conductivity, $P_{r}$ is Prandtl number, $C_{p}$ is the specific heat at constant pressure, $D_{m}$ is chemical molecular diffusivity, $K_{1}$ is chemical reaction, $\omega^{*}$ is the frequency of oscillations. Here '*' stands for the dimensional quantities.

At this point, we limit ourselves to the condition of optically thin with relatively low-density fluid such as the one would find in the intergalactic layers where the plasma gas is assumed to be of low density. Thus, in the spirit of Cogley et al [8] the radiative heat flux for the present problem become

$$
\begin{equation*}
\frac{\partial q}{\partial y^{*}}=4 \alpha^{\prime} T^{*} \tag{6}
\end{equation*}
$$

Where $\alpha^{\prime}$ is the mean radiation absorption coefficient.
Equations can be made dimensionless by introducing the following dimensionless variables:

$$
u=\frac{u^{*}}{v_{0}} \quad w=\frac{w^{*}}{v_{0}} \quad x=\frac{x^{*}}{d} \quad y=\frac{y^{*}}{d} \quad \theta=\frac{T^{*}}{T_{0}} \quad C=\frac{C^{*}}{C_{0}} \quad t=\frac{t^{*} \vartheta}{d^{2}} \quad \omega=\frac{\omega^{*} d^{2}}{\vartheta}
$$

We also define the following dimensionless parameters:
$\lambda=\frac{v_{0} d}{\vartheta}$, the suction parameter,
$\alpha=\frac{K_{0}}{d^{2}}$, the viscoelastic parameter,
$M=B_{0} d \sqrt{\frac{\sigma}{\mu}}$, the Hartmann number,
$\Omega=\frac{\Omega^{*}}{d^{2}}$, the rotation parameter,
$G_{r}=\frac{g \beta T_{0} d^{2}}{v_{0} \vartheta}$, the Grashoff number,
$G_{m}=\frac{g \beta^{*} C_{0} d^{2}}{v_{0} \vartheta}$, the modified Grashoff number,
$K_{p}=\frac{K_{p}^{*}}{d^{2}}$, the permeability parameter,
$P_{r}=\frac{\mu c_{p}}{k}$, the Prandtl number,
$S_{C}=\frac{\vartheta}{D_{m}}$, the Schmidt number,
$N=\frac{2 \alpha^{\prime} d}{\sqrt{\kappa}}$, the radiation parameter, $\chi=\frac{K_{1} d^{2}}{v}$, the chemical reaction parameter,

In terms of these dimensionless quantities equations (1) to (4), written as

$$
\begin{align*}
& \frac{\partial u}{\partial t}+\lambda \frac{\partial u}{\partial y}=\frac{\partial^{2} u}{\partial y^{2}}-\alpha \frac{\partial^{3} u}{\partial t \partial y^{2}}-M^{2} u+2 \Omega w+G_{r} \theta+G_{m} C-\frac{u}{K_{p}}  \tag{7}\\
& \frac{\partial w}{\partial t}+\lambda \frac{\partial w}{\partial y}=\frac{\partial^{2} w}{\partial y^{2}}-\alpha \frac{\partial^{3} u}{\partial t \partial y^{2}}-M^{2} w-2 \Omega u-\frac{w}{K_{p}}  \tag{8}\\
& \frac{\partial \theta}{\partial t}+\lambda \frac{\partial \theta}{\partial y}=\frac{1}{P_{r}} \frac{\partial^{2} \theta}{\partial y^{2}}-\frac{N^{2}}{P_{r}} \theta  \tag{9}\\
& \frac{\partial C}{\partial t}+\lambda \frac{\partial C}{\partial y}=\frac{1}{S_{c}} \frac{\partial^{2} C}{\partial y^{2}}-\chi C \tag{10}
\end{align*}
$$

The relevant boundary conditions in non-dimensional form are given by:

$$
\left.\begin{array}{l}
u=h \frac{\partial u}{\partial y}, w=h \frac{\partial w}{\partial y}, \theta=0, C=0 \text { at } y=-\frac{1}{2} \\
u=0, w=0, \theta=\cos \omega t, C=\cos \omega t \text { at } y=\frac{1}{2} \tag{11}
\end{array}\right\}
$$

Where $h$ is velocity slip parameter.
Introducing the complex velocity $F=u+i w$, we find that equation (7) and (8) can be combined into a single equation of the form:

$$
\begin{equation*}
\frac{\partial F}{\partial t}+\lambda \frac{\partial F}{\partial y}=\frac{\partial^{2} F}{\partial y^{2}}-\alpha \frac{\partial^{3} F}{\partial t \partial y^{2}}-M^{2} F-2 i \Omega F+G_{r} \theta+G_{m} C-\frac{F}{K_{p}} \tag{12}
\end{equation*}
$$

The corresponding boundary conditions reduce to:

$$
\left.\begin{array}{r}
F=h \frac{\partial F}{\partial y}, \theta=0, C=0, \text { at } y=-\frac{1}{2} \\
F=0, \theta=\cos \omega t, C=\cos \omega t, \text { at } y=\frac{1}{2} \tag{13}
\end{array}\right\}
$$

In order to solve the system of equation (9), (10), (12) subject to the boundary condition (13) we assume

$$
\left.\begin{array}{l}
F(y, t)=F_{0}(y) e^{i \omega t}  \tag{14}\\
\theta(y, t)=\theta_{0}(y) e^{i \omega t} \\
C(y, t)=C_{0}(y) e^{i \omega t}
\end{array}\right\}
$$

Substituting (14) in equations (9), (10), (12) we get,

$$
\begin{gather*}
(1-i A) F_{0}^{\prime \prime}-\lambda F_{0}^{\prime}-l^{2} F_{0}=-G_{r} \theta_{0}-G_{m} C_{0}=0  \tag{15}\\
\theta_{0}^{\prime \prime}-\lambda P_{r} \theta_{0}^{\prime}-a_{0} \theta_{0}=0  \tag{16}\\
C_{0}^{\prime \prime}-S_{c} \lambda C_{0}^{\prime}-a_{1} C_{0} \tag{17}
\end{gather*}
$$

Where $l^{2}=M^{2}+2 i \Omega+i \omega+\frac{1}{K_{p}}, \quad A=\alpha \omega, a_{0}=N^{2}+i \omega P_{r}$ and $a_{1}=\chi+i \omega$ Corresponding boundary condition becomes:

$$
\left.\begin{array}{c}
F_{0}=h \frac{\partial F_{0}}{\partial y}, \theta=0, C=0, \text { at } y=-\frac{1}{2}  \tag{18}\\
F_{0}=0, \theta_{0}=1, C_{0}=1 \text { at } y=\frac{1}{2}
\end{array}\right\}
$$

The solution of equation (15), (16) and (17) under boundary condition (18) is

$$
\begin{gather*}
F(y, t)=\left(A_{7} e^{r_{2} y}+A_{8} e^{s_{2} y}+A_{5} e^{r_{1} y}+A_{6} e^{s_{1} y}+A_{3} e^{r y}+A_{4} e^{s y}\right) e^{i \omega t}  \tag{19}\\
\theta(y, t)=\left(A_{0} e^{r y}+B_{0} e^{s y}\right) e^{i \omega t}  \tag{20}\\
C(y, t)=\left(A_{1} e^{r_{1} y}+A_{2} e^{s_{1} y}\right) e^{i \omega t}  \tag{21}\\
r=\frac{\lambda P_{r}+\sqrt{\lambda^{2} P_{r}^{2}+4 a_{0}}}{2} \\
r_{1}=\frac{S_{c} \lambda+\sqrt{s_{c}^{2} \lambda^{2}+4 S_{c} a_{1}}}{2} \\
r_{2}=\frac{\lambda+\sqrt{\lambda^{2}+4 l^{2}(1-i A)}}{2} \\
A_{1}=\frac{\lambda P_{r}-\sqrt{\lambda^{2} P_{r}^{2}+4 a_{0}}}{2} \\
A_{0}=-\frac{e^{\frac{-s}{2}}}{2 \sin h\left(\frac{s-r}{2}\right)} \\
s_{2}=\frac{s_{c} \lambda-\sqrt{s_{c}^{2} \lambda^{2}+4 S_{c} a_{1}}}{2} \\
\left.A_{1}=-\frac{e^{\frac{-s_{1}}{2}}}{2 \sin h\left(\frac{s_{1}+r_{1}+4 l^{2}(1-i A)}{2}\right.}\right) \\
2
\end{gather*} B_{0}=\frac{e^{\frac{-r}{2}}}{2 \sin h\left(\frac{s-r}{2}\right)} .
$$

Where

$$
\begin{array}{ll}
A_{3}=-\frac{G_{r} A_{0}}{(1-i A) r^{2}-\lambda r-l^{2}} & A_{4}=-\frac{G_{r} B_{0}}{(1-i A) s^{2}-\lambda s-l^{2}} \\
A_{5}=-\frac{G_{m} A_{1}}{(1-i A) r_{1}{ }^{2}-\lambda r_{1}-l^{2}} & A_{6}=-\frac{G_{m} A_{2}}{(1-i A) s_{1}-\lambda s_{1}-l^{2}}
\end{array}
$$

$$
\begin{aligned}
& A_{7}=\frac{-1}{\left\{\left(1-h r_{2}\right) e^{\frac{\left(s_{2}-r_{2}\right)}{2}}-\left(1-h s_{2}\right) e^{\frac{-\left(s_{2}-r_{2}\right)}{2}}\right\}}\left[\begin{array}{l}
A_{3}(1-h r) e^{\frac{\left(s_{2}-r\right)}{2}}-\left(1-h s_{2}\right) e^{\frac{-\left(s_{2}-r\right)}{2}} \\
A_{4}(1-h s) e^{\frac{\left(s_{2}-s\right)}{2}}-\left(1-h s_{2}\right) e^{\frac{-\left(s_{2}-s\right)}{2}} \\
A_{5}\left(1-h r_{1}\right) e^{\frac{\left(s_{2}-r_{1}\right)}{2}}-\left(1-h s_{2}\right) e^{\frac{-\left(s_{2}-r_{1}\right)}{2}} \\
A_{6}\left(1-h s_{1}\right) e^{\frac{\left(s_{2}-s_{1}\right)}{2}}-\left(1-h s_{2}\right) e^{\frac{-\left(s_{2}-s_{1}\right)}{2}}
\end{array}\right] \\
& A_{8}=\frac{1}{\left\{\left(1-h r_{2}\right) e^{\frac{\left(s s_{2}-r_{2}\right)}{2}}-\left(1-h s_{2}\right) e^{\frac{-\left(s_{2}-r_{2}\right)}{2}}\right\}}\left[\begin{array}{l}
A_{3}(1-h r) e^{\frac{\left(r_{2}-r\right)}{2}}-\left(1-h r_{2}\right) e^{\frac{-\left(r_{2}-r\right)}{2}} \\
A_{4}(1-h s) e^{\frac{\left(r_{2}-s\right)}{2}}-\left(1-h r_{2}\right) e^{\frac{-\left(r_{2}-s\right)}{2}} \\
A_{5}\left(1-h r_{1}\right) e^{\frac{\left(r_{2}-r_{1}\right)}{2}}-\left(1-h r_{2}\right) e^{\frac{-\left(r_{2}-r_{1}\right)}{2}} \\
A_{6}\left(1-h s_{1}\right) e^{\frac{\left(r_{2}-s_{1}\right)}{2}}-\left(1-h r_{2}\right) e^{\frac{-\left(s_{2}-s_{1}\right)}{2}}
\end{array}\right]
\end{aligned}
$$

The shear stress, Nusselt number and Sherwood number can now be obtained easily from equations (19), (20) and (21).
Skin friction coefficient $\tau_{L}$ at the left plate in terms of its amplitude and phase is:

$$
\begin{equation*}
\tau_{L}=\left(\frac{\partial F}{\partial y}\right)_{y=-\frac{1}{2}}=\left(\frac{\partial F_{0}}{\partial y}\right)_{y=-\frac{1}{2}} e^{i \omega t}=|D| \cos (\omega t+\alpha) \tag{22}
\end{equation*}
$$

With

$$
|D|=\sqrt{D_{r}^{2}+D_{i}^{2}} \text { and } \alpha=\tan ^{-1}\left(\frac{D_{i}}{D_{r}}\right)
$$

where

$$
D_{r}+i D_{i}=r_{2} A_{7} e^{\frac{-r_{2}}{2}}+s_{2} A_{8} e^{\frac{-s_{2}}{2}}+r_{1} A_{5} e^{\frac{-r_{1}}{2}}+s_{1} A_{6} e^{\frac{-s_{1}}{2}}+r A_{3} e^{\frac{-r}{2}}+s A_{4} e^{\frac{-s}{2}}
$$

Heat transfer coefficient Nu (Nusselt number) at the left plate in terms of its amplitude and phase is:

$$
\begin{gather*}
N u=\left(\frac{\partial \theta}{\partial y}\right)_{y=-\frac{1}{2}}=\left(\frac{\partial \theta_{0}}{\partial y}\right)_{y=-\frac{1}{2}} e^{i \omega t}=|H| \cos (\omega t+\beta)  \tag{23}\\
\quad \text { with }|H|=\sqrt{H_{r}^{2}+H_{i}^{2}} \text { and } \beta=\tan ^{-1}\left(\frac{H_{i}}{H_{r}}\right)
\end{gather*}
$$

where

$$
H_{r}+i H_{i}=r A_{0} e^{\frac{-r}{2}}+s B_{0} e^{\frac{-s}{2}}
$$

Mass transfer coefficient Sh (Sherwood number) at the left plate in term of amplitude and phase is:

$$
\begin{gather*}
S h=\left(\frac{\partial C}{\partial y}\right)_{y=-\frac{1}{2}}=\left(\frac{\partial C_{0}}{\partial y}\right)_{y=-\frac{1}{2}} e^{i \omega t}=|G| \cos (\omega t+\gamma)  \tag{24}\\
|G|=\sqrt{G_{r}^{2}+G_{i}^{2}} \text { and } \gamma=\tan ^{-1}\left(\frac{G_{i}}{G_{r}}\right) \\
G_{r}+i G_{i}=r_{1} A_{1} e^{\frac{-r_{1}}{2}}+s_{1} A_{2} e^{\frac{-s_{1}}{2}}
\end{gather*}
$$

with
where

## iil. Result and Discussion

Numerical evaluation for the analytical solution of this problem is performed and the results are illustrated graphically in Figs. 2-16 to show the interesting features of significant parameters on velocity, temperature and concentration distribution in rotating channel. Throughout the computation we employ $\mathrm{t}=0, \lambda=0.5, \omega=5, \mathrm{M}=1, \mathrm{~K}_{\mathrm{p}}=0.5, \mathrm{~N}=$ $1, G_{r}=2, G_{m}=2, \alpha=0.05, \chi=0.2, P_{r}=3$ and $h=0.2$ unless otherwise stated. The effect of rotation on the velocity profile is shown in Fig.2. The rotation parameter defines the relative magnitude of the Coriolis force and the viscous force in the regime; therefore it is clear that high magnitude Coriolis forces are counter- productive for the flow. The velocity profiles initially remain parabolic with maximum at the centre of the channel for small values of rotation parameter $\Omega$ and then as rotation increases the velocity profiles flatten. For further increase in $\Omega(=25)$ the maximum of velocity profiles no longer occurs at the centre but shift towards the right wall of the channel. It means that for large rotation there arise boundary layers on the walls of the channel.

The effect of different parameters on velocity profile for small rotation ( $\Omega=1$ ) and large rotation $(\Omega=25)$ are illustrated in Figs. 3-14 with the help of solid and dotted lines respectively. Figure -3 represents that the increase in slip parameter has the tendency to reduce the frictional forces which increase the fluid velocity in case of small rotation but for large rotation there is very small change in the velocity profile. Increase in thermal and solutal Grashoff numbers significantly increase the boundary layer thickness which resulted into rapid enhancement of fluid velocity for both cases, which is displayed in Figs 4 and 6 . The rate of radiative heat transferred to fluid is decreased and consequently the velocity decreases as radiation parameter increases, for both cases of rotation, is represented in Fig. 5. It is obvious that the increase in the frequency of oscillation decrease the velocity for small and large rotation and that is presented in Fig. 7. Fig. 8 illustrate that the presence of transverse magnetic field produces a resistive force on the fluid flow. This force is called Lorentz force, which slows down the motion of the fluid for small as well large rotation.

Fig. 9 shows the effect of viscoelastic parameter on fluid velocity. Increasing viscoelastic parameter the hydrodynamic boundary layer adheres strongly to the surface which in term retards the flow in the left half of channel, but accelerates the flow in right half with no slip boundary condition. The pattern is same for small and large rotation. Increase in Schmidt number and chemical reaction parameter decrease the concentration. This causes the concentration buoyancy effect to decrease yielding a reduction in the fluid
velocity, which is displayed in Figs. 10 and 11. It can be interpreted from Fig. 12 that velocity decreases with increase of suction parameter indicating the usual fact that suction stabilize the boundary layer growth. Sucking decelerated fluid particle through the porous wall reduces the growth of fluid boundary layer and hence velocity. Fig. 13 displays that the increase in the permeability coefficient of porous medium act against the porosity of the porous medium which increase the fluid velocity for small as well as large rotation. Fig. 14 represents that increase in Prandtl number is due to increase in viscosity of the fluid which makes the fluid thick and causes a decrease in velocity for small and large rotation.

## a) Temperature profile

Fig. 15 illustrate that fluid temperature decreases with an increase in radiation parameter. This result qualitatively agrees with expectations, since the effect of radiation decrease the rate of energy transport to the fluid, thereby decreasing the fluid temperature. It is also clear from the figure that as Prandtl number increases, the temperature profile decreases. This is because the fluid is highly conductive for small value of Prandtl number. Physically, if Prandtl number increases, the thermal diffusivity decreases and this phenomenon lead to the deceasing manner of the energy transfer ability that reduces the thermal boundary layer.

## b) Concentration Profile

Fig. 16 shows that we obtain a destructive type chemical reaction because the concentration decreases for increasing chemical reaction parameter which indicates that the diffusion rates can be tremendously changed by chemical reaction. Also with the increase in Schmidt number concentration profile also decreases.

Table-1 shows the effect of different parameters in skin friction at the left wall. From the table it is clear that skin friction $(\tau)$, decreases with an increase in $\omega, \lambda, \alpha, M, N, \chi$ and $P_{r}$ and increases with an increase in $G_{r}$ and $G_{m}$, for large as well as small rotation. But in case of permeability parameter and Schmidt number skin friction coefficient decreases for small rotation and increases for large rotation, while a reverse effect is found with increase of slip parameter. From Table-2 it is clear that Nusselt number increases with an increase in Prandtl number and frequency of oscillation, but decreases with radiation and suction parameter. Numerical values of Sherwood number at the left wall is given in Table-3. Table shows that Sherwood number decreases for an increase in chemical reaction parameter, Schmidt number suction parameter and frequency of oscillations.

## IV. Conclusions

This paper investigates the effect of heat and mass transfer on MHD slip flow in a vertical porous channel with rotation, chemical reaction and thermal radiation under the effect of transversely applied magnetic field. The resulting partial differential equations are transformed into a set of ordinary differential equation using normalisation and solved in closed-form. Numerical evaluations of the closed- form results are performed and graphical results are obtained to illustrate the details of the flow and heat and mass transfer characteristics and their dependence on some physical parameter. It is observed that the velocity profile is increasing with increasing slip parameter, Grashof number and mass Grashof number, viscoelastic parameter and permeability of porous medium. Also, velocity reducing with increasing rotation, frequency of oscillation, radiation parameter, magnetic parameter, Schmidt number, suction parameter, chemical reaction parameter and Prandtl number. The fluid temperature is reduced by increases in the values of the Prandtl number and radiation parameters. Concentration is reducing with increase in

Schmidt number and chemical reaction parameter. In addition, it is found that skin friction coefficient decreases with frequency of oscillation, suction parameter, viscoelastic parameter, magnetic parameter, radiation parameter, chemical reaction parameter and Prandtl number but increases with thermal and mass Grashof number. However, the Nusselt number increases with an increase in Prandtl number and frequency of oscillation, but decreases with radiation and suction parameter.


Fig. 2 : Velocity profile for different values of $\Omega$.


Fig. 3 : Velocity profile for different values of $h$.


Fig. 4 : Velocity profile for different values of $G_{r}$.


Fig. 5 : Velocity profile for different values of $N$.


Fig. 6 : Velocity profile for different values of $G_{m}$.


Fig. 7 : Velocity profile for different values of $\omega$.


Fig. 8 : Velocity profile for different values of $M$.


Fig. 9 : Velocity profile for different values of $\alpha$.


Fig. 10 : Velocity profile for different values of $\chi$.


Fig. 11 : Velocity profile for different values of $S_{c}$.


Fig. 16 : Concentration profile for $\omega=1, \lambda=$ 0.5 and $t=0$.


Fig. 14 : Velocity profile for different values of $P_{r}$.

| $G_{r}$ | $G_{m}$ | $\omega$ | $\lambda$ | $K_{p}$ | $h$ | $\alpha$ | $M$ | $N$ | $\chi$ | $S_{c}$ | $P_{r}$ | $\tau_{-\frac{1}{2}}$ | $\Omega_{2}$ | $\tau_{-\frac{1}{2}}$ | $\Omega=25$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 2 | 5 | 0.5 | 0.5 | 0.2 | 0.05 | 1 | 1 | 0.2 | 0.22 | 3 | 0.079424 | 0.010192 |  |  |
| 4 | 2 | 5 | 0.5 | 0.5 | 0.2 | 0.05 | 1 | 1 | 0.2 | 0.22 | 3 | 0.096165 | 0.013390 |  |  |
| 2 | 4 | 5 | 0.5 | 0.5 | 0.2 | 0.05 | 1 | 1 | 0.2 | 0.22 | 3 | 0.14211 | 0.017186 |  |  |
| 2 | 2 | 10 | 0.5 | 0.5 | 0.2 | 0.05 | 1 | 1 | 0.2 | 0.22 | 3 | 0.0054732 | 0.0059049 |  |  |
| 2 | 2 | 5 | 1 | 0.5 | 0.2 | 0.05 | 1 | 1 | 0.2 | 0.22 | 3 | 0.072659 | 0.0072924 |  |  |
| 2 | 2 | 5 | 0.5 | 1 | 0.2 | 0.05 | 1 | 1 | 0.2 | 0.22 | 3 | 0.072397 | 0.010455 |  |  |
| 2 | 2 | 5 | 0.5 | 0.5 | 2 | 0.05 | 1 | 1 | 0.2 | 0.22 | 3 | 0.101011 | 0.001816 |  |  |
| 2 | 2 | 5 | 0.5 | 0.5 | 0.2 | 1 | 1 | 1 | 0.2 | 0.22 | 3 | 0.013681 | 0.0021440 |  |  |
| 2 | 2 | 5 | 0.5 | 0.5 | 0.2 | 0.05 | 3 | 1 | 0.2 | 0.22 | 3 | 0.064965 | 0.0078971 |  |  |
| 2 | 2 | 5 | 0.5 | 0.5 | 0.2 | 0.05 | 1 | 3 | 0.2 | 0.22 | 3 | 0.074226 | 0.0088919 |  |  |
| 2 | 2 | 5 | 0.5 | 0.5 | 0.2 | 0.05 | 1 | 1 | 2 | 0.22 | 3 | 0.073474 | 0.0098028 |  |  |
| 2 | 2 | 5 | 0.5 | 0.5 | 0.2 | 0.05 | 1 | 1 | 0.2 | 0.78 | 3 | 0.004753 | 0.013572 |  |  |
| 2 | 2 | 5 | 0.5 | 0.5 | 0.2 | 0.05 | 1 | 1 | 0.2 | 0.22 | 5 | 0.060887 | 0.0065786 |  |  |

Table 1: Values of skin-friction coefficient for small and large rotation.

| $P_{r}$ | $N$ | $\lambda$ | $\omega$ | $\left(N_{u}\right)_{-\frac{1}{2}}$ |
| :--- | :--- | :--- | :--- | :--- |
| 3 | 1 | 0.5 | 5 | 0.05925 |
| 5 | 1 | 0.5 | 5 | 0.060498 |
| 3 | 3 | 0.5 | 5 | 0.0044209 |
| 3 | 1 | 1 | 5 | 0.017097 |
| 3 | 1 | 0.5 | 10 | 0.096453 |

Table 2 : Values of Nusselt number.

| $\chi$ | $S_{c}$ | $\lambda$ | $\omega$ | $(S h)_{-\frac{1}{2}}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.2 | 0.22 | 0.5 | 5 | 0.91742 |
| 2 | 0.22 | 0.5 | 5 | 0.86087 |
| 0.2 | 0.78 | 0.5 | 5 | 0.59933 |
| 0.2 | 0.22 | 1 | 5 | 0.86707 |
| 0.2 | 0.22 | 0.5 | 10 | 0.85568 |

Table 3 : Values of Sherwood number.
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## Intuitionistic L-Fuzzy Rings

K. Meena ${ }^{\alpha}$ \& K. V. Thomas ${ }{ }^{\circ}$

Abstract - In this paper we study some generalized properties of Intuitionistic L-fuzzy subrings. In this direction the concept of image and inverse image of an Intuitionistic L-fuzzy set under ring homomorphism are discussed. Further the concept of Intuitionistic L-fuzzy quotient subring and Intuitionistic L-fuzzy ideal of an Intuitionistic L-fuzzy subring are studied. Finally, weak homomorphism, weak isomorphism, homomorphism and isomorphism of an Intuitionistic L-fuzzy subring are introduced and some results are established in this direction.
Keywords : intuitionistic l-fuzzy quotient subring, intuitionistic l-fuzzy ideal of an intuitionistic l-fuzzy subring.

## I. Introduction

The theory of Intuitionistic fuzzy sets plays an important role in modern mathematics. The idea of Intuitionistic $L$-fuzzy set (ILFS) was introduced by Atanassov (1986) [3-5] as a generalisation of Zadeh's (1965) [15] fuzzy sets. Rosenfeld (1971) [14] has applied the concept of fuzzy sets to the theory of groups. Many researchers [1, 2, 6-10] applied the notion of Intuitionistic fuzzy concepts to set theory, relation, group theory, topological space, knowledge engineering, natural language, neural network etc. This paper is a continuation of our earlier paper [13]. Along with some basic results, we introduce and study Intuitionistic fuzzy quotient subrings and Intuitionistic fuzzy ideal of an Intuitionistic fuzzy subring of a ring. Further we define homomorphism and isomorphism of Intuitionistic fuzzy subrings of any two rings. Using this we establish the fundamental theorem of ring homomorphism and the third isomorphism theorem of rings for Intuitionistic fuzzy subrings. Infact, we emphasize the truth of the results relating to the non-membership function of an Intuitionistic fuzzy subring on a lattice $(L, \leq, \wedge, \vee)$. The proof of the results on the membership function of Intuitionistic fuzzy subrings, Intuitionistic fuzzy ideals of an Intuitionistic fuzzy subring and Intuitionistic fuzzy Quotient ring are omitted to avoid repetitions which are already done by researchers Malik D.S and Mordeson J.N. [11, 12].

## II. Preliminaries

In this section we list some basic concepts and well known results of Intuitionistic $L$-fuzzy sets, Intuitionistic $L$-fuzzy subrings and Intuitionistic $L$-fuzzy ideals [13].

[^1]Throughout this paper $(L, \leq, \wedge, \vee)$ denotes a complete distributive lattice with maximal element 1 and minimal element 0 , respectively. Let $R$ and $S$ be commutative rings with binary operations + and $\cdot$.

Definition 2.1. Let $X$ be a non-empty set. A L-fuzzy set $\mu$ of $X$ is a function $\mu: X \rightarrow L$.

Definition 2.2. Let $(L, \leq)$ be the lattice with an involutive order reversing operation $N: L \rightarrow L$. Let $X$ be a non-empty set. An Intuitionistic L-fuzzy set (ILFS) A in $X$ is defined as an object of the form

$$
A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in X\right\}
$$

where $\mu_{A}: X \rightarrow L$ and $\nu_{A}: X \rightarrow L$ define the degree of membership and the degree of non membership for every $x \in X$ satisfying $\mu_{A}(x) \leq N\left(\nu_{A}(x)\right)$.

Definition 2.3. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in X\right\}$ and
$B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in X\right\}$ be two Intuitionistic L-fuzzy sets of $X$. Then we define
(i) $A \subseteq B$ iff for all $x \in X, \mu_{A}(x) \leq \mu_{B}(x)$ and $\nu_{A}(x) \geq \nu_{B}(x)$
(ii) $A=B$ iff for all $x \in X, \mu_{A}(x)=\mu_{B}(x)$ and $\nu_{A}(x)=\nu_{B}(x)$
(iii) $A \cup B=\left\{\left\langle x,\left(\mu_{A} \cup \mu_{B}\right)(x),\left(\nu_{A} \cap \nu_{B}\right)(x)\right\rangle / x \in X\right\}$ where $\mu_{A} \cup \mu_{B}=\mu_{A} \vee \mu_{B}$, $\nu_{A} \cap \nu_{B}=\nu_{A} \wedge \nu_{B}$
(iv) $A \cap B=\left\{\left\langle x,\left(\mu_{A} \cap \mu_{B}\right)(x),\left(\nu_{A} \cup \nu_{B}\right)(x)\right\rangle / x \in X\right\}$ where $\mu_{A} \cap \mu_{B}=\mu_{A} \wedge \mu_{B}$, $\nu_{A} \cup \nu_{B}=\nu_{A} \vee \nu_{B}$.

Definition 2.4. An Intuitionistic L-fuzzy subset $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ of $R$ is said to be an Intuitionistic L-fuzzy subring of $R$ (ILFSR) if for all $x, y \in R$,
(i) $\mu_{A}(x-y) \geq \mu_{A}(x) \wedge \mu_{A}(y)$
(ii) $\mu_{A}(x y) \geq \mu_{A}(x) \wedge \mu_{A}(y)$
(iii) $\nu_{A}(x-y) \leq \nu_{A}(x) \vee \nu_{A}(y)$
(iv) $\nu_{A}(x y) \leq \nu_{A}(x) \vee \nu_{A}(y)$.

Proposition 2.5. If $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ is an ILFSR. Then
(i) $\mu_{A}(0) \geq \mu_{A}(x)$ and $\nu_{A}(0) \leq \nu_{A}(x)$ for all $x \in R$
(ii) if $R$ is a ring with identity 1 then $\mu_{A}(1) \leq \mu_{A}(x)$ and $\nu_{A}(1) \geq \nu_{A}(x)$, for all $x \in R$.

Theorem 2.6. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ and $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in R\right\}$ be two ILFSR. Then $A \cap B$ is an ILFSR of $R$.

Definition 2.7. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFSR of $R$. Then $A$ is called an Intuitionistic L-fuzzy ideal of $R$ (ILFI) if,
(i) $\mu_{A}(x-y) \geq \mu_{A}(x) \wedge \mu_{A}(y)$
(ii) $\mu_{A}(x y) \geq \mu_{A}(x)$
(iii) $\nu_{A}(x-y) \leq \nu_{A}(x) \vee \nu_{A}(y)$
(iv) $\nu_{A}(x y) \leq \nu_{A}(x)$, for all $x, y \in R$.

Definition 2.8. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFI of $R$. Then we define

$$
\begin{aligned}
\left(\mu_{A}\right)_{*} & =\left\{x \in R / \mu_{A}(x)=\mu_{A}(0)\right\} \\
\left(\nu_{A}\right)_{*} & =\left\{x \in R / \nu_{A}(x)>\nu_{A}(0)\right\} .
\end{aligned}
$$

Proposition 2.9. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFI. If $\mu_{A}(x-y)=$ $\mu_{A}(0)$ then $\mu_{A}(x)=\mu_{A}(y)$ and if $\nu_{A}(x-y)=\nu_{A}(0)$ then $\nu_{A}(x)=\nu_{A}(y)$, for all $x, y \in R$.

Proposition 2.10. Every ILFI is an ILFSR.
Definition 2.11. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFSR. Let $x \in R$, then

$$
C=\left\{\left\langle x,\left(\mu_{A}(0)_{\{x\}}+\mu_{A}\right)(x),\left(\nu_{A}(0)_{\{x\}}+\nu_{A}\right)(x)\right\rangle / x \in R\right\}
$$

is called an Intuitionistic L-fuzzy coset (ILFC) of $A$ and is denoted as

$$
C=\left\{\left\langle x,\left(x+\mu_{A}\right)(x),\left(x+\nu_{A}\right)(x)\right\rangle / x \in R\right\}
$$

Definition 2.12. Let $\mathrm{R} / \mathrm{A}=\left\{\left(\mathrm{x}+\mu_{\mathrm{A}}\right),\left(\mathrm{x}+\nu_{\mathrm{A}}\right) / \mathrm{x}\right.$ belongs to R$\}$ be an ILFI.
Let $R / A=\left\{\left(x+\mu_{A}, x+\nu_{A}\right) / x \in R\right\}$. Define + and $\cdot$ on $R / A$ by
(i) $\left(x+\mu_{A}\right)+\left(y+\mu_{A}\right)=x+y+\mu_{A}$,
(ii) $\left(x+\nu_{A}\right)+\left(y+\nu_{A}\right)=x+y+\nu_{A}$, for all $x, y \in R$, and
(iii) $\left(x+\mu_{A}\right) \cdot\left(y+\mu_{A}\right)=x y+\mu_{A}$,
(iv) $\left(x+\nu_{A}\right) \cdot\left(y+\nu_{A}\right)=x y+\nu_{A}$, for all $x, y \in R$.

Then $R / A$ is a ring with respect to + and $\cdot$ and is called Quotient ring of $R$ by $\mu_{A}$ and $\nu_{A}$.

## iil. Correspondence Theorem for Intuitionistic L-Fuzzy Ideal

Here we define the image and inverse image of ILFS under ring homomorphism and study their elementary properties. Using this, Correspondence Theorem for ILFI is established. This section also provides a definition for an Intuitionistic $L$-fuzzy quotient subring of an ILFSR relative to an ordinary ideal of a ring.

Definition 3.1. Let $f: R \rightarrow S$ be a ring homomorphism.
Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ and $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in S\right\}$ be ILFS.
Then $C=\left\{\left\langle y, f\left(\mu_{A}\right)(y), f\left(\nu_{A}\right)(y)\right\rangle / y \in S\right\}$ is called Intuitionistic Image of $A$, where

$$
\begin{aligned}
& f\left(\mu_{A}\right)(y)= \begin{cases}\vee\left\{\mu_{A}(x) / x \in R, f(x)=y\right\} & \text { if } f^{-1}(y) \neq \emptyset \\
0 & \text { otherwise }\end{cases} \\
& f\left(\nu_{A}\right)(y)= \begin{cases}\wedge\left\{\nu_{A}(x) / x \in R, f(x)=y\right\} & \text { if } f^{-1}(y) \neq \emptyset \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

for all $y \in S$;
and $D=\left\{\left\langle x, f^{-1}\left(\mu_{B}\right)(x), f^{-1}\left(\nu_{B}\right)(x)\right\rangle / x \in R\right\}$ is called Intuitionistic Inverse Image of $B$, where

$$
\begin{aligned}
f^{-1}\left(\mu_{B}\right)(x) & =\mu_{B}(f(x)) \\
f^{-1}\left(\nu_{B}\right)(x) & =\nu_{B}(f(x))
\end{aligned}
$$

for all $x \in R$.
Here $f\left(\mu_{A}\right)$ and $f\left(\nu_{A}\right)$ are called the image of $\mu_{A}$ and $\nu_{A}$ under $f$. Also $f^{-1}\left(\mu_{B}\right)$ and $f^{-1}\left(\nu_{B}\right)$ are called the inverse image of $\mu_{B}$ and $\nu_{B}$ under $f$.

The proof of the following result is direct.
Lemma 3.2. Let $f: R \rightarrow S$ be a ring homomorphism.
Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ and $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in S\right\}$ be ILFI of $R$ and $S$ respectively. Then
(i) $f\left(\nu_{A}\right)\left(0^{\prime}\right)=\nu_{A}(0)$ where $0^{\prime}$ is the zero element of $S$ and 0 is the zero element of $R$.
(ii) $f\left(\nu_{A}\right)_{*} \subseteq\left(f\left(\nu_{A}\right)\right)_{*}$;
(iii) If $\nu_{A}$ has the infimum property, then $f\left(\nu_{A}\right)_{*}=\left(f\left(\nu_{A}\right)\right)_{*}$;
(iv) If $\nu_{A}$ is constant on Ker $f$, then $\left(f\left(\nu_{A}\right)\right)(f(x))=\nu_{A}(x)$ for all $x \in R$.

Theorem 3.3. Let $f: R \rightarrow S$ be a ring homomorphism.
Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ and $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in S\right\}$ be ILFI of $R$ and $S$. Then
(i) $D=\left\{\left\langle x, f^{-1}\left(\mu_{B}\right)(x), f^{-1}\left(\nu_{B}\right)(x)\right\rangle / x \in R\right\}$ is an ILFI of $R$ which is a constant on Ker f;
(ii) $f^{-1}\left(\nu_{B}\right)_{*}=\left(f^{-1}\left(\nu_{B}\right)\right)_{*}$;
(iii) If $f$ is onto then $\left(f \circ f^{-1}\right)\left(\nu_{B}\right)=\nu_{B}$;
(iv) If $\nu_{A}$ is constant on $\operatorname{Ker} f$, then $\left(f^{-1} \circ f\right)\left(\nu_{A}\right)=\nu_{A}$.

## Proof.

(i) Let $x, y \in R$. Then

$$
\begin{aligned}
f^{-1}\left(\nu_{B}\right)(x-y) & =\nu_{B}(f(x-y)) \\
& =\nu_{B}(f(x)-f(y)) \\
& \leq \nu_{B}(f(x)) \vee \nu_{B}(f(y)) \\
& =f^{-1}\left(\nu_{B}\right)(x) \vee f^{-1}\left(\nu_{B}\right)(y)
\end{aligned}
$$

and

$$
\begin{aligned}
f^{-1}\left(\nu_{B}\right)(x y) & =\nu_{B}(f(x y)) \\
& =\nu_{B}(f(x) f(y)) \\
& \leq \nu_{B}(f(x)) \wedge \nu_{B}(f(y)) \\
& =f^{-1}\left(\nu_{B}\right)(x) \wedge f^{-1}\left(\nu_{B}\right)(y) .
\end{aligned}
$$

Hence $D$ is an ILFI of $R$.
Let $x \in \operatorname{Ker} f$. Then

$$
\begin{aligned}
f^{-1}\left(\nu_{B}\right)(x) & =\nu_{B}(f(x)) \\
& =\nu_{B}(f(0)) \\
& =\nu_{B}\left(0^{\prime}\right) .
\end{aligned}
$$

Hence $f^{-1}\left(\nu_{B}\right)$ is constant on $\operatorname{Ker} f$.
(ii) Let $x \in R$. Then

$$
\begin{aligned}
x \in f^{-1}\left(\nu_{B}\right)_{*} & \Leftrightarrow \nu_{B}(f(x))>\nu_{B}\left(0^{\prime}\right)=\nu_{B}(f(0)) \\
& \Leftrightarrow f^{-1}\left(\nu_{B}\right)(x)>f^{-1}\left(\nu_{B}\right)(0) \\
& \Leftrightarrow x \in\left(f^{-1}\left(\nu_{B}\right)\right)_{*} .
\end{aligned}
$$

Hence $f^{-1}\left(\nu_{B}\right)_{*}=\left(f^{-1}\left(\nu_{B}\right)\right)_{*}$.
(iii) Let $y \in S$. Then $y=f(x)$ for some $x \in R$, so that

$$
\begin{aligned}
\left(f \circ f^{-1}\right)\left(\nu_{B}\right)(y) & =f\left(f^{-1}\left(\nu_{B}\right)\right)(y) \\
& =f\left(f^{-1}\left(\nu_{B}\right)\right)(f(x)) \\
& =f^{-1}\left(\nu_{B}\right)(x) \\
& =\nu_{B}(f(x)) \\
& =\nu_{B}(y) .
\end{aligned}
$$

Hence $\left(f \circ f^{-1}\right)\left(\nu_{B}\right)=\nu_{B}$.
(iv) Let $x \in R$. Then

$$
\begin{aligned}
\left(f^{-1} \circ f\right)\left(\nu_{A}\right)(x) & =f^{-1}\left(f\left(\nu_{A}\right)\right)(x) \\
& =f\left(\nu_{A}\right)(f(x)) \\
& =\nu_{A}(x) .
\end{aligned}
$$

Hence $\left(f^{-1} \circ f\right)\left(\nu_{A}\right)=\nu_{A}$.
Theorem 3.4. Let $f: R \rightarrow S$ be an onto ring homomorphism.
Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFI of $R$.
Then $C=\left\{\left\langle y, f\left(\mu_{A}\right)(y), f\left(\nu_{A}\right)(y)\right\rangle / y \in S\right\}$ is an ILFI of $S$. If $\nu_{A}$ is a constant on Ker $f$, then $f\left(\nu_{A}\right)_{*}=\left(f\left(\nu_{A}\right)\right)_{*}$.

Proof. Let $s_{1}, s_{2} \in S$. Then $s_{1}=f\left(r_{1}\right), s_{2}=f\left(r_{2}\right)$ for some $r_{1}, r_{2} \in R$. Now

$$
\begin{aligned}
f\left(\nu_{A}\right) & \left(s_{1}-s_{2}\right)=\wedge\left\{\nu_{A}(x) / x \in R, f(x)=s_{1}-s_{2}\right\} \\
& \leq \wedge\left\{\nu_{A}\left(r_{1}-r_{2}\right) / r_{1}, r_{2} \in R, f\left(r_{1}\right)=s_{1}, f\left(r_{2}\right)=s_{2}\right\} \\
& \leq \wedge\left\{\nu_{A}\left(r_{1}\right) \vee \nu_{A}\left(r_{2}\right) / r_{1}, r_{2} \in R, f\left(r_{1}\right)=s_{1}, f\left(r_{2}\right)=s_{2}\right\} \\
& =\left(\wedge\left\{\nu_{A}\left(r_{1}\right) / r_{1} \in R, f\left(r_{1}\right)=s_{1}\right\}\right) \vee\left(\wedge\left\{\nu_{A}\left(r_{2}\right) / r_{2} \in R, f\left(r_{2}\right)=s_{2}\right\}\right) \\
& =f\left(\nu_{A}\right)\left(s_{1}\right) \vee f\left(\nu_{A}\right)\left(s_{2}\right) .
\end{aligned}
$$

Also

$$
\begin{aligned}
f\left(\nu_{A}\right) & \left(s_{1} s_{2}\right)=\wedge\left\{\nu_{A}(x) / x \in R, f(x)=s_{1} s_{2}\right\} \\
& \leq \wedge\left\{\nu_{A}\left(r_{1} r_{2}\right) / r_{1}, r_{2} \in R, f\left(r_{1}\right)=s_{1}, f\left(r_{2}\right)=s_{2}\right\} \\
& \leq \wedge\left\{\nu_{A}\left(r_{1}\right) \wedge \nu_{A}\left(r_{2}\right) / r_{1}, r_{2} \in R, f\left(r_{1}\right)=s_{1}, f\left(r_{2}\right)=s_{2}\right\} \\
& =\left(\wedge\left\{\nu_{A}\left(r_{1}\right) / r_{1} \in R, f\left(r_{1}\right)=s_{1}\right\}\right) \wedge\left(\wedge\left\{\nu_{A}\left(r_{2}\right) / r_{2} \in R, f\left(r_{2}\right)=s_{2}\right\}\right) \\
& =f\left(\nu_{A}\right)\left(s_{1}\right) \wedge f\left(\nu_{A}\right)\left(s_{2}\right) .
\end{aligned}
$$

Hence $C=\left\{\left\langle y, f\left(\mu_{A}\right)(y), f\left(\nu_{A}\right)(y)\right\rangle / y \in S\right\}$ is an $\operatorname{ILFI}(S)$.
Next, if $\nu_{A}$ is a constant on $\operatorname{Ker} f$, then for $y \in\left(f\left(\nu_{A}\right)\right)_{*}$, we have

$$
f\left(\nu_{A}\right)(y)>f\left(\nu_{A}\right)\left(0^{\prime}\right)=\nu_{A}(0) .
$$

Since $f$ is onto, $y=f(x)$ for some $x \in R$. Hence $f\left(\nu_{A}\right)(f(x))=\nu_{A}(x)>\nu_{A}(0)$. Thus $\nu_{A}(x)>\nu_{A}(0)$ or $x \in\left(\nu_{A}\right)_{*}$. Hence $y=f(x) \in f\left(\nu_{A}\right)_{*}$. The remaining part of the proof follows from Lemma 3.2 (ii).

Let $R$ be a ring. Let $R / A=\left\{\left(x+\mu_{A}\right),\left(x+\nu_{A}\right) / x \in R\right\}$ be a quotient ring by $\mu_{A}$ and $\nu_{A}$ where $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ is an ILFI.

Define $A^{(*)}=\left\{\left\langle x, \mu_{A}^{(*)}(x), \nu_{A}^{(*)}(x)\right\rangle / x \in R / A\right\}$ as follows:

$$
\mu_{A}^{(*)}\left(x+\mu_{A}\right)=\mu_{A}(x)
$$

and

$$
\nu_{A}^{(*)}\left(x+\nu_{A}\right)=\nu_{A}(x), \text { for all } x \in R .
$$

Obviously, $\nu_{A}^{(*)}$ and $\mu_{A}^{(*)}$ are well-defined. Also $A^{(*)}$ is an $\operatorname{ILFS}(R / A)$.
Theorem 3.5. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFI. Then $A^{(*)}$ is an ILFI of $R / A$, where $A^{(*)}=\left\{\left\langle x, \mu_{A}^{(*)}(x), \nu_{A}^{(*)}(x)\right\rangle / x \in R / A\right\}$ is defined by

$$
\begin{aligned}
\mu_{A}^{(*)}\left(x+\mu_{A}\right) & =\mu_{A}(x) \text { and } \\
\nu_{A}^{(*)}\left(x+\nu_{A}\right) & =\nu_{A}(x), \text { for all } x \in R .
\end{aligned}
$$

Proof. Let $x, y \in R$. Then

$$
\begin{aligned}
\nu_{A}^{(*)}\left(\left(x+\nu_{A}\right)+\left(y+\nu_{A}\right)\right) & =\nu_{A}^{(*)}\left(x+y+\nu_{A}\right) \\
& =\nu_{A}(x+y) \\
& \leq \nu_{A}(x) \vee \nu_{A}(y) \\
& =\nu_{A}^{(*)}\left(x+\nu_{A}\right) \vee \nu_{A}^{(*)}\left(y+\nu_{A}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\nu_{A}^{(*)}\left(\left(x+\nu_{A}\right)\left(y+\nu_{A}\right)\right) & =\nu_{A}^{(*)}\left(x y+\nu_{A}\right) \\
& =\nu_{A}(x y) \\
& \leq \nu_{A}(x) \wedge \nu_{A}(y) \\
& =\nu_{A}^{(*)}\left(x+\nu_{A}\right) \wedge \nu_{A}^{(*)}\left(y+\nu_{A}\right) .
\end{aligned}
$$

Hence $A^{(*)}$ is an $\operatorname{ILFI}(R / A)$.
Theorem 3.6. (Correspondence Theorem for ILFI) Let $f: R \rightarrow S$ be a ring epimorphism. Then there is a one-to-one order preserving correspondence between ILFI of $S$ and the ILFI of $R$, which are constant on $\operatorname{Ker} f$.
Proof. Let $F(R)$ denote the set of ILFI of $R$ which are constant on Ker $f$ and $F(S)$ denote the set of ILFI of $S$. Define $\Phi: F(R) \rightarrow F(S)$ by $\Phi(A)=f(A)$, for all $A \in F(R)$ and $\Psi: F(S) \rightarrow F(R)$ by $\Psi(B)=f^{-1}(B)$ for all $B \in F(S)$.

Then $\Phi$ and $\Psi$ are well-defined and are inverses of each other, thus giving the one to one correspondence. It can easily be verified that this correspondence preserves the order too.

Theorem 3.7. Let $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in R\right\}$ be an ILFSR and $C$ be any ideal of $R$. Let

$$
D=\left\{\left\langle[x], \mu_{D}[x], \nu_{D}[x]\right\rangle /[x] \in R / C\right\}
$$

be an ILFS of $R / C$, where

$$
\mu_{D}[x]=\vee\left\{\mu_{B}(z) / z \in[x]\right\}, \quad \nu_{D}[x]=\wedge\left\{\nu_{B}(z) / z \in[x]\right\}, \text { for all } x \in R,
$$

and $[x]=x+C$. Then $D$ is an ILFSR of $R / C$.
Proof. Let $x, y \in R$. Then

$$
\begin{aligned}
\nu_{D}([x]-[y]) & =\nu_{D}([x-y]) \\
& =\wedge\left\{\nu_{B}(x-y+z) / z \in C\right\} \\
& \leq \wedge\left\{\nu_{B}(x-y+a-b) / a, b \in C\right\} \\
& =\wedge\left\{\nu_{B}((x+a)-(y+b)) / a, b \in C\right\} \\
& \leq\left(\wedge\left\{\nu_{B}(x+a) / a \in C\right\}\right) \vee\left(\wedge\left\{\nu_{B}(y+b) / b \in C\right\}\right) \\
& =\nu_{D}[x] \vee \nu_{D}[y] .
\end{aligned}
$$

Also

$$
\begin{aligned}
\nu_{D}([x][y]) & =\nu_{D}([x y]) \\
& =\wedge\left\{\nu_{B}(x y+z) / z \in C\right\} \\
& \leq \wedge\left\{\nu_{B}(x y+(x v+u y+u v)) / u, v \in C\right\} \\
& =\wedge\left\{\nu_{B}(x(y+v)+u(y+v)) / u, v \in C\right\} \\
& =\wedge\left\{\nu_{B}((y+v)(x+u)) / u, v \in C\right\} \\
& \leq \wedge\left\{\left(\nu_{B}(y+v)\right) \vee\left(\nu_{B}(x+u)\right) / u, v \in C\right\} \\
& =\left(\wedge\left\{\nu_{B}(x+u) / u \in C\right\}\right) \vee\left(\wedge\left\{\nu_{B}(y+v) / v \in C\right\}\right) \\
& =\nu_{D}[x] \vee \nu_{D}[y] .
\end{aligned}
$$

Hence $D$ is an ILFSR of $R / C$.
The ILFSR, $\mathrm{D}=\{<[\mathrm{x}], \mu \mathrm{D}[\mathrm{x}], \nu[\mathrm{x}]>/[\mathrm{x}]$ belongs to $\mathrm{R} / \mathrm{C}\}$ is called the Intuitionistic $L$-fuzzy Quotient Subring of $B$ relative to $C$ and denoted as $B / C$ and is abbreviated as ILFQSR.

## iV. Intuitionistic L-Fuzzy Ideal of an Intuitionistic L-Fuzzy Subring

In this section we define an ILFI of an ILFSR and some elementary results are obtained. Also we discuss the ILFI of an ILFSR under an epimorphism.

Definition 4.1. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFS.
Let $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in R\right\}$ be an ILFSR with $A \subseteq B$. Then $A$ is called an ILFI of $B$ if for all $x, y \in R$,
(i) $\mu_{A}(x-y) \geq \mu_{A}(x) \wedge \mu_{A}(y)$
(ii) $\mu_{A}(x y) \geq\left(\mu_{B}(x) \wedge \mu_{A}(y)\right) \vee\left(\mu_{A}(x) \wedge \mu_{B}(y)\right)$
(iii) $\nu_{A}(x-y) \leq \nu_{A}(x) \vee \nu_{A}(y)$
(iv) $\nu_{A}(x y) \leq\left(\nu_{B}(x) \vee \nu_{A}(y)\right) \wedge\left(\nu_{A}(x) \vee \nu_{B}(y)\right)$

Since $R$ is commutative, $\nu_{A}(x y) \leq\left(\nu_{B}(x) \vee \nu_{A}(y)\right) \wedge\left(\nu_{A}(x) \vee \nu_{B}(y)\right)$ for all $x, y \in R$ if and only if $\nu_{A}(x y) \leq \nu_{B}(x) \vee \nu_{A}(y)$, for all $x, y \in R$.

Definition 4.2. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFI.
Then $A^{*}=\left\{x \in R / \mu_{A}(x)>0, \nu_{A}(x)=0\right\}$ is an ideal of $R$, if $L$ is regular.
The proof of the following result is direct.
Theorem 4.3. Let $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in R\right\}$ be an ILFSR and $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFI of $B$. If $L$ is regular, then
$A^{*}=\left\{x \in R / \mu_{A}(x)>0, \nu_{A}(x)=0\right\}$ is an ideal of
$B^{*}=\left\{x \in R / \mu_{B}(x)>0, \nu_{B}(x)=0\right\}$.
Theorem 4.4. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFI of an ILFSR $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in R\right\}$. Then $A$ is an ILFSR.

Proof. For $x, y \in R$

$$
\nu_{A}(x-y) \leq \nu_{A}(x) \vee \nu_{A}(y)
$$

For $x, y \in R$

$$
\begin{aligned}
\nu_{A}(x y) & \leq\left(\nu_{B}(x) \vee \nu_{A}(y)\right) \wedge\left(\nu_{A}(x) \vee \nu_{B}(y)\right) \\
& \leq\left(\nu_{A}(x) \vee \nu_{A}(y)\right) \wedge\left(\nu_{A}(x) \vee \nu_{A}(y)\right) \\
& =\nu_{A}(x) \vee \nu_{A}(y)
\end{aligned}
$$

Hence $A$ is an ILFSR.
Theorem 4.5. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFI of $R$ and $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in R\right\}$ be an ILFSR. Then $A \cap B$ is an ILFI of $B$.

Proof. Clearly $A \cap B \subseteq B$ and $A \cap B$ is an ILFSR of $R$. For $x, y \in R$,

$$
\begin{aligned}
\left(\nu_{A} \cup \nu_{B}\right)(x y) & =\nu_{A}(x y) \vee \nu_{B}(x y) \\
& \leq\left[\nu_{A}(x) \wedge \nu_{A}(y)\right] \vee\left[\nu_{B}(x) \vee \nu_{B}(y)\right] \\
& =\left(\nu_{A}(x) \vee\left[\nu_{B}(x) \vee \nu_{B}(y)\right]\right) \wedge\left(\nu_{A}(y) \vee\left[\nu_{B}(x) \vee \nu_{B}(y)\right]\right) \\
& =\left(\left[\nu_{A}(x) \vee \nu_{B}(x)\right] \vee \nu_{B}(y)\right) \wedge\left(\left[\nu_{A}(y) \vee \nu_{B}(y)\right] \vee \nu_{B}(x)\right) \\
& \leq \nu_{B}(x) \vee\left[\nu_{A}(y) \vee \nu_{B}(y)\right] \\
& =\nu_{B}(x) \vee\left(\nu_{A} \cup \nu_{B}\right)(y) .
\end{aligned}
$$

Therefore $A \cap B$ is an ILFI of $B$.
Theorem 4.6. Let $C=\left\{\left\langle x, \mu_{C}(x), \nu_{C}(x)\right\rangle / x \in R\right\}$ be an ILFSR and $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}, B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in R\right\}$ be two ILFI of $C$. Then $A \cap B$ is an ILFI of $C$.

Proof. Clearly $A \cap B \subseteq C$ and $A \cap B$ is an ILFSR. For $x, y \in R$,

$$
\begin{aligned}
\left(\nu_{A} \cup \nu_{B}\right)(x y) & =\nu_{A}(x y) \vee \nu_{B}(x y) \\
& \leq\left(\nu_{C}(x) \vee \nu_{A}(y)\right) \vee\left(\nu_{C}(x) \vee \nu_{B}(y)\right) \\
& =\nu_{C}(x) \vee\left(\nu_{A}(y) \vee \nu_{B}(y)\right) \\
& =\nu_{C}(x) \vee\left(\nu_{A} \cup \nu_{B}\right)(y) .
\end{aligned}
$$

Therefore $A \cap B$ is an ILFI of $C$.
Theorem 4.7. Let $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in R\right\}$ be an ILFSR.
Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFI of B. Let $f: R \rightarrow S$ be an onto homomorphism. Then $f(A)$ is an ILFI of $f(B)$.

Proof. Clearly $f(A)$ and $f(B)$ are ILFSR of $S$ and $f(A) \subseteq f(B)$. Now for all $x, y \in S$,

$$
\begin{aligned}
f\left(\nu_{A}\right)(x y) & =\wedge\left\{\nu_{A}(w): w \in R, f(w)=x y\right\} \\
& \leq \wedge\left\{\nu_{A}(u v): u, v \in R, f(u)=x, f(v)=y\right\} \\
& \leq \wedge\left\{\nu_{B}(u) \vee \nu_{A}(v) / f(u)=x, f(v)=y, u, v \in R\right\} \\
& =\left(\wedge\left\{\nu_{B}(u) / u \in R, f(u)=x\right\}\right) \vee\left(\wedge\left\{\nu_{A}(v) / v \in R, f(v)=y\right\}\right) \\
& =f\left(\nu_{B}\right)(x) \vee f\left(\nu_{A}\right)(y) .
\end{aligned}
$$

Therefore $f(A)$ is an ILFI of $f(B)$.

Theorem 4.8. Let $f: R \rightarrow S$ be an onto homomorphism.
Let $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in S\right\}$ be an ILFSR of $S$ and
$A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in S\right\}$ be an ILFI of B. Then $f^{-1}(A)$ is an ILFI of $f^{-1}(B)$.

Proof. Clearly $f^{-1}(A)$ and $f^{-1}(B)$ are ILFSR of $R$ and $f^{-1}(A) \subseteq f^{-1}(B)$. Now

$$
\begin{aligned}
f^{-1}\left(\nu_{A}\right)(x y) & =\nu_{A}(f(x y)) \\
& =\nu_{A}(f(x) f(y)) \\
& \leq \nu_{B}(f(x)) \vee \nu_{A}(f(y)) \\
& =f^{-1}\left(\nu_{B}\right)(x) \vee f^{-1}\left(\nu_{A}\right)(y) .
\end{aligned}
$$

Therefore $f^{-1}(A)$ is an ILFI of $f^{-1}(B)$.

## V. Isomorphism Theorems for Ilfsr

Here we define homomorphism and isomorphism of an ILFSR. The fundamental theorem of ring homomorphism and the Third Isomorphism Theorem for rings are established for ILFSR.

Definition 5.1. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFSR of $R$ and $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in S\right\}$ be an ILFSR of $S$.
(1) A weak homomorphism from $A$ into $B$ is an epimorphism $f$ of $R$ onto $S$ such that $f(A) \subseteq B$. If $f$ is a weak homomorphism of $A$ into $B$, then $A$ is said to be weakly homomorphic to $B$ and written as $A \stackrel{f}{\sim} B$ or $A \sim B$.
(2) $A$ weak isomorphism from $A$ into $B$ is a weak homomorphism $f$ from $A$ into $B$ which is also an isomorphism of $R$ onto $S$. If $f$ is a weak isomorphism from $A$ into $B$, then $A$ is said to be weakly isomorphic to $B$ and written as $A \stackrel{f}{\sim} B$ or $A \simeq B$.
(3) $A$ homomorphism from $A$ onto $B$ is a weak homomorphism $f$ from $A$ onto $B$ such that $f(A)=B$. If $f$ is a homomorphism of $A$ onto $B$, then $A$ is said to be homomorphic to $B$ and written as $A \stackrel{f}{\approx} B$ or $A \approx B$.
(4) An isomorphism from $A$ onto $B$ is a weak isomorphism from $A$ into $B$ such that $f(A)=B$. If $f$ is an isomorphism from $A$ onto $B$, then $A$ is said to be isomorphic to $B$ and written as $A \xlongequal{\cong} B$ or $A \cong B$.

Let $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in R\right\}$ be an ILFSR of $R$.
Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFI of $B$. Assume that $L$ is regular. Then it is clear that $A^{*}$ is an ideal of $B^{*}$ and $B / B^{*}$ is an ILFSR of $B^{*}$. Thus we can consider the ILFQSR of $B / B^{*}$ relative to $A^{*}$. This ILFQSR is denoted as $B / A$.

Theorem 5.2. Let $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in R\right\}$ be an ILFSR and
$A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ be an ILFI of B. Suppose that $L$ is regular. Then $B / B^{*} \approx B / A$.
Proof. Let $f$ be the natural homomorphism from $B^{*}$ onto $B^{*} / A^{*}$. Then

$$
\begin{aligned}
f\left(\nu_{B} / \nu_{B^{*}}\right)([y]) & =\wedge\left\{\left(\nu_{B} / \nu_{B^{*}}\right)(x) / x \in B^{*}, f(x)=[y]\right\} \\
& =\wedge\left\{\nu_{B}(z) / z \in[y]\right\} \\
& =\left(\nu_{B} / \nu_{A}\right)([y])
\end{aligned}
$$

for all $y \in B^{*}$ where $[y]=y+A^{*}$.
Therefore $B / B^{*} \stackrel{f}{\approx} B / A$.
The result of the following theorems are proved for membership and non membership functions.
Theorem 5.3. Let $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in R\right\}$ and $C=\left\{\left\langle x, \mu_{C}(x), \nu_{C}(x)\right\rangle / x \in S\right\}$ be an ILFSR of the rings $R$ and $S$ such that $B \approx C$. Suppose that $L$ is regular. Then there exists an ILFI $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ of $B$ such that $B / A \cong C / C^{*}$.

Proof. Since $B \approx C$, there exists an epimorphism $f$ of $R$ onto $S$ such that $f(B)=C$. Define an ILFS, $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$ as follows:

$$
\mu_{A}(x)= \begin{cases}\mu_{B}(x), & x \in \operatorname{Ker} f \\ 0, & \text { otherwise, for all } x \in R\end{cases}
$$

and

$$
\nu_{A}(x)= \begin{cases}0 & x \in \operatorname{Ker} f \\ \nu_{B}(x), & \text { otherwise, for all } x \in R\end{cases}
$$

Clearly $A$ is an ILFSR and $A \subseteq B$. If $x \in \operatorname{Ker} f$ then

$$
\begin{aligned}
\mu_{A}(x y) & =\mu_{B}(x y) \\
& \geq \mu_{B}(x) \wedge \mu_{B}(y) \\
& \geq \mu_{B}(x) \wedge \mu_{A}(y)
\end{aligned}
$$

for all $y \in R$. If $x \in R \backslash \operatorname{Ker} f$, then $\mu_{A}(x)=0$. Hence

$$
\mu_{A}(x y) \geq \mu_{B}(x) \wedge \mu_{A}(y)
$$

for all $y \in R$. If $x \in \operatorname{Ker} f$, then $\nu_{A}(x)=0$ and so

$$
\nu_{A}(x y) \leq \nu_{B}(x) \vee \nu_{A}(y)
$$

for all $y \in R$. If $x \in R \backslash \operatorname{Ker} f$, then

$$
\begin{aligned}
\nu_{A}(x y) & =\nu_{B}(x y) \\
& \leq \nu_{B}(x) \vee \nu_{B}(y) \\
& \leq \nu_{B}(x) \vee \nu_{A}(y)
\end{aligned}
$$

for all $y \in R$. Hence $A$ is an ILFI of $B$.
Since $B \approx C, f\left(B^{*}\right)=C^{*}$. Let $g=f / B^{*}$. Then $g$ is a homomorphism of $B^{*}$ onto $C^{*}$ and $\operatorname{Ker} g=A^{*}$. Thus there exists an isomorphism $h$ of $B^{*} / A^{*}$ onto $C^{*}$ such that $h([x])=g(x)$ for all $x \in B^{*}$. For such an $h$, we have

$$
\begin{aligned}
h\left(\mu_{B} / \mu_{A}\right)(y) & =\vee\left\{\left(\mu_{B} / \mu_{A}\right)[x] / h([x])=y, x \in B^{*}\right\} \\
& =\vee\left\{\vee\left\{\mu_{B}(z) / z \in[x]\right\} / g(x)=y, x \in B^{*}\right\} \\
& =\vee\left\{\mu_{B}(z) / z \in B^{*}, g(z)=y\right\} \\
& =\vee\left\{\mu_{B}(z) / z \in R, f(z)=y\right\} \\
& =f\left(\mu_{B}\right)(y) \\
& =\mu_{C}(y), \quad \text { for all } y \in C^{*} .
\end{aligned}
$$

and

$$
\begin{aligned}
h\left(\nu_{B} / \nu_{A}\right)(y) & =\wedge\left\{\left(\nu_{B} / \nu_{A}\right)[x] / h([x])=y, x \in B^{*}\right\} \\
& =\wedge\left\{\wedge\left\{\nu_{B}(z) / z \in[x]\right\} / g(x)=y, x \in B^{*}\right\} \\
& =\wedge\left\{\nu_{B}(z) / z \in B^{*}, g(z)=y\right\} \\
& =\wedge\left\{\nu_{B}(z) / z \in R, f(z)=y\right\} \\
& =f\left(\nu_{B}\right)(y) \\
& =\nu_{C}(y), \text { for all } y \in C^{*} .
\end{aligned}
$$

Therefore $B / A \xlongequal{\curvearrowleft} C / C^{*}$.
Theorem 5.4. Let $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle / x \in R\right\}$, $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle / x \in R\right\}$ and $C=\left\{\left\langle x, \mu_{C}(x), \nu_{C}(x)\right\rangle / x \in R\right\}$ be ILFSR . Let $A$ be an ILFI of $B$ and $A, B$ be ILFI of $C$. Suppose that $L$ is regular. Then

$$
(C / A) /(B / A) \cong C / B
$$

Proof. Clearly $A^{*}$ is an ideal of $B^{*}$ and $A^{*}, B^{*}$ are ideals of $C^{*}$. By the Third Isomorphism Theorem for Rings,

$$
\left(C^{*} / A^{*}\right) /\left(B^{*} / A^{*}\right) \stackrel{f}{\cong} C^{*} / B^{*}
$$

where $f$ is given by

$$
f\left(x+A^{*}+\left(B^{*} / A^{*}\right)\right)=x+B^{*} \text { for all } x \in C^{*}
$$

Thus

$$
f\left(\left(\mu_{C} / \mu_{A}\right) /\left(\mu_{B} / \mu_{A}\right)\right)\left(x+B^{*}\right)=\left(\left(\mu_{C} / \mu_{A}\right) /\left(\mu_{B} / \mu_{A}\right)\right)\left(x+A^{*}+\left(B^{*} / A^{*}\right)\right)
$$

$$
\begin{aligned}
& =\vee\left\{\left(\mu_{C} / \mu_{A}\right)\left(y+A^{*}\right) / y \in C^{*}, y+A^{*} \in x+A^{*}+\left(B^{*} / A^{*}\right)\right\} \\
& =\vee\left\{\vee\left\{\mu_{C}(z) / z \in y+A^{*}\right\} / y \in C^{*}, y+A^{*} \in x+A^{*}+\left(B^{*} / A^{*}\right)\right\} \\
& =\vee\left\{\left(\mu_{C}(z) / z \in C^{*}, z+A^{*} \in x+A^{*}+\left(B^{*} / A^{*}\right)\right\}\right. \\
& =\vee\left\{\left(\mu_{C}(z) / z \in x+A^{*}+\left(B^{*} / A^{*}\right)\right\}\right. \\
& =\vee\left\{\left(\mu_{C}(z) / z \in C^{*}, f(z) \in x+B^{*}\right\}\right. \\
& =\left(\mu_{C} / \mu_{B}\right)\left(x+B^{*}\right) \quad \text { for all } x \in C^{*} .
\end{aligned}
$$

and

$$
\begin{aligned}
f\left(\left(\nu_{C} / \nu_{A}\right) /\right. & \left.\left(\nu_{B} / \nu_{A}\right)\right)\left(x+B^{*}\right)=\left(\left(\nu_{C} / \nu_{A}\right) /\left(\nu_{B} / \nu_{A}\right)\right)\left(x+A^{*}+\left(B^{*} / A^{*}\right)\right) \\
& =\wedge\left\{\left(\nu_{C} / \nu_{A}\right)\left(y+A^{*}\right) / y \in C^{*}, y+A^{*} \in x+A^{*}+\left(B^{*} / A^{*}\right)\right\} \\
& =\wedge\left\{\wedge\left\{\nu_{C}(z) / z \in y+A^{*}\right\} / y \in C^{*}, y+A^{*} \in x+A^{*}+\left(B^{*} / A^{*}\right)\right\} \\
& =\wedge\left\{\left(\nu_{C}(z) / z \in C^{*}, z+A^{*} \in x+A^{*}+\left(B^{*} / A^{*}\right)\right\}\right. \\
& =\wedge\left\{\left(\nu_{C}(z) / z \in x+A^{*}+\left(B^{*} / A^{*}\right)\right\}\right. \\
& =\wedge\left\{\left(\nu_{C}(z) / z \in C^{*}, f(z) \in x+B^{*}\right\}\right. \\
& =\left(\nu_{C} / \nu_{B}\right)\left(x+B^{*}\right) \quad \text { for all } x \in C^{*}
\end{aligned}
$$

Hence $(C / A) /(B / A) \stackrel{f}{\cong} C / B$.
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#### Abstract

In this paper a class of improved estimators has been proposed for estimating population mean in two phase (double) sampling when only partial information is available on either of two auxiliary variables. Under simple random sampling (SRWOR), expressions of mean square error and bias have been derived to make comparison of suggested class with wide range of other estimators. Empirical study has also been given using five different natural populations. Empirical study confirmed that the suggested class of improved estimators is more efficient under percent relative efficiency (PRE) criterion.
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## I. InTRODUCTION

The history of use of auxiliary information in survey sampling is as old as the history of survey sampling. Bowley (1926) and Neyman (1934, 38) provide foundation stones of modern sampling theory, dealing with stratified random sampling. Hansen and Hurwitz (1943) firstly use auxiliary information in selecting sample with varying probabilities. Snedecor and King (1942), Spurr (1952), Freese (1962), Unnikrishan and Kunte (1995), Armstrong and St-Jean (1994) provide applications of two phase (or double) sampling procedure.

The estimation of the population mean is an unrelenting issue in sampling theory and several efforts have been made to improve the precision of the estimators in the presence of multi-auxiliary variables. Mohanty (1967) suggested regression cum ratio estimator in double sampling using two auxiliary variables. Tripathi (1970) and Das (1988) describe the auxiliary information in four ways. Das and Tripathi (1978) initiate to use population variance of auxiliary variable for estimating the population variance. Srivastava and Jhajj (1980) also consider the use of population mean and variance of auxiliary variable for estimating population variance of the study variable. Several other authors have also used information on the parameters of auxiliary variable to find more precise estimates. Regarding the use of information on $C_{x}, \bar{Z}, \sigma_{z}, \beta_{1}(z)$, and $\beta_{2}(z)$ the researcher may be referred to Sear (1964), Singh et al. (1973), Sen(1978), Singh (2001), Uphadhyaya and Singh (2001), Singh et al. (2006), Singh et al (2007), and Singh et al. (2011).

Following Chand (1975) and Kiregyera (1980, 1984), Sahoo and Sahoo (1993) and Sahoo et al. (1994) have discussed a general frame work of estimation by using an

[^2]additional auxiliary variable for double sampling when the population mean of the main auxiliary variable is unknown. Kiregyera (1984) developed two estimators, one is ratio-inregression and other is regression-in-regression estimator. Mukerjee et al. (1987) developed three estimators following Kiregyera's (1984) technique. Sahoo's (1993) class of estimators covered a large number of estimators. Roy (2003) constructed a regression-type estimator of population mean of the main variable in the presence of available knowledge on second auxiliary variable, when the population mean of the first auxiliary variable was not known. Samiuddin and Hanif (2007) have reported three different methods of estimation in double sampling. These methods are proposed depending whether information of auxiliary variables is available or not at first phase of sampling. Singh et al. (2011) proposed chain ratio type estimator for population mean using some known values of population parameters of secondary auxiliary variable.

Let $U=\left(U_{1}, U_{2}, \ldots \ldots \ldots, U_{n}\right)$ be a finite population consisting of $N$ units. Let $y$ and $(x, z)$ be the variate of interest and auxiliary characteristics respectively related to y assume real non-negative $i^{t h}$ value $\left(y_{i}, x_{i}, z_{i}\right) i=1,2, \ldots \ldots, N$ with population means $\bar{Y}, \bar{X}$, and $\bar{Z}$ respectively. Let a simple random sample without replacement (SRSWOR) is drawn in each phase, the two phase (or double) sampling scheme is as follows:
i. The first phase sample $S_{1}\left(S_{1} \subset U\right)$ of size $n_{1}$ is drawn to measure $x$ and $z$ say ( $x_{1}$, $z_{1}$ ).
ii. The second phase sample $S_{2}\left(S_{2} \subset S_{1}\right)$ of size $n_{2}\left(n_{2} ; n_{1}\right)$ is drawn from the first phase sample $S$ to measure $y$ say $y_{2}$.

Let

$$
\bar{x}_{1}=\frac{1}{n_{1}} \sum_{i \in s_{1}} x_{i}, \quad \bar{x}_{2}=\frac{1}{n_{2}} \sum_{i \in s_{2}} x_{i}, \quad \bar{z}_{1}=\frac{1}{n_{1}} \sum_{i \in s_{1}} z_{i}, \quad \bar{z}_{2}=\frac{1}{n_{2}} \sum_{i \in s_{2}} z_{i}, \text { and } \bar{y}_{2}=\frac{1}{n_{2}} \sum_{i \in s_{2}} y_{i}
$$

For a $S R S W O R$, we have some assumptions as following,

$$
\left.\begin{array}{lll}
\bar{y}_{1}=\bar{Y}\left(1+e_{\bar{y}_{1}}\right), & \bar{x}_{1}=\bar{X}\left(1+e_{\bar{x}_{1}}\right), & \bar{z}_{1}=\bar{Z}\left(1+e_{\bar{z}_{1}}\right) \\
\bar{y}_{2}=\bar{Y}\left(1+e_{\bar{y}_{2}}\right), & \bar{x}_{2}=\bar{X}\left(1+e_{\bar{x}_{2}}\right), & \text { and } \\
E\left(e_{\bar{y}_{2}}\right)=E\left(e_{\bar{z}_{2}}\right)=E\left(e_{\bar{z}_{1}}\right)=E\left(e_{\bar{x}_{1}}\right)=0 & \\
E\left(e_{\bar{y}_{2}}\right)^{2}=\theta_{2} C^{2}{ }_{y}\left(1+e_{\bar{z}_{2}}\right) \\
E\left(e_{\bar{z}_{1}}\right)^{2}=\theta_{1} C_{z}^{2}, & E\left(e_{\bar{z}_{2}}\right)^{2}=\theta_{2} C_{z}^{2} &  \tag{1.1}\\
E\left(e_{\bar{y}_{2}} e_{\bar{z}_{2}}\right)=\theta_{2} C_{y} C_{z} \rho_{y z}, & E\left(e_{\bar{x}_{1}}\right)^{2}=\theta_{1} C_{x}^{2} & E\left(e_{\bar{z}_{2}} e_{\bar{z}_{1}}\right)=\theta_{1} C_{z}^{2} \\
E\left(e_{\bar{z}_{1}} e_{\bar{x}_{1}}\right)=\theta_{1} C_{z} C_{x} \rho_{z x} & E\left(e_{\bar{y}_{2}} e_{\bar{x}_{1}}\right)=\theta_{2} C_{y} C_{x} \rho_{y x} & \\
\theta_{1}=\frac{1}{n_{1}}-\frac{1}{N} & \theta_{2}=\frac{1}{n_{2}}-\frac{1}{N}
\end{array}\right\}
$$

In many practical situations even if $\bar{X}$ is unknown, information on a secondary auxiliary variable $z$, closely related to x but compared to $x$ remotely related to $y$, is readily available on all units of population such that $z_{i}$ denotes its value on $i^{\text {th }}$ unit and $\bar{Z}$
as its known mean see Singh et al. (2004) and Singh et al.(2006). For instance, if the elements of population are hospitals, and $y_{i}, x_{i}$ and $z_{i}$ are respectively the number of deaths, number of patients admitted and number of available beds relating to the $i^{\text {th }}$ hospital, then information on $z_{i}$ 's can be collected easily from the official records of the Health Department. This situation has also been discussed by chand (1975), Mukhergee et al. (1987), Sahoo and Sahoo (1993), Roy (2003) and among many others.

## iI. Some Available Estimators

In this section we reproduce some well known ratio type estimators for the population mean available for double sampling under $S R W O R$ regarding only partial information are available.
1 The variance of the usual unbiased estimator $\bar{y}$ under SRSWOR scheme is as;

$$
\begin{equation*}
\operatorname{Var}\left(T_{1}\right)=\theta \bar{Y}^{2} C^{2}{ }_{y} \tag{2.1}
\end{equation*}
$$

2 Mohanty (1967) regression to ratio estimator

$$
\begin{gather*}
T_{2}=\left[\bar{y}_{2}+b_{y x}\left(\bar{x}_{1}-\bar{x}_{2}\right)\right] \frac{\bar{Z}}{\bar{z}_{2}}  \tag{2.2}\\
\operatorname{MSE}\left(T_{2}\right)=\bar{Y}^{2}\left[\theta_{2}\left(C_{y}^{2}+C_{z}^{2}-C_{y}^{2} \rho_{x y}^{2}-2 C_{y} C_{z} \rho_{y z}+2 C_{y} C_{z} \rho_{x y} \rho_{x z}\right)+\theta_{1}\left(C_{y}^{2} \rho_{x y}^{2}-2 C_{y} C_{z} \rho_{x y} \rho_{x z}\right)\right] \tag{2.3}
\end{gather*}
$$

3 Chand (1975) chain ratio estimator

$$
\begin{gather*}
T_{3}=\bar{y}_{2} \frac{\bar{x}_{2}}{\bar{x}_{1}} \frac{\bar{z}_{1}}{\bar{Z}}  \tag{2.4}\\
\operatorname{MSE}\left(T_{3}\right)=\bar{Y}^{2}\left[\theta_{2} C_{y}^{2}+\left(\theta_{2}-\theta_{1}\right)\left(\left(C_{x}+\rho_{x y} C_{y}\right)^{2}-C_{y}^{2} \rho_{x y}^{2}\right)+\theta_{1}\left(\left(C_{z}+\rho_{y z} C_{z}\right)^{2}-C_{z}^{2} \rho_{y z}^{2}\right)\right] \tag{2.5}
\end{gather*}
$$

4 Kiregyera (1984) regression in regression estimator

$$
\begin{gather*}
T_{4}=\bar{y}_{2}+b_{y x}\left[\left(\bar{x}_{1}-\bar{x}_{2}\right)-b_{x z}\left(\bar{z}_{1}-\bar{Z}\right)\right]  \tag{2.6}\\
\operatorname{MSE}\left(T_{4}\right)=\bar{Y}^{2} C_{y}^{2}\left[\theta_{2}-\left(\theta_{2}-\theta_{1}\right) \rho_{x y}^{2}-\theta_{1} \rho_{y z}^{2}+\theta_{1}\left(\rho_{y z}-\rho_{x y} \rho_{x z}\right)^{2}\right] \tag{2.7}
\end{gather*}
$$

5 Bedi (1985) ratio estimator

$$
\begin{gather*}
T_{5}=\bar{y}_{2}\left[\frac{\bar{z}_{1}}{\bar{z}_{2}}\right]^{\alpha}  \tag{2.8}\\
\operatorname{MSE}\left(T_{5}\right)=\bar{Y}^{2} C_{y}^{2}\left[\theta_{2}-\left(\theta_{2}-\theta_{1}\right) \rho_{y z}^{2}\right] \tag{2.9}
\end{gather*}
$$

6 Mukhergee et at (1987) regression estimator

$$
\begin{align*}
T_{6} & =\bar{y}_{2}+b_{y x}\left(\bar{x}_{1}-\bar{x}_{2}\right)+b_{y x} b_{x z}\left(\bar{Z}-\bar{z}_{1}\right)+b_{y z}\left(\bar{Z}-\bar{z}_{2}\right)  \tag{2.10}\\
\operatorname{MSE}\left(T_{6}\right) & =\bar{Y}^{2} C_{y}^{2}\left[\theta_{1}\left(\rho_{y z}-\rho_{x y} \rho_{y z}\right)^{2}+\theta_{2}\left(1-\rho_{y z}^{2}-\rho_{x y}^{2}+2 \rho_{x y} \rho_{y z} \rho_{z x}\right)\right] \tag{2.11}
\end{align*}
$$

$7 \quad$ Srivastava et al (1990) ratio estimator

$$
\begin{gather*}
T_{7}=\bar{y}_{2}\left[\frac{\bar{x}_{1}}{\bar{x}_{2}}\right]^{\alpha_{1}}\left[\frac{\bar{Z}}{\bar{z}_{1}}\right]^{\alpha_{2}}  \tag{2.12}\\
\operatorname{MSE}\left(T_{7}\right)=\bar{Y}^{2} C_{y}^{2}\left[\theta_{2}-\left(\theta_{2}-\theta_{1}\right) \rho_{x y}^{2}-\theta_{1} \rho_{y z}^{2}\right] \tag{2.13}
\end{gather*}
$$

8 Sahoo et al (1994a) regression in regression estimator

$$
\begin{gather*}
T_{8}=\bar{y}_{2}+b_{y x}\left(\bar{x}_{1}-\bar{x}_{2}\right)+b_{y x} b_{x z}\left(\bar{z}_{1}-\bar{z}_{2}\right)+b_{y x} b_{x z}\left(\bar{Z}-\bar{z}_{1}\right)  \tag{2.14}\\
\operatorname{MSE}\left(T_{8}\right)=\bar{Y}^{2} C_{y}^{2}\left[\theta_{2}+\theta_{1} \rho_{x y}^{2} \rho_{x z}^{2}-\left(\theta_{2}-\theta_{1}\right)\left(\rho_{x y}^{2}\left(1-\rho_{x z}^{2}\right)-2 \rho_{x y} \rho_{x z} \rho_{y z}\right)\right] \tag{2.15}
\end{gather*}
$$

9 Singh (2001) chain ratio type estimator:

$$
\begin{gather*}
T_{9}=\bar{y}_{2}\left[\frac{\bar{x}_{1}}{\bar{x}_{2}}\right]\left[\frac{\alpha \bar{Z}+\sigma_{z}}{\alpha \bar{z}_{1}+\sigma_{z}}\right]^{g}  \tag{2.16}\\
\operatorname{MSE}\left(T_{9}\right)=\bar{Y}^{2}\left\lfloor\theta_{2} C_{y}^{2}+\left(\theta_{2}-\theta_{1}\right)\left(C_{x}^{2}-2 C_{y} C_{x} \rho_{x y}\right)-\theta_{1} C_{y}^{2} \rho_{y z}^{2}\right\rfloor \tag{2.17}
\end{gather*}
$$

10 Singh et al. (2004) generalized estimator:

$$
\begin{gather*}
T_{10}=\bar{y}_{2}\left[\frac{\bar{x}_{1}}{\bar{x}_{2}}\right]^{\alpha_{1}}\left[\frac{a \bar{Z}+b}{a \bar{z}_{1}+b}\right]^{\alpha_{2}}\left[\frac{a \bar{Z}+b}{a \bar{z}_{2}+b}\right]^{\alpha_{3}}  \tag{2.18}\\
\operatorname{MSE}\left(T_{10}\right)=\bar{Y}^{2} C_{y}^{2}\left[\theta_{2}-\theta_{1} \rho_{y z}^{2}-\left(\theta_{2}-\theta_{1}\right) \rho_{y \cdot x z}^{2}\right] \tag{2.19}
\end{gather*}
$$

11 Samiuddin and Hanif (2006) ratio cum regression estimator:

$$
\begin{gather*}
T_{11}=\left[\bar{y}_{2}+b_{y z}\left(\bar{z}_{1}-\bar{z}_{2}\right)\right]\left[\frac{\bar{X}}{\bar{x}_{2}}\right]  \tag{2.20}\\
\operatorname{MSE}\left(T_{11}\right)=\bar{Y}^{2}\left[\theta_{2}\left(C_{y}^{2}\left(1-\rho_{y x}^{2}\right)+\left(C_{x}-C_{y} \rho_{x y}\right)^{2}\right)+\theta_{3}\left(C_{x}^{2} \rho_{x z}^{2}-\left(C_{y} \rho_{y z}-C_{x} \rho_{x z}\right)^{2}\right)\right] \tag{2.21}
\end{gather*}
$$

12 Samiuddin and Hanif (2007) chain ratio estimator

$$
\begin{equation*}
T_{12}=\bar{y}_{2}\left[\frac{\bar{x}_{1}}{\bar{x}_{2}}\right]^{\alpha_{1}}\left[\frac{\bar{z}_{1}}{\bar{z}_{2}}\right]^{\alpha_{2}}\left[\frac{\bar{Z}}{\bar{z}_{2}}\right]^{\alpha_{3}} \tag{2.22}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{MSE}\left(T_{12}\right)=\bar{Y}^{2} C_{y}^{2}\left[\theta_{2}\left(1-\rho_{y . x z}^{2}\right)+\theta_{1}\left(1-\rho_{y z}^{2}\right) \rho_{y x . z}^{2}\right] \tag{2.23}
\end{equation*}
$$

13 Singh et al. (2007) general family of ratio estimators

$$
\begin{gather*}
T_{13}=\bar{y}_{2}\left[\frac{\bar{x}_{1}}{\bar{x}_{2}}\right]^{\alpha_{1}}\left[\frac{\bar{Z}+\rho_{x z}}{\bar{z}_{1}+\rho_{x z}}\right]^{\alpha_{2}}  \tag{2.24}\\
\left.\operatorname{MSE}\left(T_{13}\right)=\bar{Y}^{2} C_{y}^{2} \mid \theta_{2}-\theta_{1} \rho_{y z}^{2}-\theta_{3} \rho_{y x}^{2}\right] \tag{2.25}
\end{gather*}
$$

14 H.P.Singh and N.Agnihortie (2008) ratio product estimator

$$
\begin{gather*}
T_{13}=\bar{y}_{1}\left[\delta\left(\frac{a \bar{X}+b}{a \bar{x}_{1}+b}\right)+(1-\delta)\left(\frac{a \bar{x}_{1}+b}{a \bar{X}+b}\right)\right]  \tag{2.26}\\
\min \cdot \operatorname{MSE}\left(T_{13}\right)=\theta_{1} \bar{Y}^{2} C_{y}^{2}\left(1-\rho_{y x}^{2}\right) \tag{2.27}
\end{gather*}
$$

## ili. Proposed Estimators

In section-2 mentioned estimators have been widely used in the estimation of population mean in diverse situations regarding partial information. Now following estimators stated above, we have proposed two estimators in this section regarding the availability of partial information. One estimator (section-3.1) has been proposed regarding partial information on main auxiliary variable x and other estimator (section3.2) have been proposed regarding partial information on secondary variable $z$ for double sampling under $S R W O R$.

## a) Proposed estimator in two phase (double) sampling

The new estimator $\hat{\bar{Y}}_{1}$ has been proposed for two phase sampling using two auxiliary variables regarding partial information on main auxiliary variable $x$. The estimator has been convinced by Srivastava (1971) and Singh (2001) ratio estimators.

$$
\begin{equation*}
\hat{\bar{Y}}_{1}=\bar{y}_{2}\left(\frac{\bar{x}_{1}}{\bar{x}_{2}}\right)^{\alpha}\left(\frac{a \bar{Z}+b}{a \bar{z}_{1}+b}\right) \tag{3.1}
\end{equation*}
$$

Where $\alpha$, is an unknown constant whose values is to estimate. $a(\neq 0)$, and $b$ are assumed to be known as either real numbers or (Linear or Non-linear) functions of some known parameters of auxiliary variable $z$ such as standard deviation $\sigma_{z}$, coefficient of variation $C_{z}$, skewness $\beta_{1}(z)$, kurtosis $\beta_{2}(z)$.

Using the notations given in (1.1), $\hat{\bar{Y}}_{1}$ is expressed in the form of e's and up to the first degree of approximation as:

$$
\begin{align*}
& \hat{\bar{Y}}_{1} \approx \bar{Y}+\bar{Y}\left[\alpha\left(e_{\bar{x}_{1}}-e_{\bar{x}_{2}}\right)-\omega e_{\bar{x}_{1}}+e_{\bar{y}_{2}}\right] \quad \text { where } \omega=\frac{a \bar{Z}}{a \bar{Z}+b}, \\
& \hat{\bar{Y}}_{1}-\bar{Y} \approx \bar{Y}\left[\alpha\left(e_{\bar{x}_{1}}-e_{\bar{x}_{2}}\right)-\omega e_{\overline{\bar{z}}_{1}}+e_{\bar{y}_{2}}\right] \tag{3.2}
\end{align*}
$$

Taking square and applying expectation, [given in (1.1)], the mean square error of (3.1) is obtained as:

Differentiating (3.3) with respect to $\alpha$ and $\omega$ and setting equal zero. We have:

$$
\alpha=\frac{C_{y}}{C_{x}} \rho_{y x} \quad \text { and } \quad \omega=\frac{C_{y}}{C_{z}} \rho_{y z}
$$

Taking the values of $\alpha$ and $\omega$ in equation (3.3), and simplifying. We get min. $\operatorname{MSE}\left(\hat{\bar{Y}}_{1}\right)$ :

$$
\begin{equation*}
\min \cdot \operatorname{MSE}\left(\hat{\bar{Y}}_{1}\right)=\bar{Y}^{2} C_{y}^{2}\left[\theta_{2}-\theta_{3} \rho_{x y}^{2}-\theta_{1} \rho_{x y}^{2}\right] \quad \text { where } \theta_{3}=\theta_{2}-\theta_{1} \tag{3.4}
\end{equation*}
$$

In order to derive bias of (3.1), we again use (3.2) upto the $2^{\text {nd }}$ order of approximation as:

$$
\hat{\bar{Y}}_{1}-\bar{Y} \approx\left[\begin{array}{c}
\alpha\left(e_{\bar{x}_{1}}-e_{\bar{x}_{2}}\right)-\alpha^{2} e_{\bar{x}_{1}} e_{\bar{x}_{2}}+\frac{\alpha(\alpha-1)}{2!} e_{\bar{x}_{1}}^{2}+\frac{\alpha(\alpha+1)}{2!} e_{\bar{x}_{2}}^{2}-\omega e_{\overline{\bar{z}}_{1}}-\omega \alpha\left(e_{\bar{x}_{1}}-e_{\bar{x}_{2}}\right) e_{\overline{\bar{z}}_{1}} \\
+\omega^{2} e_{\bar{z}_{1}}^{2}+e_{\bar{y}_{2}}+\alpha e_{\bar{y}_{2}}\left(e_{\bar{x}_{1}}-e_{\bar{x}_{2}}\right)-\omega e_{\bar{y}_{2}} e_{\bar{z}_{1}}
\end{array}\right]
$$

After applying expectation and simplifying, the optimum bias of (3.1) is:

$$
\begin{equation*}
\operatorname{Bias}\left(\hat{\bar{Y}}_{1}\right)=\bar{Y}\left[-\frac{\theta_{3}}{2} C_{y}^{2} \rho_{y x}^{2}+\frac{\theta_{3}}{2} C_{x}\left(C_{y} \rho_{x y}-\frac{C_{x}}{4}\right)-\frac{\theta_{1}}{4} C_{y}^{2} \rho_{y z}^{2}\right] \text { where } \theta_{3}=\theta_{2}-\theta_{1} \tag{3.5}
\end{equation*}
$$

## i. Deduced Family of $\hat{\bar{Y}}_{1}$

A large number of estimators have been deduced as a family of proposed estimator $\hat{\bar{Y}}_{2}$ under certain choices of the constants $\alpha, a$, and $b$. These deduced estimators have been presented in the following table.
$\left.\begin{array}{|c|c|c|c|}\hline \text { Deduced Estimator } & \alpha & a & b \\ \hline \begin{array}{c}t_{0}=\bar{y}_{2}\left(\frac{\bar{x}_{1}}{\bar{x}_{2}}\right) \\ \text { Shkhatme's (1962) ratio } \\ \text { estimator }\end{array} & \mathbf{1} & \mathbf{0} & b_{0} \neq 0 \\ \hline t_{1}=\bar{y}_{2}\left(\frac{\bar{x}_{2}}{\bar{x}_{1}}\right) \\ \text { Two phase product estimator }\end{array}\right)$

Where $\alpha$, and $\delta$ are the unknown constants whose values are to be estimated. $a(\neq 0)$, and $b$ are assumed to be known as either real numbers or (Linear or Non-linear) functions of some known parameters of auxiliary variable x as (Section-3.1).

$$
\hat{\bar{Y}}_{2}=\bar{Y}+\bar{Y}\left[e_{\bar{y}_{2}}+\alpha\left(e_{\bar{z}_{1}}-e_{\bar{z}_{2}}\right)+\gamma e_{\bar{x}_{1}}(1-2 \delta)\right] \quad \text { where } \quad \gamma=\frac{a \bar{X}}{a \bar{X}+b}
$$

$$
\begin{equation*}
\hat{\bar{Y}}_{2}-\bar{Y} \approx \bar{Y}\left[e_{\bar{y}_{2}}+\alpha\left(e_{\bar{z}_{1}}-e_{\bar{z}_{2}}\right)+\gamma e_{\bar{x}_{1}}(1-2 \delta)\right] \tag{3.7}
\end{equation*}
$$

Taking square and applying expectation, [given in (1.1)], the mean square error of (3.6) is obtained as:

$$
\operatorname{MSE}\left(\hat{\bar{Y}}_{2}\right)=\bar{Y}^{2}\left[\begin{array}{l}
\theta_{2} C_{y}^{2}+\alpha^{2}\left(\theta_{2}-\theta_{1}\right) C_{z}^{2}+\theta_{1} \gamma^{2}(1-2 \delta)^{2} C_{x}^{2}+  \tag{3.8}\\
2 \alpha\left(\theta_{1}-\theta_{2}\right) C_{y} C_{z} \rho_{y z}+2 \theta_{1}(1-2 \delta) \gamma C_{y} C_{x} \rho_{x y}
\end{array}\right]
$$

Differentiating (3.8) with respect to $\alpha$ and $\delta$ and setting equal zero. We have:

$$
\alpha=\frac{C_{y} \rho_{y z}}{C_{z}} \quad \text { and } \quad \delta=\frac{1}{2}\left(C_{x}+\frac{C_{y} \rho_{y x}}{\gamma}\right)
$$

Taking the values of $\alpha$ and $\delta$ in equation (3.8), and simplifying. We get $\min \operatorname{MSE}\left(\hat{\bar{Y}}_{2}\right)$ :

$$
\begin{equation*}
\min \cdot \operatorname{MSE}\left(\hat{\bar{Y}}_{2}\right)=\bar{Y}^{2} C_{y}^{2}\left[\theta_{2}-\theta_{1} \rho_{x y}^{2}-\theta_{3} \rho_{y z}^{2}\right] \tag{3.9}
\end{equation*}
$$

In order to derive bias of (3.6), we again use (3.7) upto the $2^{\text {nd }}$ order of approximation as:
$\hat{\bar{Y}}_{2}-\bar{Y} \approx \bar{Y}\left[\begin{array}{l}e_{\bar{y}_{2}}+\alpha\left(e_{\bar{z}_{1}}-e_{\bar{z}_{2}}\right)+\frac{\alpha(\alpha-1)}{2} e_{\bar{z}_{1}}^{2}+\frac{\alpha(\alpha+1)}{2} e_{\bar{z}_{2}}^{2}-\alpha^{2} e_{\bar{z}_{1}} e_{\bar{z}_{2}}+\gamma e_{1}+\alpha \gamma e_{1}\left(e_{\bar{z}_{1}}-e_{\bar{z}_{2}}\right)-2 \delta \gamma e_{\bar{x}_{1}} \\ -2 \delta \gamma \alpha e_{\bar{x}_{2}}\left(e_{\bar{z}_{1}}-e_{\bar{z}_{2}}\right)+\delta \gamma^{2} e_{\bar{x}_{1}}^{2}+\alpha e_{\bar{y}_{2}}\left(e_{\bar{z}_{1}}-e_{\bar{z}_{2}}\right)+\gamma e_{\bar{x}_{1}} e_{\bar{y}_{2}}(1-2 \delta)\end{array}\right]$
After applying expectation and simplifying, the optimum bias of (3.6) is:

$$
\begin{equation*}
\operatorname{Bias}\left(\hat{\bar{Y}}_{2}\right)=\bar{Y}\left[\frac{\theta_{3}}{2}\left(C_{y} \rho_{y z}-\frac{C_{z}}{2}\right)^{2}\right] \tag{3.10}
\end{equation*}
$$

## i. Deduced Family of $\hat{\bar{Y}}_{2}$

A large number of estimators have been deduced as a family of proposed estimator $\hat{\bar{Y}}_{2}$ under certain choices of the constants $\alpha, a, b$ and $\delta$. These deduced estimators have been presented in the following table.

| Deduced Estimator | $\alpha$ | $a$ | $b$ | $\delta$ |
| :---: | :---: | :---: | :---: | :---: |
| $t_{0}=\bar{y}_{2}$ <br> Usual mean per unit | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\delta_{0}$ |
| $t_{1}=\bar{y}_{2} \frac{\bar{X}}{\bar{x}_{1}}$ <br> Usual ratio type | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{0}$ | $\mathbf{1}$ |
| $t_{2}=\bar{y}_{2} \frac{\bar{x}_{1}}{\bar{X}}$ <br> Usual product type | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{0}$ | $\mathbf{0}$ |


| $t_{3}=\bar{y}_{2} \frac{\bar{X}+C_{x}}{\bar{x}_{1}+C_{x}}$ <br> Sisodia and Diwivedi（1981）type estimator | 0 | 1 | $\boldsymbol{C}_{\boldsymbol{x}}$ | 1 |
| :---: | :---: | :---: | :---: | :---: |
| $t_{4}=\bar{y}_{2} \frac{\bar{x}_{1}+C_{x}}{\bar{X}+C_{x}}$ <br> Pandey and Dubey（1988）type estimator | 0 | 1 | $\boldsymbol{C}_{\boldsymbol{x}}$ | 0 |
| $t_{5}=\bar{y}_{2} \frac{\beta_{2}(x) \bar{x}_{1}+C_{x}}{\beta_{2}(x) \bar{X}+C_{x}}$ <br> Upadhyaya and Singh（1999）type estimator | 0 | $\beta_{2}(x)$ | $\boldsymbol{C}_{\boldsymbol{x}}$ | 0 |
| $t_{6}=\bar{y}_{2} \frac{C_{x} \bar{x}_{1}+\beta_{2}(x)}{C_{x} \bar{X}+\beta_{2}(x)}$ <br> Upadhyaya and Singh（1999）type estimator | 0 | $\boldsymbol{C}_{\boldsymbol{x}}$ | $\beta_{2}(x)$ | 0 |
| $t_{7}=\bar{y}_{2} \frac{\bar{x}_{1}+\sigma_{x}}{\bar{X}+\sigma_{x}}$ <br> G．N．Singh（2003）type estimator | 0 | 1 | $\sigma_{x}$ | 0 |
| $t_{8}=\bar{y}_{2} \frac{\beta_{1}(x) \bar{x}_{1}+\sigma_{x}}{\beta_{1}(x) \bar{X}+\sigma_{x}}$ <br> G．N．Singh（2003）type estimator | 0 | $\beta_{1}(x)$ | $\sigma_{x}$ | 0 |
| $t_{9}=\bar{y}_{2} \frac{\beta_{2}(x) \bar{x}_{1}+\sigma_{x}}{\beta_{2}(x) \bar{X}+\sigma_{x}}$ <br> G．N．Singh（2003）type estimator | 0 | $\beta_{2}(x)$ | $\sigma_{x}$ | 0 |
| $t_{10}=\bar{y}_{2} \frac{\bar{X}+\rho}{\bar{x}_{1}+\rho}$ <br> Singh and Tailor（2003）type estimator | 0 | 1 | $\rho$ | 1 |
| $t_{11}=\bar{y}_{2} \frac{\bar{x}_{1}+\rho}{\bar{X}+\rho}$ <br> Singh and Tailor（2003）type estimator | 0 | 1 | $\rho$ | 0 |
| $t_{12}=\bar{y}_{2} \frac{\bar{X}+\beta_{2}(x)}{\bar{x}_{1}+\beta_{2}(x)}$ <br> Singh et al．（2004）type estimator | 0 | 1 | $\beta_{2}(x)$ | 1 |
| $t_{13}=\bar{y}_{2} \frac{\bar{x}_{1}+\beta_{2}(x)}{\bar{X}+\beta_{2}(x)}$ <br> Singh et al．（2004）type estimator | 0 | 1 | $\beta_{2}(x)$ | 0 |
| $t_{14}=\bar{y}_{2} \frac{\bar{X}}{\bar{x}_{1}} \frac{\bar{z}_{1}}{\bar{z}_{2}}$ <br> Chain ratio type estimator | 1 | 1 | 0 | 1 |
| $t_{15}=\bar{y}_{2} \frac{\bar{x}_{1}}{\bar{X}} \frac{\bar{z}_{1}}{\bar{z}_{2}}$ <br> Product to ratiotype estimator | 1 | 1 | 0 | 0 |

In addition to these estimators a large number of estimators can also be deduced from the proposed family of estimators by putting values of $\alpha, a, b$ and $\delta$ ．It is observed that the expression of the first order approximation of MSE of the given number of the family can be obtained by mere substituting the values of $\alpha, a, b$ and $\delta$ in（3．8）．

## IV. Empirical Illustration

To analyze the performance of proposed estimators in comparison to other estimators, five population data sets are being considered. In two phase sampling under $S R S W O R$, the comparison of proposed estimators $\hat{\bar{Y}}_{1}$ and $\hat{\bar{Y}}_{2}$ with respect to usual unbiased estimator, Mohanty (1967), Chand (1975), Mukhergee et at (1987), Srivastava et al (1990), Sahoo et al (1994a), Singh (2001), Singh et al. (2004), Samiuddin and Hanif (2006), Samiuddin and Hanif (2007), and Singh et al. (2007) have been made regarding the availability of partial information only. The descriptions of populations are given below.

## Population-I.

## Data used by Anderson (1958)

$\mathbf{Y}$ : Head length of second son
X: Head length of first son
Z: Head breadth of first son
$\mathrm{N}=25, \quad \bar{Y}=183.84$,
$\bar{X}=185.72$,
$\bar{Z}=151.12$,
$C_{y}=0.0546$,
$\mathrm{C}_{\mathrm{x}}=0.0526$,
$\mathrm{C}_{\mathrm{z}}=0.0488$,
$\rho_{x y}=0.7108$,
$\rho_{y z}=0.6932$,
$\rho_{z x}=0.7346$,
$\mathrm{n}_{1}=10$,
$\mathrm{n}_{2}=7$

## Population-II.

(Source: Nachtshemim, Neter and Kutner. Advanced applied linear models, 2004)

Y: No of persons below poverty level
$\mathbf{Z}$ : Total population
$\mathrm{N}=440, \quad \bar{Y}=119.50, \quad \bar{X}=906.79$,
$\bar{Z}=159.17, \quad \mathrm{C}_{\mathrm{y}}=1.9955$,
$\mathrm{C}_{\mathrm{x}}=1.7501$,
$\mathrm{C}_{\mathrm{z}}=1.5317$,
$\rho_{x y}=0.956$,
$\rho_{y z}=0.932$,
$\rho_{z x}=0.969$,
$\mathrm{n}_{1}=88$,
$\mathrm{n}_{2}=18$

## Population-III.

(Source: Population census report of Okara district (1998), Pakistan)
$\mathbf{Y}:$ Population Matric and above X: Primary but below Matric $\quad \mathbf{Z}$ : Population both sexes
$\begin{array}{llllll}\mathrm{N}=300, & \bar{Y}=41.5233, & \bar{X}=141.58, & \bar{Z}=1518.767, & \mathrm{C}_{\mathrm{y}}=1.2185, & \mathrm{C}_{\mathrm{x}}=1.088, \\ \mathrm{C}_{\mathrm{z}}=0.9757, & \rho_{x y}=0.894, & \rho_{y z}=0.84, & \rho_{z x}=0.94, & \mathrm{n}_{1}=60, & \mathrm{n}_{2}=12\end{array}$
Population-IV.
(Source: Population census report of Gujrat district (1998), Pakistan)
$\mathbf{Y}:$ Population Matric and above $\quad \mathbf{X}$ : Primary but below Matric $\quad \mathbf{Z}$ : Population both sexes
$\mathrm{N}=300, \quad \bar{Y}=131.5133, \quad \bar{X}=356.8433, \quad \bar{Z}=1407.407, \quad \mathrm{C}_{\mathrm{y}}=1.2532, \quad \mathrm{C}_{\mathrm{x}}=0.991$,
$\mathrm{C}_{\mathrm{z}}=0.9545, \quad \rho_{x y}=0.927, \quad \rho_{y z}=0.893, \quad \rho_{z x}=0.972, \quad \mathrm{n}_{1}=60, \quad \mathrm{n}_{2}=12$

## Population-V.

(Source: Nachtshemim, Neter and Kutner. Advanced applied linear models, 2004)
Y: Grade-point average following freshman year Z: ACT entrance examination score
X: High school class rank as percentile: lower percentile imply higher class rank

| $\mathrm{N}=705$, | $\bar{Y}=2.9773$, | $\bar{X}=76.95$, | $\bar{Z}=24.54$, | $\mathrm{C}_{\mathrm{y}}=0.213123$, | $\mathrm{C}_{\mathrm{x}}=0.242157$, |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{C}_{\mathrm{z}}=0.16357$, | $\rho_{x y}=0.398$, | $\rho_{y z}=0.366$, | $\rho_{z x}=0.443$, | $\mathrm{n}_{1}=141$, | $\mathrm{n}_{2}=28$ |

Table 4.1 : PRE's of different proposed estimators of $\bar{Y}$ in double sampling w.r.t $\bar{y}$

| Estimator | Population \#: |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Usual unbiased estimator $t_{1}=\bar{y}$ | 100 | 100 | 100 | 100 | 100 |
| Mohanty (1967) $t_{2}$ | 135.48 | 172.44 | 133.06 | 154.44 | 89.21 |


| Chand (1975) $t_{3}$ | 32.58 | 30.15 | 30.47 | 33.19 | 33.32 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mukhergee et al. (1987) $\quad t_{6}$ | 131.30 | 105.87 | 110.09 | 104.91 | 118.38 |  |
| Srivastava et al. (1990) $t_{7}$ | 196.39 | 1066.15 | 462.17 | 662.32 | 118.25 |  |
| Sahoo et al. (1994a) $\quad t_{8}$ | 73.32 | 39.49 | 45.11 | 41.03 | 99.34 |  |
| Singh (2001) $\quad t_{9}$ | 124.37 | 415.59 | 306.62 | 344.23 | 75.64 |  |
| Singh et al. (2004) $t_{10}$ | 170.97 | 631.94 | 285.64 | 399.93 | 106.0 |  |
| Sammiudin \& Hanif(2006) $t_{11}$ | 130.35 | 145.83 | 126.9 | 156.58 | 63.20 |  |
| Sammiudin \& Hanif (2007) $t_{12}$ | 137.36 | 582.78 | 265.37 | 370.30 | 103.07 |  |
| Singh et al. (2007) $t_{13}$ | 196.39 | 1066.15 | 462.17 | 662.32 | 118.25 |  |
| Proposed Estimator $\hat{\bar{Y}}_{1}$ | 196.39 | 1066.15 | 462.17 | 662.32 | 118.25 |  |
| Proposed Estimator | $\hat{\bar{Y}}_{2}$ | 197.99 | 808.77 | 358.69 | 520.19 | 116.01 |

## V. Conclusion

We have suggested two improved estimators $\hat{\bar{Y}}_{1}$ and $\hat{\bar{Y}}_{2}$. From table 4.1, we conclude that the proposed estimators are better than usual unbiased estimator $\bar{y}$, Mohanty (1967), Chand (1975), Mukhergee et at (1987), Srivastava et al (1990), Sahoo et al (1994a), Singh (2001), Singh et al. (2004), Samiuddin and Hanif (2006), Samiuddin and Hanif (2007), and Singh et al. (2007). It is also observed that among the class of suggested estimators, $\hat{\bar{Y}}_{1}$ performs more efficiently except in population-I and populationV, in comparison with proposed estimator $\hat{\bar{Y}}_{2}$ and Mukhergee et al. (1987) respectively. It is further observed that $\hat{\overline{Y_{1}}}$, Srivastava et al. (1990) and Singh et al. (2007) are performed equally. It is also observed that the performance of $\hat{\bar{Y}}_{2}$ is also fairly good though it seems slightly less efficient in comparison with $\hat{\bar{Y}}_{1}$. Hence proposed estimators are recommended for their practical use if only partial information are available.
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## I. Introduction

Let $A$ denote the family of functions of the form

$$
\begin{equation*}
f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n} \tag{1.1}
\end{equation*}
$$

that are analytic in the open unit disk $\mathcal{U}=\{z:|z|<1\}$. Denote by $S$ the subclass of $A$ of functions that are univalent in $\mathcal{U}$.

For $f \in A$ given by (1.1) and $g(z)$ given by

$$
\begin{equation*}
g(z)=z+\sum_{n=2}^{\infty} b_{n} z^{n} \tag{1.2}
\end{equation*}
$$

their convolution (or Hadamard product), denoted by $(f * g)$, is defined as

$$
\begin{equation*}
(f * g)(z)=z+\sum_{n=2}^{\infty} a_{n} b_{n} z^{n}=(g * f)(z) \quad(z \in \mathcal{U}) \tag{1.3}
\end{equation*}
$$

Note that $f * g \in A$.
A function $f \in A$ is said to be in $k-\mathcal{U} S(\gamma)$, the class of $k$-uniformly starlike functions of order $\gamma, 0 \leq \gamma<1$, if satisfies the condition

[^3]\[

$$
\begin{equation*}
\operatorname{Re}\left\{\frac{z f^{\prime}(z)}{f(z)}\right\}>k\left|\frac{z f^{\prime}(z)}{f(z)}-1\right|+\gamma \quad(k \geq 0) \tag{1.4}
\end{equation*}
$$

\]

and a function $f \in A$ is said to be in $k-\mathcal{U} C(\gamma)$, the class of $k$-uniformly convex functions of order $\gamma, 0 \leq \gamma<1$, if satisfies the condition

$$
\begin{equation*}
\operatorname{Re}\left\{1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right\}>k\left|\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right|+\gamma \quad(k \geq 0) \tag{1.5}
\end{equation*}
$$

Uniformly starlike and uniformly convex functions were first introduced by Goodman [8] and then studied by various authors. It is known that $f \in k-\mathcal{U} C(\gamma)$ or $f \in k-\mathcal{U} S(\gamma)$ if and only if $1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}$ or $\frac{z f^{\prime}(z)}{f(z)}$, respectively, takes all the values in the conic domain $\mathcal{R}_{k, \gamma}$ which is included in the right half plane given by

$$
\begin{equation*}
\mathcal{R}_{k, \gamma}=\left\{w=u+i v \in C: u>k \sqrt{(u-1)^{2}+v^{2}}+\gamma, \beta \geq 0 \text { and } \gamma \in[0,1)\right\} . \tag{1.6}
\end{equation*}
$$

Denote by $\mathcal{P}\left(P_{k, \gamma}\right),(\beta \geq 0,0 \leq \gamma<1)$ the family of functions $p$, such that $p \in \mathcal{P}$, where $\mathcal{P}$ denotes well-known class of caratheodary functions. The function $P_{k, \gamma}$ maps the unit disk conformally onto the domain $\mathcal{R}_{k, \gamma}$ such that $1 \in \mathcal{R}_{k, \gamma}$ and $\partial \mathcal{R}_{k, \gamma}$ is a curve defined by the equality
$\partial \mathcal{R}_{k, \gamma}=\left\{w=u+i v \in C: u^{2}=\left(k \sqrt{(u-1)^{2}+v^{2}}+\gamma\right)^{2}, \beta \geq 0\right.$ and $\left.\gamma \in[0,1)\right\}$.
where $0 \leq \alpha<1,|t| \leq 1, t \neq 1$. Note that $S_{S}(0,-1)=S_{s}$ and $S_{s}(\alpha,-1)=$ $S_{s}(\alpha)$ is called Sakaguchi function of order $\alpha$.

Let us define the linear multiplier differential operator $D_{\lambda, \mu}^{m} f[11]$ which is shown as follows:

$$
\begin{equation*}
D_{\lambda, \mu}^{m} f(z)=z+\sum_{n=2}^{\infty} \phi^{m}(\lambda, \mu, n) a_{n} z^{n} \tag{1.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi^{m}(\lambda, \mu, n)=[1+(\lambda \mu n+\lambda-\mu)(n-1)]^{m}, \tag{1.9}
\end{equation*}
$$

$0 \leq \mu \leq 1$ and $m \in N_{0}=N \cup\{0\}$.
It should be remarked that the operator $D_{\lambda, \mu}^{m}$ is a generalization of many other linear operators considered earlier. In particular, for $f \in A$ we have the following:

- $D_{1,0}^{m} f(z) \equiv D^{m} f(z)$ the operator investigated by Salagean (see [14]).
- $D_{\lambda, 0}^{m} f(z) \equiv D_{\lambda}^{m} f(z)$ the operator studied by Al-Oboudi (see [1]).

Now, by making use of he differential operator $D_{\lambda, \mu}^{m}$, we define a new subclass of functions belonging to the class $A$.

Definition 1.1. A function $f(z) \in A$ is said to be in the class $k-\mathcal{U}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$ if for all $z \in \mathcal{U}$,
$\operatorname{Re}\left\{\begin{array}{c}\frac{(1-t)\left[\left(\rho \beta z^{3}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime \prime}+(2 \rho \beta+\rho-\beta) z^{2}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}+z\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right.\right.}{\left\{\rho \beta z^{2}\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}-t^{2}\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime \prime}\right]+(\rho-\beta) z\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right.\right.} \\ \left.\left.-t\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime}\right]+(1-\rho+\beta)\left[D_{\lambda, \mu}^{m} f(z)-D_{\lambda, \mu}^{m} f(t z)\right]\right\}\end{array}\right\}$
$\geq k\left|\begin{array}{c}\frac{(1-t)\left[\left(\rho \beta z^{3}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime \prime}+(2 \rho \beta+\rho-\beta) z^{2}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}+z\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right.\right.}{\left\{\rho \beta z^{2}\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}-t^{2}\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime \prime}\right]+(\rho-\beta) z\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right.\right.}-1 \\ \left.\left.-t\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime}\right]+(1-\rho+\beta)\left[D_{\lambda, \mu}^{m} f(z)-D_{\lambda, \mu}^{m} f(t z)\right]\right\}\end{array}\right|+\gamma$
for $\lambda \geq \mu \geq 0, m, k \geq 0,|t| \leq 1, t \neq 1,0 \leq \beta \leq \rho \leq 1$.
Furthermore, we say that a function $f(z) \in k-\mathcal{U}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$ is in the subclass $k-\tilde{\mathcal{U}}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$ if $f(z)$ is of the following form:

$$
\begin{equation*}
f(z)=z-\sum_{n=2}^{\infty} a_{n} z^{n} \quad\left(a_{n} \geq 0, n \in N\right) \tag{1.10}
\end{equation*}
$$

The aim of this paper is to study the coefficient bounds and certain neighbourhood results of the class $k$ - $\tilde{\mathcal{U}}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$.

This subclass was motivated by Murat Cagler and Halit Orhan See [17].
Definition 1.2. A function $f(z) \in A$ is said to be in the class $k-\mathcal{U}^{m}(\rho, \lambda, \mu, \gamma, t)$ if for all $z \in \mathcal{U}$

$$
\begin{array}{r}
\operatorname{Re}\left\{\frac{(1-t)\left[\rho z^{2}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}+z\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right]}{(1-\rho)\left[D_{\lambda, \mu}^{m} f(z)-D_{\lambda, \mu}^{m} f(t z)\right]+\rho z\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}-t\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime}\right]}\right\} \\
\geq k\left|\frac{(1-t)\left[\rho z^{2}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}+z\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right]}{(1-\rho)\left[D_{\lambda, \mu}^{m} f(z)-D_{\lambda, \mu}^{m} f(t z)\right]+\rho z\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}-t\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime}\right]}-1\right|+\gamma
\end{array}
$$

for $\lambda \geq \mu \geq 0, m, k \geq 0,|t| \leq 1, t \neq 1,0 \leq \rho \leq 1$.
Remark 1.1. When $\beta=0$ in the class $k-\mathcal{U}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$, we get the class $k-\mathcal{U}^{m}(\rho, \lambda, \mu, \gamma, t)$ as in Definition 1.2.
Definition 1.3. A function $f(z) \in A$ is said to be in the class $k-\mathcal{U C}{ }^{m}(\lambda, \mu, \gamma, t)$ if for all $z \in \mathcal{U}$,

$$
\begin{array}{r}
\operatorname{Re}\left\{\frac{(1-t)\left[z^{2}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}+z\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right]}{z\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}-t\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime}\right]}\right\} \\
\geq k\left|\frac{(1-t)\left[z^{2}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}+z\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right]}{z\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}-t\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime}\right]}-1\right|+\gamma
\end{array}
$$

for $\lambda \geq \mu \geq 0, m, k \geq 0,|t| \leq 1, t \neq 1$.
Definition 1.4. A function $f(z) \in A$ is said to be in the class $k-\mathcal{U}^{m}(\alpha, \lambda, \mu, \gamma, t)$ if for all $z \in \mathcal{U}$,

$$
\begin{array}{r}
\operatorname{Re}\left\{\frac{(1-t)\left[\alpha z^{3}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime \prime}+(1+2 \alpha) z^{2}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}+z\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right]}{\alpha z^{2}\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}-t^{2}\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime \prime}\right]+z\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}-t\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime}\right]}\right\} \\
\geq k\left|\frac{(1-t)\left[\alpha z^{3}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime \prime}+(1+2 \alpha) z^{2}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}+z\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right]}{\alpha z^{2}\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}-t^{2}\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime \prime}\right]+z\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}-t\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime}\right]}-1\right|+\gamma
\end{array}
$$

for $\lambda \geq \mu \geq 0, m, k \geq 0,|t| \leq 1, t \neq 1,0 \leq \alpha \leq 1$.
Remark 1.2. When $\rho=1$ in the class $k-\mathcal{U}^{m}(\rho, \lambda, \mu, \gamma, t)$ and when $\alpha=0$ in the class $k-\mathcal{U}^{m}(\alpha, \lambda, \mu, \gamma, t)$, we get the class $k-\mathcal{U C} C^{m}(\lambda, \mu, \gamma, t)$ as in Definition 1.3.

## II. Coefficient Bounds of the Function Class

$k-\tilde{\mathcal{U}}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$
Firstly, we, shall need the following lemmas.
Lemma 2.1. Let $w=u+i v$. Then
Re $w \geq \alpha$ if and only if $|w-(1+\alpha)| \leq|w+(1-\alpha)|$.
Lemma 2.2. Let $w=u+i v$ and $\alpha, \gamma$ are real numbers. Then

$$
\operatorname{Re} w>\alpha|w-1|+\gamma \text { if and only if } \operatorname{Re}\left\{w\left(1+\alpha e^{i \theta}\right)-\alpha e^{i \theta}\right\}>\gamma .
$$

Theorem 2.1. The function $f(z)$ defined by (1.10) is in the class $k-\tilde{\mathcal{U}}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$ if and only if
$\Sigma \phi^{m}(\lambda, \mu, n)\left|n(k+1)-u_{n}(k+\gamma)\right||n(n-1) \rho \beta+(\rho-\beta)(n-1)+1| a_{n} \leq 1-\gamma$,
where $\lambda \geq \mu \geq 0, m, k \geq 0,|t| \leq 1, t \neq 1,0 \leq \gamma<1,0 \leq \beta \leq \rho \leq 1$, $u_{n}=1+t+\cdots+t^{n-1}$. The result is sharp for the function $f(z)$ given by
$f(z)=z-\sum_{n=2}^{\infty} \frac{1-\gamma}{\phi^{m}(\lambda, \mu, n)\left|n(k+1)-u_{n}(k+\gamma)\right||n(n-1) \rho \beta+(\rho-\beta)(n-1)+1|} z^{n}$
Proof. By Definition 1.1 and by Lemma 2.2, we have,
$\operatorname{Re}\left\{\begin{array}{c}\frac{(1-t)\left[\rho \beta z^{3}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime \prime}+(2 \rho \beta+\rho-\beta) z^{2}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}+z\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right]\left(1+k e^{i \theta}\right)}{\left\{\rho \beta z^{2}\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}-t^{2}\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime \prime}\right]+(\rho-\beta) z\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}-t\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime}\right]\right.}-k e^{i \theta} \\ \left.+(1-\rho+\beta)\left[D_{\lambda, \mu}^{m} f(z)-D_{\lambda, \mu}^{m} f(t z)\right]\right\}\end{array}\right\} \geq \gamma$,
where $-\pi<\theta<\pi$, or equivalently

$$
\begin{equation*}
R e\left\{\frac{F(z)}{E(z)}\right\} \geq \gamma \tag{2.2}
\end{equation*}
$$

where

$$
\begin{aligned}
F(z)= & (1-t)\left[\rho \beta z^{3}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime \prime}+(2 \rho \beta+\rho-\beta) z^{2}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}\right. \\
& \left.+z\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right]\left(1+k e^{i \theta}\right)-k e^{i \theta}\left\{\rho \beta z^{2}\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}-t^{2}\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime \prime}\right]\right. \\
& \left.+(\rho-\beta) z\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}-t\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime}\right]+(1-\rho+\beta)\left[D_{\lambda, \mu}^{m} f(z)-D_{\lambda, \mu}^{m} f(t z)\right]\right\}
\end{aligned}
$$

and

$$
\begin{align*}
E(z)= & \rho \beta z^{2}\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}-t^{2}\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime \prime}\right]+(\rho-\beta) z\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right. \\
& \left.-t\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime}\right]+(1-\rho+\beta)\left[D_{\lambda, \mu}^{m} f(z)-D_{\lambda, \mu}^{m} f(t z)\right] \tag{2.3}
\end{align*}
$$

By Lemma 2.1, (2.2) is equivalent to

$$
|F(z)+(1-\gamma) E(z)| \geq|F(z)-(1+\gamma) E(z)| \text { for } 0 \leq \gamma<1
$$

But

$$
\begin{aligned}
& |F(z)+(1-\gamma) E(z)| \\
& \geq|1-t|\left\{\begin{array}{l}
(2-\gamma)|z| \\
-\Sigma \phi^{m}(\lambda, \mu, n)|n(n-1) \rho \beta+(\rho-\beta)(n-1)+1|\left|n+u_{n}(1-\gamma)\right| a_{n}|z|^{n} \\
-k \Sigma \phi^{m}|n(n-1) \rho \beta+(\rho-\beta)(n-1)+1|\left|n-u_{n}\right| a_{n}|z|^{n}
\end{array}\right\}
\end{aligned}
$$

Also,

$$
\begin{aligned}
& |F(z)-(1+\gamma) E(z)| \\
& \leq|1-t|\left\{\begin{array}{l}
\gamma|z| \\
+\Sigma \phi^{m}(\lambda, \mu, n)|n(n-1) \rho \beta+(\rho-\beta)(n-1)+1|\left|n-u_{n}(1+\gamma)\right| a_{n}|z|^{n} \\
+k \Sigma \phi^{m}(\lambda, \mu, n)|n(n-1) \rho \beta+(\rho-\beta)(n-1)+1|\left|n-u_{n}\right| a_{n}|z|^{n}
\end{array}\right\}
\end{aligned}
$$

and so

$$
\begin{aligned}
& |F(z)+(1-\gamma) E(z)|-|F(z)-(1+\gamma) E(z)| \\
& \geq\left\{\begin{array}{l}
2(1-\gamma)|z| \\
-\sum_{n=2}^{\infty} 2 \phi^{m}(\lambda, \mu, n)\left|n(k+1)-u_{n}(k+\gamma)\right||n(n-1) \rho \beta+(\rho-\beta)(n-1)+1| a_{n}|z|^{n}
\end{array}\right\} \\
& \geq 0 \\
& \text { or } \\
& \Sigma \phi^{m}(\lambda, \mu, n)\left|n(k+1)-u_{n}(k+\gamma)\right||n(n-1) \rho \beta+(\rho-\beta)(n-1)+1| a_{n} \leq(1-\gamma)
\end{aligned}
$$

Conversely, suppose that (2.1) holds, then we must show that (2.2) is true upon choosing the values of $z$ on the positive real axis where $0 \leq z=r<1$, the above inequality reduces to

$$
\operatorname{Re}\left\{\frac{(1-\gamma)-\Sigma \phi^{m}(\lambda, \mu, n)[n(n-1) \rho \beta+(\rho-\beta)(n-1)+1]\left[n(k+1)-u_{n}(k+\gamma)\right] a_{n} z^{n-1}}{1-\Sigma \phi^{m}(\lambda, \mu, n)[n(n-1) \rho \beta+(\rho-\beta)(n-1)+1] u_{n} a_{n} z^{n-1}}\right\} \geq 0
$$

Since $\operatorname{Re}\left(-e^{i \theta}\right) \geq-\left|e^{i \theta}\right|=-1$, the above inequality reduces to $\operatorname{Re}\left\{\frac{(1-\gamma)-\sum_{n=2}^{\infty} \phi^{m}(\lambda, \mu, n)[n(n-1) \rho \beta+(\rho-\beta)(n-1)+1]\left[n(k+1)-u_{n}(k+\gamma)\right] a_{n} r^{n-1}}{1-\Sigma \phi^{m}(\lambda, \mu, n)[n(n-1) \rho \beta+(\rho-\beta)(n-1)+1] u_{n} a_{n} r^{n-1}}\right\} \geq 0$

Letting $r \rightarrow 1^{-}$, we have desired concluison.
Corollary 2.1. Let $\beta=0$ in (2.1) then we have the result for the class defined in Definition 1.2 as

$$
\sum \phi^{m}(\lambda, \mu, n)\left|n(k+1)-u_{n}(k+\gamma) \| \rho(n-1)+1\right| a_{n} \leq(1-\gamma)
$$

where $\lambda \geq \mu \geq 0, m, k \geq 0,|t| \leq 1, t \neq 1,0 \leq \gamma<1,0 \leq \rho \leq 1$, $u_{n}=1+t+\cdots+t^{n-1}$.

## Ref.

where $\lambda \geq \mu \geq 0, m, k \geq 0,|t| \leq 1, t \neq 1,0 \leq \gamma<1, u_{n}=1+t+\cdots+t^{n-1}$.
Theorem 2.2. The funciton $f(z)$ defined by (1.10) is in the class $k-\tilde{\mathcal{U}}^{m}(\alpha, \lambda, \mu, \gamma, t)$ if and only if

$$
\sum \phi^{m}(\lambda, \mu, n)\left|n(k+1)-u_{n}(k+\gamma)\right||\alpha(n-1)+1| a_{n} \leq 1-\gamma
$$

where $\lambda \geq \mu \geq 0, m, k \geq 0,|t| \leq 1, t \neq 1,0 \leq \gamma<1,0 \leq \alpha \leq 1$, $u_{n}=1+t+\cdots+t^{n-1}$.
The result is sharp for the function $f(z)$ given by

$$
f(z)=z-\sum_{n=2}^{\infty} \frac{1-\gamma}{\phi^{m}(\lambda, \mu, n)\left|n(k+1)-u_{n}(k+\gamma)\right||\alpha(n-1)+1|} z^{n}
$$

Proof. The same procedure is followed as in Theorem 2.1 to prove this result.
Corollary 2.3. Take $\alpha=0$, then we get the result as in Corollary 2.2.

## iii. Neighbourhood of the Function Class

$k-\mathcal{U}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$
Following the earlier investigations (based upon the familiar concept of neighbourhoods of analytic functions) by Goodman [7], Ruscheweyh [12], Altintas et al. ([2, 3]) and others including Srivastava et al. ([15, 16]), Orhan ([9]), Deniz et al. [6], Catas [4].
Definition 3.1. Let $\lambda \geq \mu \geq 0, m, k \geq 0,|t| \leq 1, t \neq 1,0 \leq \gamma<1, \alpha \geq 0$, $u_{n}=1+t+\cdots+t^{n-1}$ we define the $\alpha$-neighbourhood of a function $f \in A$ and denote by $N_{\alpha}(f)$ consisting of all functions $g(z)=z-\sum_{n=2}^{\infty} b_{n} z^{n} \in S$ ( $\left.b_{n} \geq 0, n \in N\right)$ satisfying
$\sum \frac{\phi^{m}(\lambda, \mu, n)\left|n(k+1)-u_{n}(k+\gamma)\right||n(n-1) \rho \beta+(\rho-\beta)(n-1)+1|}{1-\gamma}\left|a_{n}-b_{n}\right| \leq \alpha$

Theorem 3.1. Let $f \in k-\tilde{\mathcal{U}}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$ and for all real $\theta$, we have $\gamma\left(e^{i \theta}-1\right)-2 e^{i \theta} \neq 0$. For any complex number $\epsilon$ with $|\epsilon|<\alpha(\alpha \geq 0)$, if $f$ satisfies the following condition:

$$
\frac{f(z)+\epsilon z}{1+\epsilon} \in k-\tilde{\mathcal{U}}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)
$$

then $N_{\alpha}(f) \subset k-\tilde{\mathcal{U}}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$.
Proof. It is obvious that $f \in k-\tilde{\mathcal{U}}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$ if and only if

$$
\left|\frac{u(z)\left(1+k e^{i \theta}\right)-\left(k e^{i \theta}+1+\gamma\right) v(z)}{u(z)\left(1+k e^{i \theta}\right)+\left(1-k e^{i \theta}-\gamma\right) v(z)}\right|<1 \quad(-\pi<\theta<\pi)
$$

where

$$
\begin{aligned}
u(z)= & (1-t)\left[\rho \beta z^{3}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime \prime}+(2 \rho \beta+\rho-\beta) z^{2}\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}+z\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}\right] \\
v(z)= & \rho \beta z^{2}\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime \prime}-t^{2}\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime \prime}\right]+(\rho-\beta) z\left[\left(D_{\lambda, \mu}^{m} f(z)\right)^{\prime}-t\left(D_{\lambda, \mu}^{m} f(t z)\right)^{\prime}\right] \\
& +(1-\rho+\beta)\left[D_{\lambda, \mu}^{m} f(z)-D_{\lambda, \mu}^{m} f(t z)\right]
\end{aligned}
$$

for any complex number $S$ with $|S|=1$, we have

$$
\frac{u(z)\left(1+k e^{i \theta}\right)-\left(k e^{i \theta}+1+\gamma\right) v(z)}{u(z)\left(1+k e^{i \theta}\right)+\left(1-k e^{i \theta}-\gamma\right) v(z)} \neq S
$$

In other words, we must have

$$
(1-S) u(z)\left(1+k e^{i \theta}\right)-\left(k e^{i \theta}+1+\gamma-S\left(k e^{i \theta}-1+\gamma\right)\right) v(z) \neq 0
$$

which is equivalent to

$$
\begin{aligned}
& \left\{\Sigma \phi^{m}(\lambda, \mu, n)(\rho \beta(n(n-1))+(\rho-\beta)(n-1)+1)\right. \\
& z-\frac{\left.\times\left(\left(n-u_{n}\right)\left(1+k e^{i \theta}-S k e^{i \theta}\right)-S\left(n+u_{n}\right)-u_{n} \gamma(1-S)\right)\right\}}{\gamma(S-1)-2 S} a_{n} z^{n} \neq 0
\end{aligned}
$$

However, $f \in k-\tilde{\mathcal{U}}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$ if and only if $\frac{(f * h)(z)}{z} \neq 0, z \in \mathcal{U}-\{0\}$ where $h(z)=z-\sum_{n=2}^{\infty} c_{n} z^{n}$ and

$$
c_{n}=\frac{\begin{array}{l}
\left\{\sum \phi^{m}(\lambda, \mu, n)(\rho \beta(n(n-1))+(\rho-\beta)(n-1)+1)\right. \\
\left.\times\left(\left(n-u_{n}\right)\left(1+k e^{i \theta}-S k e^{i \theta}\right)-S\left(n+u_{n}\right)-u_{n} \gamma(1-S)\right)\right\}
\end{array}}{\gamma(S-1)-2 S}
$$

we note that
$\left|c_{n}\right| \leq \frac{\sum \phi^{m}(\lambda, \mu, n)|\rho \beta(n(n-1))+(\rho-\beta)(n-1)+1|\left|n(1+k)-u_{n}(k+\gamma)\right|}{1-\gamma}$

Since $\frac{f(z)+\epsilon z}{1+\epsilon} \in k-\tilde{\mathcal{U}}^{m}(\rho, \beta, \lambda, \mu, \gamma, t)$, therefore
$z^{-1}\left(\frac{f(z)+\epsilon z}{1+\epsilon} * h(z)\right) \neq 0$ which is equivalent to

$$
\begin{equation*}
\frac{(f * h)(z)}{(1+\epsilon) z}+\frac{\epsilon}{1+\epsilon} \neq 0 \tag{3.1}
\end{equation*}
$$

Now suppose that $\left|\frac{(f * h)(z)}{z}\right|<\alpha$. Then by (3.1), we must have

$$
\left|\frac{(f * h)(z)}{(1+\epsilon) z}+\frac{\epsilon}{1+\epsilon}\right| \geq \frac{|\epsilon|}{|1+\epsilon|}-\frac{1}{|1+\epsilon|}\left|\frac{(f * h)(z)}{z}\right|>\frac{|\epsilon|-\alpha}{|1+\epsilon|} \geq 0
$$

this is a contradiction by $|\epsilon|<\alpha$ and however, we have $\left|\frac{(f * h)(z)}{z}\right| \geq \alpha$. If $g(z)=z-\sum_{n=2}^{\infty} b_{n} z^{n} \in N_{\alpha}(f)$, then $\alpha-\left|\frac{(g * h)(z)}{z}\right| \leq\left|\frac{((f-g) * h)(z)}{z}\right| \leq \sum_{n=2}^{\infty}\left|a_{n}-b_{n}\right| c_{n}\left|z^{n}\right|$ $<\sum_{n=2}^{\infty} \frac{\phi^{m}(\lambda, \mu, n)|\rho \beta(n(n-1))+(\rho-\beta)(n-1)+1|\left|n(1+k)-u_{n}(k+\gamma)\right|}{1-\gamma}\left|a_{n}-b_{n}\right| \leq \alpha$

Corollary 3.1. When $\beta=0$ in Theorem 3.1, we get the result for the class $k-\tilde{\mathcal{U}}^{m}(\rho, \lambda, \mu, \gamma, t)$.
Corollary 3.2. When $\rho=1, \beta=0$ in Theorem 3.1, we get the result for the class $k-\tilde{\mathcal{U}} C^{m}(\lambda, \mu, \gamma, t)$.

Remark 3.1. Using the similar procedure, we can prove the result as in Theorem 3.1 for the class $k-\tilde{\mathcal{U}}^{m}(\alpha, \lambda, \mu, \gamma, t)$ in which $\alpha=0$ implies the result for the class $k-\tilde{\mathcal{U}} C^{m}(\lambda, \mu, \gamma, t)$.
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#### Abstract

In this paper an SEIR epidemic model with a limited resource for treatment is investigated. It is assumed that the treatment rate is proportional to the number of patients as long as this number is below a certain capacity and it becomes constant when that number of patients exceeds this capacity. Mathematical analysis is used to study the dynamic behavior of this model. Existence and stability of disease-free and endemic equilibria are investigated. It is shown that this kind of treatment rate leads to the existence of multiple endemic equilibria where the basic reproduction number plays a big role in determining their stability.
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## I. Introduction

There is a long and distinguished history of mathematical models in epidemiology, going back to the eighteenth century (Bernoulli 1760). Since that time, theoretical epidemiology has witnessed numerous developments. Some of these studies can be found in Baily (1975), Anderson and May (1991), and Hethcote (2000). A tremendous number of models have been formulated, analyzed and applied to a variety of infectious diseases qualitatively and quantitatively. Mathematical models have become important tools in analyzing the spread and control of infectious diseases. Furthermore, mathematical models now plays a key role in policy making, including health-economic aspects, emergency planning and risk assessment, control-program evaluation, and optimizing various detection. One of the fundamental results in mathematical epidemiology is that most mathematical epidemic models usually exhibit "threshold" behavior stated as follows: if the average number of secondary infections caused by an average infective, called the basic reproduction number, is less than one the disease will die out, while if it exceeds one there will be an endemic (see Driessche and Watmough, 2002, Brauer et all., 2008).

Most of the models in mathematical epidemiology are compartmental models, with the population being divided into compartments with the assumptions about the nature and time rate of transfer from one compartment to another. In this paper, an SEIR model is presented where there is an exposed period between being infected and becoming infective. Some of the research done on SEIR models can be found for example in (Zhang et all., 2006, Yi et all., 2009, Sun and Hsieh, 2010, Zhou and Cui, 2011, Shu et all. 2012). Treatment plays an

[^4]important role in controlling or decreasing the spread of diseases such as measles, flue and tuberculosis (see Hyman and Li, 1998, Fang and Thieme, 1995, Wu and Feng ,2000). More recent work on the effect of treatment on the dynamic behavior can be found in (Wang, 2006, Zhang and Liu, 2008, Kar and Baeabyal, 2010, Zhou and Cui, 2011, Wang et all., 2012). In classical epidemic models, the treatment rate is assumed to be proportional to the number of infectives, which is almost impossible in reality. In this paper, the treatment rate is assumed to be proportional to the number of infectives when the capacity of treatment is not reached, and otherwise, takes the maximal capacity (See Wang, 2006, Kar and Baeabyal, 2010).

The organization of this paper is as follows: In the next section, the mathematical model is formed and the basic reproduction number is calculated. In section 3, Equilibria of the system are found and their existence conditions are presented. In section 4 , stability of equilibria is investigated. Section 5, is devoted for the discussion of the results.

## iI. The Mathematical Model and the Basic Reproduction Number

To construct the SEIR model, we will divide the total population into four epidemiological classes which are succeptibles $(S)$, exposed $(E)$ infectious $(I)$ and recovered $(R)$. The model to be studied is of the following form:

$$
\begin{align*}
\frac{d S}{d t} & =A-\beta S I-\mu S \\
\frac{d E}{d t} & =\beta S I-(\mu+\varepsilon) E \\
\frac{d I}{d t} & =\varepsilon E-(\mu+r+d) I-T(t)  \tag{1}\\
\frac{d R}{d t} & =r I-\mu R+T(t)
\end{align*}
$$

where $A$ is the recruitment rate, $\beta$ is the infection rate, $\mu$ is the natural death rate, $\varepsilon$ is the progression rate to symptoms development( the rate at which an infected individual becomes infectious per unit time), $r$ is the removal rate( the rate at which an infectious individual recovers per unit time), $d$ is the disease-related death and $T(t)$ is the treatment rate function. In this paper the treatment function is defined by

$$
T(I)=\left\{\begin{array}{cc}
c I & \text { if } 0 \leq I \leq I_{o} \\
k & \text { if } I>I_{o}
\end{array}\right.
$$

where $k=c I_{o}$. This means that the treatment rate is proportional to the number of infected people as long as the number of infectives is less than or equal to a fixed value $I_{o}$ but after that the treatment rate becomes constant. This type of treatment is more realistic when patients have to be hospitalized and the number of beds is limited. This is also true for the case where the medications are not sufficient.(See Wang, 2006, Kar and Batabyal, 2010)

The variable $R$ does not appear in the first three equations of (1), so it is enough to analyze the following reduced system

$$
\frac{d S}{d t}=A-\beta S I-\mu S
$$

$$
\begin{align*}
\frac{d E}{d t} & =\beta S I-(\mu+\varepsilon) E  \tag{2}\\
\frac{d I}{d t} & =\varepsilon E-(\mu+r+d) I-T(t)
\end{align*}
$$

It follows from system (2) that $(S+E+I)^{\prime}=A-\mu(S+E+I)-T(t) \leq A-\mu(S+E+I)$
Then $\lim _{n \rightarrow \infty} \sup (S+E+I) \leq \frac{A}{\mu}$. So the feasible region for system (2) is

$$
\Omega=\left\{(S, E, I): S+E+I \leq \frac{A}{\mu}, S>0, E \geq 0, I \geq 0\right\}
$$

The region $\Omega$ is positively invariant with respect to system (2). Hence, system (2) is considered mathematically and epidemiologically well posed in $\Omega$.

Now, the basic reproduction number $R_{o}$ will be found by using the method of next generation matrix found in Driessche and Watmough, 2002.

System (2) always has the disease-free equilibrium $X_{o}=\left(\frac{A}{\mu}, 0,0\right)$. Near this disease free equilibrium $I$ has to be less than $I_{o}$, so system (2) becomes

$$
\begin{align*}
\frac{d S}{d t} & =A-\beta S I-\mu S \\
\frac{d E}{d t} & =\beta S I-(\mu+\varepsilon) E  \tag{3}\\
\frac{d I}{d t} & =\varepsilon E-(\mu+r+d+c) I
\end{align*}
$$

Let $X=(E, I, S)^{T}$. System (3) can be written as

$$
\frac{d X}{d t}=\mathcal{F}(X)-\mathcal{V}(X)
$$

where

$$
\mathcal{F}(X)=\left(\begin{array}{c}
\beta S I \\
0 \\
0
\end{array}\right), \mathcal{V}(X)=\left(\begin{array}{c}
(\mu+\varepsilon) E \\
-\varepsilon E+(\mu+r+d+c) I \\
-A+\beta S I+\mu S
\end{array}\right)
$$

The Jacobian matrices of $\mathcal{F}(X)$ and $\mathcal{V}(X)$ at the disease free equilibrium $X_{o}$ are, respectively,

$$
D \mathcal{F}\left(X_{o}\right)=\left(\begin{array}{cc}
F & 0 \\
0 & 0
\end{array}\right), D \mathcal{V}\left(X_{o}\right)=\left(\begin{array}{cc}
V & 0 \\
J_{1} & J_{2}
\end{array}\right)
$$

$$
\begin{gathered}
\text { where } F=\left(\begin{array}{cc}
0 & \frac{\beta A}{\mu} \\
0 & 0
\end{array}\right) \text { and } V=\left(\begin{array}{cc}
\mu+\varepsilon & 0 \\
-\varepsilon & \mu+r+d+c
\end{array}\right) \\
F V^{-1}=\left(\begin{array}{cc}
\frac{\varepsilon \beta A}{\mu(\mu+\varepsilon)(\mu+r+d+c)} & \frac{\beta A}{\mu(\mu+r+d+c)} \\
0 & 0
\end{array}\right) \text { is the next generation matrix of system (2). }
\end{gathered}
$$ The spectral radius of $F V^{-1}$ is

$$
\rho\left(F V^{-1}\right)=\frac{\varepsilon \beta A}{\mu(\mu+\varepsilon)(\mu+r+d+c)}
$$

Hence, the basic reproduction number of system (2) is given by

$$
R_{o}=\frac{\varepsilon \beta A}{\mu(\mu+\varepsilon)(\mu+r+d+c)}
$$

## iil. Equilibria

In this section, equilibria of system (2) will be found and discussed.

When $0<I \leq I_{o}$, system (4) becomes

$$
\begin{align*}
A-\beta S I-\mu S & =0 \\
\beta S I-(\mu+\varepsilon) E & =0  \tag{5}\\
\varepsilon E-(\mu+r+d+c) I & =0
\end{align*}
$$

$$
\begin{equation*}
\varepsilon E-(\mu+r+d) I-T(I)=0 \tag{4}
\end{equation*}
$$

When $I>I_{o}$, system (4) becomes

$$
\begin{align*}
A-\beta S I-\mu S & =0 \\
\beta S I-(\mu+\varepsilon) E & =0  \tag{6}\\
\varepsilon E-(\mu+r+d) I-k & =0
\end{align*}
$$

If $R_{o}>1$, system (5) admits a unique positive solution $X^{*}=\left(S^{*}, E^{*}, I^{*}\right)$ given by $S^{*}=\frac{A}{\mu+\beta I^{*}}=\frac{A}{\mu R_{o}}$
$E^{*}=\frac{A}{\mu+\varepsilon}-\frac{\mu(\mu+r+d+c)}{\beta \varepsilon}=\frac{\mu(\mu+r+d+c)}{\beta \varepsilon}\left(R_{o}-1\right)$
$I^{*}=\frac{\mu}{\beta}\left(R_{o}-1\right)$
$I^{*} \leq I_{o}$ if and only if $R_{o} \leq 1+\frac{\beta I_{o}}{\mu} \triangleq P_{o}$
So, $X^{*}$ is an endemic equilibrium of system (2) if and only if $1<R_{o} \leq P_{o}$.
In order to obtain positive solutions of system (6), we solve $S$ from the first equation of (6) to get $S=\frac{A}{\mu+\beta I}$. We also solve $E$ from the thirds equation to get $E=\frac{\mu+r+d}{\varepsilon} I+\frac{k}{\varepsilon}$. Substitute into the second equation of (6), we have

$$
\begin{equation*}
a I^{2}+b I+c=0 \tag{7}
\end{equation*}
$$

where
$a=\beta(\mu+\varepsilon)(\mu+r+d)>0$
$b=(\mu+\varepsilon)(\mu(\mu+r+d)+\beta k)-\varepsilon \beta A$
$=(\mu+\varepsilon)\left(\mu(\mu+r+d)+\beta k-\mu(\mu+r+d+c) R_{o}\right)$
$c=\mu k(\mu+\varepsilon)>0$
Let the discriminant of (7) be $\Delta=b^{2}-4 a c$.
If $b \geq 0$, then (7) has no positive solution. Also if $\Delta<0$, then (7) has no real solution. So we see that if $b<0$ and $\Delta \geq 0$, than (7) has two positive solutions.
$\Delta \geq 0$ is equivalent to $\left[(\mu+\varepsilon)\left(\mu(\mu+r+d)+\beta k-\mu(\mu+r+d+c) R_{o}\right)\right]^{2}$
$\geq 4 \mu \beta k(\mu+\varepsilon)^{2}(\mu+r+d)$
i.e., $R_{o} \leq 1+\frac{\beta k-\mu c}{\mu(\mu+r+d+c)}-2 \frac{\sqrt{\mu \beta k(\mu+r+d)}}{\mu(\mu+r+d+c)}$
or $R_{o} \geq 1+\frac{\beta k-\mu c}{\mu(\mu+r+d+c)}+2 \frac{\sqrt{\mu \beta k(\mu+r+d)}}{\mu(\mu+r+d+c)} \stackrel{\Delta}{=} P_{1}$
Note that $b<0$ is equivalent to $R_{o}>1+\frac{\beta k-\mu c}{\mu(\mu+r+d+c)}$
Therefore, (7) has two positive solutions $I_{1}$ and $I_{2}$ if $R_{o} \geq P_{1}$ where
$I_{1}=\frac{-b-\sqrt{\Delta}}{2 \beta(\mu+\varepsilon)(\mu+r+d)}$ and $I_{2}=\frac{-b+\sqrt{\Delta}}{2 \beta(\mu+\varepsilon)(\mu+r+d)}$
Set $S_{1}=\frac{A}{\mu+\beta I_{1}}$ and $S_{2}=\frac{A}{\mu+\beta I_{2}}$
$E_{1}=E_{2}=\frac{A}{\mu+\varepsilon}-\frac{\mu(\mu+r+d+c)}{\beta \varepsilon}=\frac{\mu(\mu+r+d+c)}{\beta \varepsilon}\left(R_{o}-1\right)$
Then $X_{i}=\left(S_{i}, E_{i}, I_{i}\right), i=1,2$ are endemic equilibria of (2) if $I_{i}>I_{o}$.
$I_{1}>I_{o}$ if and only if $-b-\sqrt{\Delta}>2 \beta(\mu+\varepsilon)(\mu+r+d) I_{o}$
This implies that $b+2 \beta(\mu+\varepsilon)(\mu+r+d) I_{o}<0$
It follows from the definition of $b$ that
$R_{o}>1+\frac{\beta k-\mu c}{\mu(\mu+r+d+c)}+\frac{2 \beta(\mu+r+d) I_{o}}{\mu(\mu+r+d+c)} \triangleq P_{2}$
By a similar argument we see that $I_{2}<I_{o}$ if and only if $R_{o}<P_{2}$.
We summarize the above discussion in the following theorem
Theorem 1 Let $P_{o}=1+\frac{\beta I_{o}}{\mu}, P_{1}=1+\frac{\beta k-\mu c}{\mu(\mu+r+d+c)}+2 \frac{\sqrt{\mu \beta k(\mu+r+d)}}{\mu(\mu+r+d+c)}$ and $P_{2}=1+\frac{\beta k-\mu c}{\mu(\mu+r+d+c)}+$ $\frac{2 \beta(\mu+r+d) I_{o}}{\mu(\mu+r+d+c)}$.

1. System (2) always have the disease-free equilibrium $X_{o}=\left(\frac{A}{\mu}, 0,0\right)$.
2. The endemic equilibrium $X^{*}=\left(S^{*}, E^{*}, I^{*}\right)$ of system (2) exists if and only if $1<R_{o} \leq$ $P_{o}$
3. Two more endemic equilibria $X_{i}=\left(S_{i}, E_{i}, I_{i}\right), i=1,2$ of system (2) exist if and only if $R_{o} \geq P_{1}$ and $R_{o}>P_{2}$

## IV. Stability of Equilibria

 about the local stability of these equilibria.
## a) Disease-free equilibrium $X_{o}$

The Jacobian matrix evaluated at $X_{o}$ is

$$
J\left(X_{o}\right)=\left(\begin{array}{ccc}
-\mu & 0 & -\frac{\beta A}{\mu} \\
0 & -(\mu+\varepsilon) & 0 \\
0 & \varepsilon & -(\mu+r+d+c)
\end{array}\right)
$$

and the eigenvalues are $-\mu,-(\mu+\varepsilon)$ and $-(\mu+r+d+c)$ which are all negative. So we have the following result

Lemma 2 The disease-free equilibrium $X_{o}$ is locally asymptotically stable.
To investigate the global stability of $X_{o}$, consider the Lyapunov function $L=\varepsilon E+$ $(\mu+\epsilon) I$

$$
\begin{aligned}
& \frac{d L}{d t}=\varepsilon \frac{d E}{d t}+(\mu+\epsilon) \frac{d I}{d t}=(\epsilon \beta S-(\mu+\epsilon)(\mu+r+d+c)) I \\
& \leq\left(\frac{\epsilon \beta A}{\mu}-(\mu+\epsilon)(\mu+r+d+c)\right) I=(\mu+\epsilon)(\mu+r+d+c)\left(R_{o}-1\right) I \leq 0 \text { if } R_{o}<1
\end{aligned}
$$

The maximal compact invariant set in $\left\{(S, E, I) \in \Omega: \frac{d L}{d t}=0\right\}$ is the singleton $\left\{X_{o}\right\}$. Using Lasalle's invariance principle (Edelstein-Kesher, 2005), we have the following theorem Theorem 3 If $R_{o}<1$, the disease-free equilibrium $X_{o}$ is globally asymptotically stable and the disease dies out. But if $R_{o}>1$, then $X_{o}$ is unstable.

## b) Endemic equilibrium $X^{*}$

The Jacobian matrix evaluated at $X^{*}$ is

$$
\begin{aligned}
& J\left(X^{*}\right)=\left(\begin{array}{ccc}
-\beta I^{*}-\mu & 0 & -\beta S^{*} \\
\beta I^{*} & -(\mu+\varepsilon) & 0 \\
0 & \varepsilon & -(\mu+r+d+c)
\end{array}\right) \\
& =\left(\begin{array}{ccc}
-\mu R_{o} & 0 & -\frac{\beta A}{\mu R_{o}} \\
\mu\left(R_{o}-1\right) & -(\mu+\varepsilon) & 0 \\
0 & \varepsilon & -(\mu+r+d+c)
\end{array}\right)
\end{aligned}
$$

The characteristic polynomial of $J\left(X^{*}\right)$ is given by

$$
\lambda^{3}+a_{1} \lambda^{2}+a_{2} \lambda+a_{3}=0
$$

where

$$
\begin{aligned}
& a_{1}=2 \mu+r+d+c+\varepsilon+\mu R_{o} \\
& a_{2}=\left(\mu+\varepsilon+\mu R_{o}\right)(\mu+r+d+c)+\mu R_{o}(\mu+\varepsilon) \\
& a_{3}=\mu(\mu+\varepsilon)(\mu+r+d+c) R_{o}+\varepsilon \beta A \frac{\left(R_{o}-1\right)}{R_{o}} \\
& =2 \mu(\mu+\varepsilon)(\mu+r+d+c) R_{o}-\mu(\mu+\varepsilon)(\mu+r+d+c)
\end{aligned}
$$

Clearly, $a_{1}>0$ and if $R_{o}>1$ then $a_{3}>0$.

$$
a_{1} a_{2}-a_{3}=\left(2 \mu+r+d+c+\varepsilon+\mu R_{o}\right)\left(\left(\mu+\varepsilon+\mu R_{o}\right)(\mu+r+d+c)+\mu R_{o}(\mu+\varepsilon)\right)+
$$

$$
\mu(\mu+\varepsilon)(\mu+r+d+c)-2 \mu(\mu+\varepsilon)(\mu+r+d+c) R_{o}>0 .
$$

Therefore, by Routh-Herwitz criteria, we conclude that the eigenvalues of $J\left(X^{*}\right)$ are all negative when $R_{o}>1$. So, we have the following result

Lemma 4 If $R_{o}>1$, then the endemic equilibrium $X^{*}$ is locally asymptotically stable.
Now, we will investigate the global stability of $X^{*}$. To do so, we consider the following Lyapunov function

$$
L=\left(S-S^{*}-S^{*} \ln \frac{S}{S^{*}}\right)+\left(E-E^{*}-E^{*} \ln \frac{E}{E^{*}}\right)+\frac{\mu+\varepsilon}{\varepsilon}\left(I-I^{*}-I^{*} \ln \frac{I}{I^{*}}\right)
$$

Thus

$$
\frac{d V}{d t}=\left(1-\frac{S^{*}}{S}\right) \frac{d S}{d t}+\left(1-\frac{E^{*}}{E}\right) \frac{d E}{d t}+\frac{\mu+\varepsilon}{\varepsilon}\left(1-\frac{I^{*}}{I}\right) \frac{d I}{d t}
$$

Substituting the expressions of the derivatives from system (2) and using the relation

$$
A=\beta S^{*} I^{*}+\mu S^{*}
$$

we get

$$
\begin{aligned}
& \frac{d V}{d t}=\left(1-\frac{S^{*}}{S}\right)\left[-\mu\left(S-S^{*}\right)+\beta S^{*} I^{*}-\beta S I\right]+\left(1-\frac{E^{*}}{E}\right)[\beta S I-(\mu+\varepsilon) E] \\
& +\frac{\mu+\varepsilon}{\varepsilon}\left(1-\frac{I^{*}}{I}\right)[\varepsilon E-(\mu+r+d+c) I] \\
& =-\mu \frac{\left(S-S^{*}\right)^{2}}{S}+\beta S^{*} I^{*}-\beta S^{*} I^{*} \frac{S^{*}}{S}+\beta S^{*} I-\beta S I \frac{E^{*}}{E}+(\mu+\varepsilon) E^{*}-(\mu+\varepsilon) E \frac{I^{*}}{I} \\
& -\frac{\mu+\varepsilon}{\varepsilon}(\mu+r+d+c) I+\frac{\mu+\varepsilon}{\varepsilon}(\mu+r+d+c) I^{*}
\end{aligned}
$$

Note that

$$
\varepsilon E^{*}=(\mu+r+d+c) I^{*}
$$

This implies that

$$
\beta S^{*} I-\frac{\mu+\varepsilon}{\varepsilon}(\mu+r+d+c) I=\beta S^{*} I-(\mu+\varepsilon) E^{*} \frac{I}{I^{*}}=\left[\beta S^{*} I^{*}-(\mu+\varepsilon) E^{*}\right] \frac{I}{I^{*}}=0
$$

So

$$
\begin{aligned}
& \frac{d V}{d t}=-\mu \frac{\left(S-S^{*}\right)^{2}}{S}+3(\mu+\varepsilon) E^{*}-\beta S^{*} I^{*} \frac{S^{*}}{S}-\beta S I \frac{E^{*}}{E}-(\mu+\varepsilon) E \frac{I^{*}}{I} \\
& =-\mu \frac{\left(S-S^{*}\right)^{2}}{S}+(\mu+\varepsilon) E^{*}\left(3-\frac{S^{*}}{S}-\frac{S E^{*} I}{S^{*} E I^{*}}-\frac{E I^{*}}{E^{*} I}\right) \leq 0
\end{aligned}
$$

since the arithmetic mean is greater than or equal to the geometric mean of the quantities $\frac{S^{*}}{S}, \frac{S E^{*} I}{S^{*} E I^{*}}, \frac{E I^{*}}{E^{*} I}$. i.e., $\frac{S^{*}}{S}+\frac{S E^{*} I}{S^{*} E I^{*}}+\frac{E I^{*}}{E^{*} I}-3 \geq 0$.Then $\frac{d V}{d t}=0$ holds only when $S=S^{*}, E=E^{*}$ and $I=I^{*}$. So the maximal compact invariant set in $\left\{(S, E, I) \in \Omega: \frac{d L}{d t}=0\right\}$ is the singleton $\left\{X^{*}\right\}$. Using Lasalle's invariance principle, we have the following theorem

Theorem 5 If $R_{o}>1$, the endemic equilibrium $X^{*}$ is globally asymptotically stable
c) Endemic equilibria $X_{1}$ and $X_{2}$

By analyzing the Jacobian matrix at these equilibria we find that

$$
J\left(X_{1}\right)=\left(\begin{array}{ccc}
-\beta I_{1}-\mu & 0 & -\beta S_{1} \\
\beta I_{1} & -(\mu+\varepsilon) & 0 \\
0 & \varepsilon & -(\mu+r+d)
\end{array}\right)=\left(\begin{array}{ccc}
-\frac{A}{S_{1}} & 0 & -\beta S_{1} \\
\beta I_{1} & -\frac{\beta S_{1} I_{1}}{E_{1}} & 0 \\
0 & \varepsilon & \frac{k-\varepsilon E_{1}}{I_{1}}
\end{array}\right)
$$

The second additive compound matrix of $J\left(X_{1}\right)$ is given by

$$
J\left(X_{1}\right)^{[2]}=\left(\begin{array}{ccc}
-\beta I_{1}-\mu-(\mu+\varepsilon) & 0 & \beta S_{1} \\
\varepsilon & -\beta I_{1}-\mu-(\mu+r+d) & 0 \\
0 & \beta I_{1} & -(\mu+\varepsilon)-(\mu+r+d)
\end{array}\right)
$$

For the local stability of $X_{1}$ we need the following lemma (See Arino et all., 2003, McCluskey and Driessche, 2004, Cai et all., 2008)
Lemma 6 Let $M$ be a $3 \times 3$ real matrix. If $\operatorname{tr}(M)$, $\operatorname{det}(M)$ and $\operatorname{det}\left(M^{[2]}\right)$ are all negative, then all of the eigenvalues of $M$ have negative real parts.

Now clearly $\operatorname{tr}\left(J\left(X_{1}\right)\right)<0$

$$
\begin{aligned}
& \quad \operatorname{det}\left(J\left(X_{1}\right)\right)=-\frac{1}{E_{1}}\left(A \beta \varepsilon E_{1}-A k \beta+\beta^{2} \varepsilon E_{1} I_{1} S_{1}\right)<0 \text { since } \varepsilon E_{1}-k>0 \\
& \operatorname{det}\left(J\left(X_{1}\right)^{[2]}\right)=\left[-\beta I_{1}-\mu-(\mu+\varepsilon)\right]\left[-\beta I_{1}-\mu-(\mu+r+d)\right][-(\mu+\varepsilon)-(\mu+r+d)]+ \\
& \varepsilon \beta^{2} S_{1} I_{1}
\end{aligned}
$$

We can see that $\operatorname{det}\left(J\left(X_{1}\right)^{[2]}\right)<0$ if $\beta^{2} I_{1}^{2}(\varepsilon+2 \mu+r+d)>\varepsilon \beta^{2} S_{1} I_{1}$
The same argument can be used for $X_{2}$ as well.
So, we have the following result
Theorem 7 The endemic equilibria $X_{i} i=1,2$ are locally asymptotically stable if

$$
\frac{S_{i}}{I_{i}}<1+\frac{2 \mu+r+d}{\varepsilon}
$$

## V. Discussion

In this paper an SEIR epidemic model is proposed to simulate the limited resources for the treatment of patients, which can occur as a consequence of lack of medications or limited beds in hospitals. This model was studied theoretically, and it was found that the dynamic behavior of the model can be determined by its basic reproduction number $R_{o}$. When $R_{o}<1$, there exists no positve equilibrium and the disease-free equilibrium is globally asymptotically stable, that is the disease dies out. But when $R_{o}>1$ the disease-free equilinrium becomes unstable and the disease persists. It was shown that this kind of treatment rate results in the existence of multiple endemic equilibria. An endemic equilibrium $X^{*}$ exists when $1<R_{o} \leq$ $P_{o}$ in which case it will be globally asymptotically stable. Two more endemic equilibria $X_{1}$ and $X_{2}$ exist when $R_{o} \geq P_{1}$ and $R_{o}>P_{2}$. These equilibria are locally asymptotically stable if the ratio $\frac{S_{i}}{I_{i}}$ is less than the quantity $1+\frac{2 \mu+r+d}{\varepsilon}$.
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## I. Introduction

An $n$-dimensional Lorentzian manifold $M$ is smooth connected para contact Hausdorff manifold with Lorentzian metric $g$, i.e., $M$ admits a smooth symmetric tensor field $g$ of type $(0,2)$ such that for each point $p \in M$, the tensor $g_{p}: T_{p} M \times T_{p} M \rightarrow \Re$ is a non degenerate inner product of signature $(-,+, \ldots .++)$ where $T_{p} M$ denotes the tangent space of $M$ at $p$ and $\mathfrak{R}$ is the real number space. A non-zero vector $v \in\left(T_{p} M\right)$ is said to be time like (res., non-space like, null, space like) if it satisfies $g_{p}(v, v)<0($ resp., $\leq 0,=0,>0)$ (see [2]).

Definition1.1. In a Lorentzian manifold $(M, g)$ a vector field $P$ defined by

$$
g(X, P)=A(X)
$$

for any vector field $X \in \chi(M)$ is said to be concircular vector field if

$$
\left(\nabla_{X} A\right)(Y)=\alpha[g(X, Y)+\omega(X) A(Y)]
$$

where $\alpha$ is a non zero scalar function, $A$ is a 1 -form and $\omega$ is a closed 1 -form.
Let $M^{n}$ be a Lorentzian manifold admitting a unit time like concircular vector field $\xi$, called the characteristic vector field of the manifold. Then we have

$$
\begin{equation*}
g(\xi, \xi)=-1 \tag{1.1}
\end{equation*}
$$

[^5]Since $\xi$ is the unit concircular vector field, there exist a non zero 1-form $\eta$ such that

$$
\begin{equation*}
g(X, \xi)=\eta(X) \tag{1.2}
\end{equation*}
$$

the equation(1.2) of the following form holds

$$
\begin{equation*}
\left(\nabla_{X} \eta\right)(Y)=\alpha[g(X, Y)+\eta(X) \eta(Y)](\alpha \neq 0) \tag{1.3}
\end{equation*}
$$

for all vector field $X, Y$, where $\nabla$ denotes the operator of covariant differentiation with respect to Lorentzian metric $g$ and $\alpha$ is a non zero scalar function satisfying

$$
\begin{equation*}
\left(\nabla_{X} \alpha\right)=(X \alpha)=\rho \eta(X) \tag{1.4}
\end{equation*}
$$

where $\rho$ being a scalar function. If we put

$$
\begin{equation*}
\phi X=\frac{1}{\alpha} \nabla_{X} \xi \tag{1.5}
\end{equation*}
$$

then from (1.3) and (1.5), we have

$$
\begin{equation*}
\phi^{2} X=X+\eta(X) \xi, \tag{1.6}
\end{equation*}
$$

from which it follows that $\phi$ is a symmetric ( 1,1 ) -tensor. Thus the Lorentzian manifold $M^{n}$ together with unit time like concircular vector field $\xi$, its associate 1 -form $\eta$ and (1,1)-tensor field $\phi$ is said to be (LCS) $n$-manifold. Especially, if we take $\alpha=1$, then the manifold becomes LP-Sasakian structure of Matsumoto (see [3]).

The $D$-conformal curvature tensor $B$ (see [4]), projective curvature tensor $P$, concircular curvature tensor $C$ (see [5]) on a Riemannian manifold ( $\left.M^{n}, g\right),(n>4)$ are defined as

$$
B(X, Y) Z=R(X, Y) Z+\frac{1}{n-3)}\left[\begin{array}{l}
S(X, Z) Y-S(Y, Z) X+g(X, Z) Q Y-g(Y, Z) Q X-S(X, Z) \eta(Y) \xi \\
+S(Y, Z) \eta(X) \xi-\eta(X) \eta(Z) Q Y+\eta(Y) \eta(Z) Q X
\end{array}\right]
$$

$$
-\frac{(k-2)}{(n-3)}\{g(X, Z) Y-g(Y, Z) X\}+\frac{k}{(n-3)}\left\{\begin{array}{l}
g(X, Z) \eta(Y) \xi-g(Y, Z) \eta(X) \xi  \tag{1.7}\\
+\eta(X) \eta(Z) Y-\eta(Y) \eta(Z) X
\end{array}\right\}
$$

$$
\begin{align*}
& P(X, Y) Z=R(X, Y) Z-\frac{1}{(n-1)}\{S(Y, Z) X-S(X, Z) Y\}  \tag{1.8}\\
& C(X, Y) Z=R(X, Y) Z-\frac{r}{n(n-1)}\{g(Y, Z) X-g(X, Z) Y\} \tag{1.9}
\end{align*}
$$

respectively, where $r$ is the scalar curvature, $Q$ is the Ricci tensor and $k=\frac{(r+2)(n-1)}{(n-2)}$.

## iI. Preliminaries

A differentiable manifold $M$ of dimension $n$ is called (LCS) $n$-manifold if it admits a ( 1,1 ) tensor $\phi$, a contravarient vector field $\xi$, a covariant vector field $\eta$ and a Lorentzian metric $g$ which satisfy the following.

$$
\begin{align*}
& \eta(\xi)=-1  \tag{2.1}\\
& \phi^{2}=I+\eta \otimes \xi \tag{2.2}
\end{align*}
$$

$$
\begin{equation*}
g(\phi X, \phi Y)=g(X, Y)+\eta(X) \eta(Y) \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
g(X, \xi)=\eta(X) \tag{2.4}
\end{equation*}
$$

$$
\begin{equation*}
\phi \xi=0, \quad \eta(\phi X)=0 \tag{2.5}
\end{equation*}
$$

for all $X, Y \in T M$. Also in a $(L C S) n$-manifold the following relations are satisfied (see[4]).

$$
\begin{align*}
& \eta(R(X, Y) Z)=\left(\alpha^{2}-\rho\right)[g(Y, Z) \eta(X)-g(X, Z) \eta(Y)]  \tag{2.6}\\
& R(X, Y) \xi=\left(\alpha^{2}-\rho\right)[\eta(Y) X-\eta(X) Y]  \tag{2.7}\\
& R(\xi, X) Y=\left(\alpha^{2}-\rho\right)[g(X, Y) \xi-\eta(Y) X]  \tag{2.8}\\
& R(\xi, X) \xi=\left(\alpha^{2}-\rho\right)[\eta(X) \xi+X] \tag{2.9}
\end{align*}
$$

$$
\begin{equation*}
\left(\nabla_{X} \phi\right)(Y)=\alpha[g(X, Y) \xi+2 \eta(X) \eta(Y) \xi+\eta(Y) X] \tag{2.10}
\end{equation*}
$$

$$
\begin{equation*}
S(X, \xi)=(n-1)\left(\alpha^{2}-\rho\right) \eta(X) \tag{2.11}
\end{equation*}
$$

$$
\begin{equation*}
S(\phi X, \phi Y)=S(X, Y)+(n-1)\left(\alpha^{2}-\rho\right) \eta(X) \eta(Y) \tag{2.12}
\end{equation*}
$$

$$
(X \rho)=d \rho(X)=\beta \eta(X)
$$

Definition.2.1.A Lorentzian concircular structure manifold is said to be $\eta$-Einstein if the Ricci operator $Q$ satisfies

$$
Q=a I d+b \eta \otimes \xi,
$$

where $a$ and $b$ are smooth functions on the manifolds, In particular if $b=0$, then $M$ is an Einstein manifold.

## iII. Main Results

Theorem 3.1.There is no $(L C S)_{n}$ - manifold that satisfying $B(X, Y) Z=0$.
Proof. Assume that in a $(L C S)_{n}$-manifold

$$
\begin{equation*}
B(X, Y) Z=0 . \tag{3.1}
\end{equation*}
$$

Then it is follows from (1.7) and (3.1) that

$$
\begin{align*}
R(X, Y) Z= & -\frac{1}{(n-3)}\left[\begin{array}{l}
S(X, Z) Y-S(Y, Z) X+g(X, Z) Q Y-g(Y, Z) Q X \\
-S(X, Z) \eta(Y) \xi+S(Y, Z) \eta(X) \xi-\eta(X) \eta(Z) Q Y \\
+\eta(Y) \eta(Z) Q X
\end{array}\right]  \tag{3.2}\\
& +\frac{(k-2)}{(n-3)}\{g(X, Z) Y-g(Y, Z) X\}-\frac{k}{(n-3)}\left\{\begin{array}{l}
g(X, Z) \eta(Y) \xi-g(Y, Z) \eta(X) \xi \\
+\eta(X) \eta(Z) Y-\eta(Y) \eta(Z) X
\end{array}\right\}
\end{align*}
$$

It can also written as

$$
\begin{align*}
g(R(X, Y) Z, U)= & -\frac{1}{(n-3)}\left[\begin{array}{l}
S(X, Z) g(Y, U)-S(Y, Z) g(X, U)+g(X, Z) S(Y, U) \\
-g(Y, Z) S(X, U)-S(X, Z) \eta(Y) \eta(U)+S(Y, Z) \eta(X) \eta(U) \\
-\eta(X) \eta(Z) S(Y, U)+\eta(Y) \eta(Z) S(X, U)
\end{array}\right] \\
& +\frac{(k-2)}{(n-3)}\{g(X, Z) g(Y, U)-g(Y, Z) g(X, U)\}  \tag{3.3}\\
& -\frac{k}{(n-3)}\left\{\begin{array}{l}
g(X, Z) \eta(Y) \eta(U)-g(Y, Z) \eta(X) \eta(U) \\
+\eta(X) \eta(Z) g(Y, U)-\eta(Y) \eta(Z) g(X, U)
\end{array}\right\}
\end{align*}
$$

Taking $X=U=\xi$ in (3.3) and using (2.1) (2.4) and (2.11), it becomes

$$
\begin{equation*}
\left[\frac{\left(\rho-\alpha^{2}\right)(5 n+3)+2(k-1)}{(n-3)}\right]\{g(Y, Z)+\eta(Y) \eta(Z)\}=0 \tag{3.4}
\end{equation*}
$$

Then (3.4) implies that

$$
\begin{equation*}
g(Y, Z)+\eta(Y) \eta(Z)=0 . \tag{3.5}
\end{equation*}
$$

From (3.5) and (2.3) it is seen that $g(\phi Y, \phi Z)=0$, however, as this is not possible.
This proves the theorem3.1.
Theorem3.2. A Ricci $D$-conformal semi-symmetric $(L C S)_{n}$-manifold is an Einstein manifold with scalar curvature $r=2 n^{2}\left(\alpha^{2}-\rho\right)$.

Proof. From (1.7) by virtue of (2.6) and (2.11), we obtain

$$
\begin{equation*}
\eta\left(B(X, Y) Z=\left[\left(\alpha^{2}-\rho\right)+\frac{(k-2)}{(n-3)}\right]\{g(Y, Z) \eta(X)-g(X, Z) \eta(Y)\}\right. \tag{3.6}
\end{equation*}
$$

From (3.6), it follows that

$$
\begin{equation*}
\eta(R(X, Y) \xi)=0 . \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta\left(B(\xi, Y) Z=\left[\left(\alpha^{2}-\rho\right)+\frac{(k-2)}{(n-3)}\right]\{-g(Y, Z)-\eta(Y) \eta(Z)\}\right. \tag{3.8}
\end{equation*}
$$

Assume that $M^{n}$ is a Lorentzian concircular manifold satisfies the condition

$$
\begin{equation*}
B(X, Y) S(Z, W)=0 \tag{3.9}
\end{equation*}
$$

From (3.9), it is obtained that

$$
\begin{equation*}
S(B(X, Y) Z, W)+S(Z, B(X, Y) W)=0 \tag{3.10}
\end{equation*}
$$

Taking $X=W=\xi$ in (3.10) and using (3.6) (3.7) (3.8) and (2.11), we get

$$
\begin{equation*}
S(Y, Z)=2 n\left(\alpha^{2}-\rho\right) g(Y, Z) \tag{3.11}
\end{equation*}
$$

This proves the theorem3.2.

Definition 3.1.A Riemannian manifold $\left(M^{n}, g\right)$ is termed as Ricci $D$-conformal semi-symmetric if $B(X, Y) S=0$.

Theorem3.3. There is no $(L C S)_{n}$-manifold that satisfying $R(X, Y) B=0$.
Proof. Assume that in a $(L C S)_{n}$-manifold satisfies the conditions $R(\xi, Y) B=0$., then it is expressed as

$$
\begin{equation*}
R(X, Y) B(Z, V) W-B(R(X, Y) Z, V) W-B(Z, R(X, Y) V) W-B(Z, V) R(X, Y) W=0 \tag{3.12}
\end{equation*}
$$

for all vector field $X, Y, Z, V$ and $W$ on $M^{n}$.
For $X=\xi$, it is follows from (2.8) and (3.12) that

$$
\left(\alpha^{2}-\rho\right)\left[\begin{array}{l}
B(Z, V, W, Y)-\eta(B(Z, V) W) \eta(Y)-g(Y, Z) \eta(B(\xi, V) W)+\eta(Z) \eta(B(Y, V) W)  \tag{3.13}\\
-g(Y, V) \eta(B(Z, \xi) W)+\eta(V) \eta(B(Z, Y) W)-g(Y, W) \eta(B(Z, V) \xi)+\eta(W) \eta(B(Z, V) Y
\end{array}\right]=0
$$

In fact $Y=Z$ in (3.13) and by use of (3.6) (3.7) and (3.8) we have

$$
\begin{equation*}
\left(\alpha^{2}-\rho\right)[B(Z, V, W, Y)-g(Z, Z) \eta(B(\xi, V) W)-g(Z, W) \eta(B(Z, V) \xi) W)+\eta(W) \eta(B(Z, V) Z]=0 \tag{3.14}
\end{equation*}
$$

From (3.14), by contracting we get

$$
\left[\frac{-2(n-3)\left(\rho-\alpha^{2}\right)^{2}-2\left(\alpha^{2}-\rho\right)(k-1)}{(n-3)}\right]\{g(V, W)+\eta(V) \eta(W)\}=0
$$

This implies that $g(V, W)=-\eta(V) \eta(W)$. Then from (2.3) we get $g(\phi V, \phi W)=0$, however, as this is not possible. This proves the theorem3.3.

Theorem3.4. A $(L C S)_{n}$-manifold is projectively Ricci symmetric if and only if the manifold in an Einstein manifold.

Proof. Assume that in $(L C S)_{n}$-manifold the condition $P(X, Y) \cdot S(Z, W)=0$ are satisfies, and then it can be expressed as

$$
\begin{equation*}
S(P(X, Y) Z, W)+S(Z, P(X, Y) W=0 \tag{3.15}
\end{equation*}
$$

From (1.8) and (2.11) we get

$$
\begin{equation*}
P(\xi, Y) Z=\left(\alpha^{2}-\rho\right)[g(Y, Z) \xi-\eta(Z) Y]-\frac{1}{(n-1)}\left[S(Y . Z) \xi-(n-1)\left(\alpha^{2}-\rho\right) \eta(Z) Y\right] \tag{3.16}
\end{equation*}
$$

$$
\begin{equation*}
S(Y, Z)=(n-1)\left(\alpha^{2}-\rho\right) g(Y, Z) \tag{3.17}
\end{equation*}
$$

This proves the theorem3.4.
Theorem3.5. A $(L C S)_{n}$-manifold is concircurly Ricci symmetric if and only if either scalar curvature $r=n(n-1)\left(\alpha^{2}-\rho\right)$ or the manifold in an Einstein manifold.

Proof. Assume that in $(L C S)_{n}$-manifold satisfies the condition $C(X, Y) \cdot S(Z, W)=0$, and then it can be expressed as

$$
\begin{equation*}
S(C(X, Y) Z, W)+S(Z, C(X, Y) W=0 \tag{3.18}
\end{equation*}
$$

From (1.9) and (2.11), we have

$$
\begin{equation*}
C(\xi, Y) Z=\left[\left(\alpha^{2}-\rho\right)-\frac{r}{n(n-1)}\right]\{g(Y, Z) \xi-\eta(Z) Y\} \tag{3.19}
\end{equation*}
$$

Taking $X=\xi$ in (3.18) by virtue of (3.19) and (2.11), we get

$$
\begin{equation*}
\left[\left(\alpha^{2}-\rho\right)-\frac{r}{n(n-1)}\right]\left\{S(Y, Z)-2 n\left(\alpha^{2}-\rho\right) g(Y, Z)\right\}=0 \tag{3.20}
\end{equation*}
$$

This implies that either $r=n(n-1)\left(\alpha^{2}-\rho\right)$ or $S(Y, Z)=2 n\left(\alpha^{2}-\rho\right) g(Y, Z)$
This proves the theorem 3.5
Theorem3.6.A $(L C S)_{n}$-manifold satisfies the condition $P(\xi, X) \cdot S=0$ if and only if the $M^{n}$ is an Einstein manifold with scalar curvature $r=2 n^{2}\left(\alpha^{2}-\rho\right)$.

Proof. The condition $P(\xi, X) \cdot S=0$ implies

$$
\begin{equation*}
S(P(\xi, X) Y, \xi)+S(Y, P(\xi, X) \xi=0 \tag{3.21}
\end{equation*}
$$

By virtue of (2.8) and (2.11), equation (1.8) reduces that

$$
\begin{align*}
S(P(\xi, X) Y, \xi) & =-2 n\left(\alpha^{2}-\rho\right)^{2}\{g(X, Y)+\eta(X) \eta(Y)\} \\
& +\frac{1}{(n-1)} 2 n\left(\alpha^{2}-\rho\right)\left\{S(X, Y)+2 n\left(\alpha^{2}-\rho\right) \eta(X) \eta(Y)\right\} \tag{3.22}
\end{align*}
$$

and

$$
\begin{align*}
S(P(\xi, X) \xi, \xi) & =\left(\alpha^{2}-\rho\right)^{2}\left\{S(X, Y)+2 n\left(\alpha^{2}-\rho\right) \eta(X) \eta(Y)\right\} \\
& -\frac{1}{(n-1)} 2 n\left(\alpha^{2}-\rho\right)\left\{S(X, Y)+2 n\left(\alpha^{2}-\rho\right) \eta(X) \eta(Y)\right\} \tag{3.23}
\end{align*}
$$

## manifold is given by

$$
\begin{equation*}
\operatorname{Rot} B=\left(\nabla_{U} B\right)(X, Y, Z)+\left(\nabla_{X} B\right)(U, Y, Z)+\left(\nabla_{Y} B\right)(U, X, Z)-\left(\nabla_{Z} B\right)(X, Y) U=0 \tag{3.25}
\end{equation*}
$$

By virtue of second Bianchi identity

$$
\begin{equation*}
\left(\nabla_{U} B\right)(X, Y, Z)+\left(\nabla_{X} B\right)(Y, U, Z)+\left(\nabla_{Y} B\right)(U, X, Z)=0 \tag{3.26}
\end{equation*}
$$

Equation (3.25) reduces to

$$
\operatorname{Rot} B=-\left(\nabla_{Z} B\right)(X, Y) U
$$

If the D -conformal curvature tensor is irrotational then curl $B=0$ and by (3.26), we have

$$
\left(\nabla_{Z} B\right)(X, Y) U=0
$$

This implies that

$$
\begin{equation*}
\nabla_{Z}\{B(X, Y) U\}=B\left(\nabla_{Z} X, Y\right) U+B\left(X, \nabla_{Z}^{Y}\right) U+B(X, Y) \nabla_{Z} U \tag{3.27}
\end{equation*}
$$

In view of (3.27) with $U=\xi$ it is seen that

$$
\begin{equation*}
\nabla_{Z}\{B(X, Y) \xi\}=B\left(\nabla_{Z} X, Y\right) \xi+B\left(X, \nabla_{Z} Y\right) \xi+B(X, Y) \nabla_{Z} \xi \tag{3.28}
\end{equation*}
$$

Theorem.3.7. If the $D$ - conformal curvature tensor in $(L C S)_{n}$-manifold is irrotational then the $D$ - conformal curvature tensor $B$ is given by (3.30)

Proof. Using (3.24) and (1.5) in (3.28), we get

$$
\begin{equation*}
B(X, Y) \phi Z=\lambda\left[\left(\nabla_{Z} \eta\right)(Y) X-\left(\nabla_{Z} \eta\right)(X) Y\right] \tag{3.29}
\end{equation*}
$$

Replacing $Z$ by $\phi Z$ in (3.29) by using (1.3) and (1.6) it is seen that

$$
\begin{equation*}
B(X, Y) Z=\lambda\{g(\phi Z, Y) X-g(\phi Z, X) Y-\eta(Y) \eta(Z) X+\eta(X) \eta(Z) Y\} \tag{3.30}
\end{equation*}
$$

This proves the theorem3.7.
Theorem3.8. If the $D$-conformal curvature tensor in $(L C S)_{n}$-manifold is irrotational then the manifold is an $\eta$-Einstein manifold with scalar curvature

$$
\tau=\left[\frac{n(n-3)+2 n\left\{(n-1)\left(\alpha^{2}-\rho\right)-(k-2)\right\}-(n-1)\left(\alpha^{2}-\rho\right)}{(n-1)}\right]
$$

Proof. Using (3.21) in (1.7) the curvature tensor of $B$ in $(L C S)_{n}$-manifold is given by

$$
\begin{align*}
R(X, Y) Z= & \lambda\left[\begin{array}{l}
g(Z, Y) X-g(Z, X) Y \\
-\eta(Y) \eta(Z) X+\eta(X) \eta(Z) Y
\end{array}\right]-\frac{1}{(n-3)}\left[\begin{array}{l}
S(X, Z) Y-S(Y, Z) X+g(X, Z) Q Y \\
-g(Y, Z) Q X-S(X, Z) \eta(Y) \xi \\
+S(Y, Z) \eta(X) \xi-\eta(X) \eta(Z) Q Y \\
+\eta(Y) \eta(Z) Q X
\end{array}\right]  \tag{3.31}\\
& +\frac{(k-2)}{(n-3)}\{g(X, Z) Y-g(Y, Z) X\}-\frac{k}{(n-3)}\left\{\begin{array}{l}
g(X, Z) \eta(Y) \xi-g(Y, Z) \eta(X) \xi \\
+\eta(X) \eta(Z) Y-\eta(Y) \eta(Z) X
\end{array}\right\}
\end{align*}
$$

Let $X_{i}, i=1,2,3, \ldots, n$ be an orthonornal basis of the tangent space at any point .Then the sum for $1 \leq i \leq n$ of the relation (3.31) with $Y=D=X_{i}$, yields

$$
\begin{gather*}
\sum R\left(X, X_{i}\right) X_{i}=\lambda\left[g\left(X_{i}, X_{i}\right) X-g\left(X, X_{i}\right) X_{i}\right]-\frac{1}{(n-3)}\left[\begin{array}{l}
S\left(X, X_{i}\right) X_{i}-S\left(X_{i}, X_{i}\right) X+g\left(X, X_{i}\right) Q X_{i} \\
-g\left(X_{i}, X_{i}\right) Q X+S\left(X_{i}, X_{i}\right) \eta(X) \xi
\end{array}\right] \\
+\frac{(k-2)}{(n-3)}\left\{g\left(X, X_{i}\right) X_{i}-g\left(X_{i}, X_{i}\right) X\right\}+\frac{k}{(n-3)}\left\{g\left(X_{i}, X_{i}\right)(X) \xi\right\} \tag{3.32}
\end{gather*}
$$

The Ricci tensor $S$ is given by

$$
\begin{equation*}
S X, Y)=\sum g\left(R\left(X, X_{i}\right) X_{i}, Y\right)+g(X, Y) \tag{3.33}
\end{equation*}
$$

Taking inner product of (3.32) with $Y$ and by virtue of (3.31) and (3.33), we get

$$
\begin{gather*}
S(X, Y)=a g(X, Y)+b \eta(X) \eta(Y)  \tag{3.34}\\
a=\left[\frac{(n-3)+2(n-1)\left(\alpha^{2}-\rho\right)-2(k-2)}{(n-1)}\right], \quad \text { and } \quad b=\left(\alpha^{2}-\rho\right)
\end{gather*}
$$

This implies that the manifold is an $\eta$-Einstein manifold.
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Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, that manuscripts should be professionally edited.

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. Statistics and measurements should at all times be given in figures, e.g. 16 min , except for when the number begins a sentence. When the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater.

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed by the conventional abbreviation in parentheses.

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 1.4 I rather than $1.4 \times 10-3 \mathrm{~m} 3$, or 4 mm somewhat than $4 \times 10-3 \mathrm{~m}$. Chemical formula and solutions must identify the form used, e.g. anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear.

## Structure

All manuscripts submitted to Global Journals Inc. (US), ought to include:

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the email address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining and indexing.

## Abstract, used in Original Papers and Reviews:

## Optimizing Abstract for Search Engines

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most public part of your paper.

## Key Words

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and Internet resources.

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible keywords and phrases to try.

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses "operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing research paper are very helpful guideline of research paper.

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as possible about keyword search:

- One should start brainstorming lists of possible keywords before even begin searching. Think about the most important concepts related to research work. Ask, "What words would a source have to include to be truly valuable in research paper?" Then consider synonyms for the important words.
- It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most databases, the keywords under which a research paper is abstracted are listed with the paper.
- One should avoid outdated words.

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are bound to improve with experience and time.

Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references.

Acknowledgements: Please make these as concise as possible.
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References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions will cause delays.

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the Editorial Board.

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not being noticeable.

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management and formatting.

## Tables, Figures and Figure Legends

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used.

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them.

Preparation of Electronic Figures for Publication
Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible).

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: $>650 \mathrm{dpi}$.

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and return a color work agreement form before your paper can be published.

Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, the first 100 characters of any legend should notify the reader, about the key aspects of the figure.
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the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various data of that subject. Sometimes, detailed information plays a vital role, instead of short information.
2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. They are here to evaluate your paper. So, present your Best.
3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and automatically you will have your answer.
4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your outline must be related to the topic you have chosen.
5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the supervisor to help you with the alternative. He might also provide you the list of essential readings.
6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious.
7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet.
8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model research paper. From the internet library you can download books. If you have all required books make important reading selecting and analyzing the specified information. Then put together research paper sketch out.
9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth.
10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier.
11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it.
12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and always give an evaluator, what he wants.
13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it either in your computer or in paper. This will help you to not to lose any of your important.
14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those diagrams, which are made by your own to improve readability and understandability of your paper.
15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but if study is relevant to science then use of quotes is not preferable.
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will confuse the evaluator. Avoid the sentences that are incomplete.
17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be possible that evaluator has already seen it or maybe it is outdated version.
18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that suits you choose it and proceed further.
19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your target.
20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use language that is simple and straight forward. put together a neat summary.
21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with records.
22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute will degrade your paper and spoil your work.
23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot.
24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in trouble.
25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.
26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.
27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also improve your memory.
28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have several ideas, which will be helpful for your research.
29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits.
30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their descriptions, and page sequence is maintained.
31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be
sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. Amplification is a billion times of inferior quality than sarcasm.
32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way to put onward earth-shaking thoughts. Give a detailed literary review.
33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples.
34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

## Informal Guidelines of Research Paper Writing

## Key points to remember:

- Submit all work in its final form.
- Write your paper in the form, which is presented in the guidelines using the template.
- Please note the criterion for grading the final paper by peer-reviewers.


## Final Points:

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, submitted in the order listed, each section to start on a new page.

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness of prior workings.

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, and controlled record keeping are the only means to make straightforward the progression.

## General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines.

To make a paper clear

- Adhere to recommended page limits


## Mistakes to evade

Insertion a title at the foot of a page with the subsequent text on the next page

- Separating a table/chart or figure - impound each figure/table to a single page
- Submitting a manuscript with pages out of sequence

In every sections of your document

- Use standard writing style including articles ("a", "the," etc.)
- Keep on paying attention on the research topic of the paper
- Use paragraphs to split each significant point (excluding for the abstract)
- Align the primary line of each section
- Present your points in sound order
- Use present tense to report well accepted
- Use past tense to describe specific results
- Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives
- Shun use of extra pictures - include only those figures essential to presenting results


## Title Page:

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed lines. It should include the name(s) and address (es) of all authors.

## Abstract:

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript-must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references at this point.

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no more than one ruling each.

- Reason of the study - theory, overall issue, purpose
- Fundamental goal
- To the point depiction of the research
- Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results of any numerical analysis should be reported
- Significant conclusions or questions that track from the research(es)

Approach:

- Single section, and succinct
- As a outline of job done, it is always written in past tense
- A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table
- Center on shortening results - bound background information to a verdict or two, if completely necessary
- What you account in an conceptual must be regular with what you reported in the manuscript
- Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) are just as significant in an abstract as they are anywhere else


## Introduction:

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the protocols here. Following approach can create a valuable beginning:

- Explain the value (significance) of the study
- Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its appropriateness from a abstract point of vision as well as point out sensible reasons for using it.
- Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them.
- Very for a short time explain the tentative propose and how it skilled the declared objectives.

Approach:

- Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is done.
- Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a least of four paragraphs.
- Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the whole thing you know about a topic.
- Shape the theory/purpose specifically - do not take a broad view.
- As always, give awareness to spelling, simplicity and correctness of sentences and phrases.


## Procedures (Methods and Materials):

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the whole thing you did, nor is a methods section a set of orders.

Materials:

- Explain materials individually only if the study is so complex that it saves liberty this way.
- Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.
- Do not take in frequently found.
- If use of a definite type of tools.
- Materials may be reported in a part section or else they may be recognized along with your measures.


## Methods:

- Report the method (not particulars of each process that engaged the same methodology)
- Describe the method entirely
- To be succinct, present methods under headings dedicated to specific dealings or groups of measures
- Simplify - details how procedures were completed not how they were exclusively performed on a particular day.
- If well known procedures were used, account the procedure by name, possibly with reference, and that's all.

Approach:

- It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use third person passive voice.
- Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences.

What to keep away from

- Resources and methods are not a set of information.
- Skip all descriptive information and surroundings - save it for the argument.
- Leave out information that is immaterial to a third party.


## Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not be submitted at all except requested by the instructor.

## Content

- Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.
- In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate.
- Present a background, such as by describing the question that was addressed by creation an exacting study.
- Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if appropriate.
- Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. What to stay away from
- Do not discuss or infer your outcome, report surroundings information, or try to explain anything.
- Not at all, take in raw data or intermediate calculations in a research manuscript.
- Do not present the similar data more than once.
- Manuscript should complement any figures or tables, not duplicate the identical information.
- Never confuse figures with tables - there is a difference.

Approach

- As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
- Put figures and tables, appropriately numbered, in order at the end of the report
- If you desire, you may place your figures and tables properly within the text of your results part.

Figures and tables

- If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix materials, such as raw facts
- Despite of position, each figure must be numbered one after the other and complete with subtitle
- In spite of position, each table must be titled, numbered one after the other and complete with heading
- All figure and table must be adequately complete that it could situate on its own, divide from text


## Discussion:

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and generally accepted information, if suitable. The implication of result should be visibly described. Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it drop at that.

- Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."
- Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that you have, and take care of the study as a finished work
- You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea.
- Give details all of your remarks as much as possible, focus on mechanisms.
- Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted.
- Try to present substitute explanations if sensible alternatives be present.
- One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best studies unlock new avenues of study. What questions remain?
- Recommendations for detailed papers will offer supplementary suggestions.

Approach:

- When you refer to information, differentiate data generated by your own studies from available information
- Submit to work done by specific persons (including you) in past tense.
- Submit to generally acknowledged facts and main beliefs in present tense.


## Administration Rules Listed Before <br> Submitting Your Research Paper to Global Journals Inc. (US)

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get rejected.


- The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper. You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis.
- Do not give permission to anyone else to "PROOFREAD" your manuscript.
- Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated research groups, your institution will be informed for this and strict legal actions will be taken immediately.)
- To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files.

Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after decision of Paper. This report will be the property of Global Journals Inc. (US).

| Topics | Grades |  |  |
| :---: | :---: | :---: | :---: |
|  | A-B | C-D | E-F |
| Abstract | Clear and concise with appropriate content, Correct format. 200 words or below | Unclear summary and no specific data, Incorrect form | No specific data with ambiguous information |
|  |  | Above 200 words | Above 250 words |
| Introduction | Containing all background details with clear goal and appropriate details, flow specification, no grammar and spelling mistake, well organized sentence and paragraph, reference cited | Unclear and confusing data, appropriate format, grammar and spelling errors with unorganized matter | Out of place depth and content, hazy format |
| Methods and Procedures | Clear and to the point with well arranged paragraph, precision and accuracy of facts and figures, well organized subheads | Difficult to comprehend with embarrassed text, too much explanation but completed | Incorrect and unorganized structure with hazy meaning |
| Result | Well organized, Clear and specific, Correct units with precision, correct data, well structuring of paragraph, no grammar and spelling mistake | Complete and embarrassed text, difficult to comprehend | Irregular format with wrong facts and figures |
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caratheodary • 67
compartments • 82, 97
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curvature • 98, 99, 102, 106, 107, 109, I

## E

equilibria • 82, 84, 87, 88, 89, 93, 95

## I

infectious • 82, 84, 95
infectives • 84
intuitionistic • 23
invariance • 82, 89, 93

## M

magnetohydrodynamics • 4
Manifold • 98
metallurgy 4

## 0

orthonornal • 109
oscillation $\cdot 12,14,16$

## $R$

radiation $\cdot 2,4,6,7,9,12,14,15,16,20$

## $S$

starlike • 66, 67, 80
Sucking • 14

## $v$
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