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# On the Response of a Non-Uniform Beam Transvered by Mobile Distributed Loads 

Ogunyebi S. $\mathrm{N}^{a}$ \& Sunday $\mathrm{J}^{\sigma}$


#### Abstract

The Problem being investigated in this paper is that of the response of non-uniform beam under tensile stress and resting on an elastic foundation. The fourth order partial differential equation governing the problem is solved when the beam is transverse by mobile distributed loads. The elastic properties of the beam, the flexible rigidity, and the mass per unit length are expressed as functions of the spatial variable using Struble's method. It is observed that the deflection of non-uniform beam under the action of moving masses is higher than the deflection of moving force when only the force effects of the moving load are considered. From the analysis, the response amplitudes of both moving force and moving mass problems decrease with increasing foundation constant. Keywords : Distributed Load, Non-uniform, Elastic Foundation, moving Mass.


## I. INTRODUCTION

Structural engineers usually encountered problem that arises especially when a beam is being transverse by a moving load. The theory of vibration of structures has treated some of these problem i.e vibrations of turbines, hulls of shills and bridge girders of variable dept etc. Beam on elastic foundation subjected to moving masses have received extensive attention in the literature.

Kolousek et al [3] used normal mode analysis to address the problem of flexible vibration of non-uniform beam. This was followed by Sadiku and Leipholz [6] who only studied the dynamics of a uniform beam by considering the inertia effect of a moving mass and later developed the Green's function of the associated differential problem thereby obtained a closed form solution.

In a later development, Oni [10] presented the problem of dynamic analysis of a non uniform beam to several moving masses under concentrated load. The beam considered is under tensile stress and by the method of Galarkin, the result is obtained for the first mode response of the beam. Chau and Seng [8] worked on the static response of beams on non-linear elastic foundation where the deformed shape of the structure was represented by a Fourier series, and thereafter, the giving equation is reduced to a set of second order simultaneous equations using Galarkin's method. In all the aforementioned works, the practical cases where the elastic systems are of variable cross section and of distributed moving loads use not considered.

The paper therefore presents the problem of dynamic response of a non-uniform beam to moving masses on elastic foundation traversed by mobile distributed load.
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## II. Derivation and Assembly of the Governing Equation

Consider a moving load $\Delta(x, t)$ of mass M acting on a Bernoulli-Euler beam (Nonuniform) uniformly loaded and move at a constant velocity $c$ as shown below:


Figure 1: Uniformly distributed load on simply supported beam.
In the structure above, the displacement is governed by the equation

$$
\frac{\partial^{2}}{\partial x^{2}}\left[E I(x) \frac{\partial^{2} \bar{U}(x, t)}{\partial x^{2}}\right]+\alpha^{m}(x) \frac{\partial^{2} \bar{U}(x, t)}{\partial t^{2}}-N \frac{\partial^{2} \bar{U}(x, t)}{\partial x^{2}}+k(x) \bar{U}(x, t)=\Delta_{f}(x, t) \bar{U}(x, t)\left[1-\frac{\Delta^{*}}{g}(\bar{U}(x, t))\right]
$$

where $U(x, t)$ is transverse displacement, $E$ is the Young modulus, $I(x)$ is variable moment of inertia, $E I(x)$ is flexible rigidity, $\alpha^{m}, \Delta_{f}$ is the substantive acceleration operator, $g$ is the acceleration due to gravity.

For the non-uniform beam such as above, its properties such as moment of inertia $I$ and the mass per unit length of the beam $\alpha_{\mathrm{m}}$ vary along the span of L of the beam.

The structure under consideration is simply supported and carrying an arbitrary number of masses $M$ moving with constant velocities.
The Operator $\Delta^{*}$ is defined as

$$
\begin{equation*}
\Delta^{*}=\frac{\partial^{2}}{\partial t^{2}}+2 c \frac{\partial^{2}}{\partial x \partial t}+c^{2} \frac{\partial^{2}}{\partial x \partial t}+c^{2} \frac{\partial^{2}}{\partial x^{2}} \tag{2.2}
\end{equation*}
$$

and the load $\Delta(x, t)$ is given as

$$
\begin{equation*}
\Delta_{f}(x, t)=M H(x-c t)\left[g-\frac{\partial^{2}}{\partial t^{2}}+2 c \frac{\partial^{2}}{\partial x \partial t}+c^{2} \frac{\partial^{2}}{\partial x^{2}}\right] \tag{2.3}
\end{equation*}
$$

where $H(x-c t)$ is the Heaviside function.
Furthermore, the boundary condition for the dynamical system is taken to be arbitrary and the initial condition of the motion is

$$
\begin{equation*}
\bar{U}(x, t)=0=\frac{\partial}{\partial t} \bar{U}(x, t) \tag{2.4}
\end{equation*}
$$

Substituting equations (2.2), (2.3), into (2.1), the governing of motion takes the form

$$
\begin{align*}
& \frac{\partial^{2}}{\partial x^{2}}[E I(x) \bar{U}(x, t)]+\alpha^{m}(x) \frac{\partial^{2}}{\partial t^{2}} \bar{U}(x, t)-N \frac{\partial^{2}}{\partial x^{2}} \bar{U}(x, t)+K(x) \bar{U}(x, t) \\
& \quad+M H(x-c t)\left[\frac{\partial^{2}}{\partial t^{2}}+2 c \frac{\partial^{2}}{\partial x \partial t}+c^{2} \frac{\partial^{2}}{\partial x^{2}}\right] \bar{U}(x, t)=M g H(x-c t) \tag{2.5}
\end{align*}
$$

Equation 2.5 can be further be simplified to give further simplification yields;

$$
\begin{aligned}
& N_{1}\left(1+\operatorname{Sin} \frac{\pi x}{L}\right)^{3} \frac{\partial^{4}}{\partial x^{4}} \bar{U}(x, t)+N_{2}\left(1+\operatorname{Sin} \frac{\pi x}{L}\right)^{2} \operatorname{Cos}^{2} \frac{\pi x}{L} \frac{\partial^{3}}{\partial x^{3}} \bar{U}(x, t) \\
& +\left[N_{3}\left(1+\operatorname{Sin} \frac{\pi x}{L}\right) \operatorname{Cos}^{2} \frac{\pi x}{L}-N_{4}\left(1+\sin \frac{\pi x}{L}\right)^{2} \operatorname{Sin} \frac{\pi x}{L}-N_{5}\right] \frac{\partial^{2} \bar{U}(x, t)}{\partial x^{2}}
\end{aligned}
$$

$$
\begin{align*}
+\left(1+\operatorname{Sin} \frac{\pi x}{L}\right) & \frac{\partial^{2} \bar{U}(x, t)}{\partial t^{2}}+N_{6} \bar{U}(x, t)+\frac{M}{\alpha_{o}^{m}} H(x-c t)\left[\frac{\partial^{2}}{\partial t^{2}} \bar{U}(x-c t)+2 c \frac{\partial^{2} \bar{U}(x, t)}{\partial x \partial t}+c^{2} \frac{\partial^{2} \bar{U}(x, t)}{\partial x^{2}}\right] \\
& =\frac{m g}{{\alpha^{m}}_{o}} H(x-c t) \tag{2.6}
\end{align*}
$$

where,

$$
\begin{equation*}
N_{1}=\frac{E I_{o} \pi}{\alpha^{m}{ }_{o}}, N_{2}=\frac{6 \pi E I_{o}}{\alpha^{m}{ }_{o} L}, N_{3}=\frac{6 \pi^{2} E I_{o}}{\alpha^{m}{ }_{o} L^{2}}, N_{4}=\frac{3 \pi^{2} E I_{o}}{\alpha^{m}{ }_{o} L} N_{5}=\frac{N}{\alpha^{m}{ }_{o}}, N_{6}=\frac{K_{o}}{\alpha^{m}{ }_{o}} \tag{2.7}
\end{equation*}
$$

Equation (2.6) is a non-homogenous partial differential equation with variable coefficients. Clearly, it is seen that the closed from solution does not exists.

## iil. Solution Procedure

To solve equation (2.6), an approximate solution is sought. One of the approximate methods best suited to solve diverse problems in dynamics of structures is the Galarkin's method [7]. This method requires that the solution of equation (2.6) be of the form

$$
\begin{equation*}
\bar{U}_{n}=\sum_{m=1}^{n} Y_{m}(t) X_{m}(x) \tag{3.1}
\end{equation*}
$$

where $X_{m}(x)$ is chosen such that all the boundary conditions are satisfied. Equation (3.1) when substituted into equation (2.6) yields;

$$
\left.\begin{array}{l}
\quad \sum_{m=1}^{n}\left[N_{1}\left(1+\operatorname{Sin} \frac{\pi x}{L}\right)^{3} Y_{m}(t) X_{m}{ }^{I V}(x)+N_{2}\left(1+\operatorname{Sin} \frac{\pi x}{L}\right)^{2} \operatorname{Cos}^{2} \frac{\pi x}{L} Y_{m}(t) X_{m}{ }^{I I I}(x)\right. \\
+ \\
+\left[N_{3}\left(1+\operatorname{Sin} \frac{\pi x}{L}\right) \operatorname{Cos}^{2} \frac{\pi x}{L}-N_{4}\left(1+\sin \frac{\pi x}{L}\right)^{2} \operatorname{Sin} \frac{\pi x}{L}-N_{5}\right] Y_{m}(t) X_{m}{ }^{I I}(x) \\
\left.\left.+\left(1+\operatorname{Sin} \frac{\pi x}{L}\right) \ddot{Y}_{m}(t) X_{m}(x)+N_{6} Y_{m}(t) X_{m}(x)+\frac{M}{\alpha^{m}{ }_{o}} H(x-c t)\left[\ddot{Y}_{m}(t) X_{m}(x)+2 c \dot{Y}_{m}(t) X_{m}{ }^{I}(x)+c^{2} Y_{m}(t) X_{m}{ }^{I I}(x)\right]\right]\right\}  \tag{3.2}\\
-\frac{M g}{\alpha^{m}}{ }_{o}
\end{array} H(x-c t)=0\right)
$$

In order to determine $Y_{m}(t)$, it is required that the expression on the left hand side of equation (3.2) be orthogonal to function $X_{m}(x)$. Hence,

$$
\begin{aligned}
& \int_{0}^{L}\left\{\sum _ { m = 1 } ^ { n } \left[N_{1}\left(1+\operatorname{Sin} \frac{\pi x}{L}\right)^{3} Y_{m}(t) X_{m}{ }^{I V}(x)+N_{2}\left(1+\operatorname{Sin} \frac{\pi x}{L}\right)^{2} \operatorname{Cos}^{2} \frac{\pi x}{L} Y_{m}(t) X_{m}{ }^{I I I}(x)\right.\right. \\
& +\left[N_{3}\left(1+\operatorname{Sin} \frac{\pi x}{L}\right) \operatorname{Cos}^{2} \frac{\pi x}{L}-N_{4}\left(1+\sin \frac{\pi x}{L}\right)^{2} \operatorname{Sin} \frac{\pi x}{L}-N_{5}\right] Y_{m}(t) X_{m}{ }^{I I}(x) \\
& \left.+\left(1+\operatorname{Sin} \frac{\pi x}{L}\right) \ddot{Y}_{m}(t) X_{m}(x)+N_{6} Y_{m}(t) X_{m}(x)+\frac{M}{\alpha^{m}{ }_{o}} H(x-c t)\left[\ddot{Y}_{m}(t) X_{m}(x)+2 c \dot{Y}_{m}(t) X_{m}{ }^{I}(x)+c^{2} Y_{m}(t) X_{m}{ }^{I I}(x)\right]\right] \\
& \left.-\frac{M g}{\alpha^{m}{ }_{o}} H(x-c t)\right\} X_{k}(x) d x=0
\end{aligned}
$$

Since our dynamical system has simple supports at the edges $x=0$ and $x=L$, we choose;

$$
\begin{equation*}
X_{m}(x)=\operatorname{Sin} \frac{m \pi x}{L} \tag{3.3}
\end{equation*}
$$

Consequently, using (3.4) in (3.3) gives

$$
\begin{equation*}
\sum_{m=1}^{n}\left\{H a \ddot{Y}_{m}(t)+H_{b} Y_{m}(t)+\frac{M}{\alpha^{m}{ }_{o}}\left[H_{c}(t) \ddot{Y}_{m}(t)+2 c H_{d}(t) \dot{Y}_{m}(t)+c^{2} H_{e}(t) Y_{m}(t)\right]\right\}=\frac{M g}{\alpha^{m}{ }_{o}} H_{f}(t) \tag{3.5}
\end{equation*}
$$

where

$$
\begin{array}{ll}
H_{a}=\int_{0}^{L}\left(1+\operatorname{Sin} \frac{\pi x}{L}\right) \operatorname{Sin} \frac{m \pi x}{L} \operatorname{Sin} \frac{k \pi x}{L} d x, & H_{b}=Q_{1}+Q_{2}+Q_{3}-Q_{4}-Q_{5}+Q_{6} \\
H_{c}(t)=\int_{0}^{L} H(x-c t) \operatorname{Sin} \frac{m \pi x}{L} \operatorname{Sin} \frac{k \pi x}{L} d x, & H_{d}(t)=\frac{m \pi}{L} \int_{0}^{L} H(x-c t) \operatorname{Cos} \frac{m \pi x}{L} \operatorname{Sin} \frac{k \pi x}{L} d x \\
H_{e}(t)=\frac{m^{2} \pi^{2}}{L^{2}} \int_{0}^{L} H(x-c t) \operatorname{Sin} \frac{m \pi x}{L} \operatorname{Sin} \frac{k \pi x}{L} d x, & H_{f}(t)=\int_{0}^{L} H(x-c t) \operatorname{Sin} \frac{k \pi x}{L} d x \tag{3.6}
\end{array}
$$

and
$Q_{1}=\frac{m^{4} \pi^{4}}{L^{4}} N_{1} \int_{0}^{L}\left(1+\sin \frac{\pi x}{L}\right)^{3} \operatorname{Sin} \frac{\pi x}{L} \operatorname{Sin} \frac{k \pi x}{L} d x, \quad Q_{2}=\frac{m^{3} \pi^{3}}{L^{3}} N_{2} \int_{0}^{L}\left(1+\sin \frac{\pi x}{L}\right)^{2} \operatorname{Cos} \frac{\pi x}{L} \operatorname{Sin} \frac{m \pi x}{L} \operatorname{Sin} \frac{k \pi x}{L} d x$ $Q_{3}=\frac{m^{2} \pi^{2}}{L^{2}} N_{3} \int_{0}^{L}\left(1+\sin \frac{\pi x}{L}\right) \operatorname{Cos}^{2} \frac{\pi x}{L} \operatorname{Sin} \frac{m \pi x}{L} \operatorname{Sin} \frac{k \pi x}{L} d x, \quad Q_{4}=\frac{m^{2} \pi^{2}}{L^{2}} N_{4} \int_{0}^{L}\left(1+\sin \frac{\pi x}{L}\right)^{2} \operatorname{Sin} \frac{\pi x}{L} \operatorname{Sin} \frac{m \pi x}{L} \operatorname{Sin} \frac{k \pi x}{L} d x$
$Q_{5}=N_{5} \int_{0}^{L} \operatorname{Sin} \frac{m_{\pi} x}{L} \operatorname{Sin} \frac{k_{\pi} x}{L} d x, \quad Q_{6}=N_{6} \int_{0}^{L} \sin \frac{m_{\pi^{x} x}}{L} \sin k \frac{\pi^{x}}{L} d x$
When the integrals (3.6) and (3.7) are evaluated, the result is a series of coupled differential equations called Galarkin's equations for n-degree of freedom system governing
the coefficients of all lower and higher modes of the beam. Thus, restricting ourselves to the analysis of the first mode response, we set $m=1$ and $n=1$ in equation (3.5) for analytical approximation.

Following the method of [9] where Heaviside function is expresses as Fourier cosine series. Thus, equation (3.5) leads to
$\sum_{m=1}^{n} H_{a} \ddot{Y}_{m}(t)+H_{b} Y_{m}(t)+\Gamma_{1}\left[\left(\frac{1}{L} I_{1}+\frac{2}{n \pi L} \sum_{n=1}^{\infty} \operatorname{Cos} \frac{n \pi c t}{L} I_{2}+C I_{3}\right) \ddot{Y}_{m}(t)\right.$
$\left(\frac{2 C m \pi}{L^{2}} I_{4}+\frac{4 C m \pi}{n L^{2}} \sum_{n=1}^{\infty} \operatorname{Cos} \frac{n \pi c t}{L} I_{5}+\frac{2 C C m \pi}{L^{2}} I_{6}\right) \dot{Y}_{m}(t)$
$+\left(\frac{C^{2} m^{2} \pi^{2}}{L^{3}} I_{7}+\frac{2 C^{2} m^{2} \pi}{n L^{3}} \sum_{n=1}^{\infty} \operatorname{Cos} \frac{n \pi c t}{L} I_{8}+\frac{C^{2} m^{2} \pi^{2} C^{\square}}{L^{2}} I_{9}\right) Y_{m}(t)=P_{m}\left[\operatorname{Cos} \frac{\lambda_{m} c t}{L}-\operatorname{Cos} \lambda_{m}\right]$
where $\Gamma_{1}=\frac{M}{\alpha^{m}{ }_{0}}$ and $P_{m}=\frac{M g L}{\alpha^{m}{ }_{0} \lambda_{m}}$
which is the transformed equation of the dynamical system.

## IV. Analytical Approximate Solution

a) Simply Supported Traversed By Moving Force

An approximate model of the system, when the inertia effect of the moving mass is neglected, is the moving force problem associated with the system. Setting $\Gamma_{1}=0$, we have

$$
\begin{equation*}
\ddot{Y}_{m}(t)+\beta_{m f}^{2} Y_{m}(t)=P_{m}\left[\operatorname{Cos} \frac{\lambda_{m} c t}{L}-\operatorname{Cos} \lambda_{m}\right] \tag{4.1}
\end{equation*}
$$

where $\beta_{m f}=\frac{H_{b}}{H_{a}}$
Subjecting equation (4.2) to Laplace transform defined by

$$
\begin{equation*}
(\tau)=\int_{0}^{\infty} e^{-s t} d t \tag{4.3}
\end{equation*}
$$

where S is a Laplace transform. It yields,

$$
\begin{equation*}
\bar{U}_{n}(x, t)=\sum_{m=1}^{n} P_{m}\left[\frac{\operatorname{Cos} Z_{k} t-\operatorname{Cos} \beta_{m f} t}{\beta_{m f}^{2}-Z_{k}^{2}}-E(m) \frac{\left(1-\operatorname{Cos} \beta_{m f} t\right)}{\beta_{m f}}\right] \times \operatorname{Sin} \frac{n \pi x}{L} \tag{4.4}
\end{equation*}
$$

where $Z_{k}=\frac{\lambda_{m} c t}{L}$ and $E(m)=\operatorname{Cos} \lambda_{m}$
which is the response to moving force solution of the elastic system at constant velocity.
b) Simply Supported Traversed By Moving Mass

For the moving mass solution, we set $\Gamma_{1} \neq 0$, in this case, the entire solution to the problem is sought. To this end, a modification of the asymptotic method of Struble[6] often used for treating weakly homogeneous and non-homogenous non-linear system is employed. Further arrangement of equation (3.8) yields

$$
\begin{gather*}
{\left[H_{a}+\Gamma_{1}\left(\frac{1}{L} I_{1}+\frac{2}{n \pi L} \sum_{n=1}^{\infty} \operatorname{Cos} \frac{n \pi c t}{L} I_{2}+C^{\square} I_{3}\right)\right] \ddot{Y}_{m}(t)} \\
+\left[\Gamma_{1}\left(\frac{2 C m \pi}{L^{2}} I_{4}+\frac{4 C m \pi}{n L^{2}} \sum_{n=1}^{\infty} \operatorname{Cos} \frac{n \pi c t}{L} I_{5}+\frac{2 C C m \pi}{L^{2}} I_{6}\right)\right] \dot{Y}_{m}(t) \\
+\left[H_{b}+\Gamma_{1}\left(\frac{C^{2} m^{2} \pi^{2}}{L^{3}} I_{7}+\frac{2 C^{2} m^{2} \pi}{n L^{3}} \sum_{n=1}^{\infty} \operatorname{Cos} \frac{n \pi c t}{L} I_{8}+\frac{C^{2} m^{2} \pi^{2} C^{\square}}{L^{2}} I_{9}\right)\right] Y_{m}(t)=P_{m}\left[\operatorname{Cos} \frac{\lambda_{m} c t}{L}-\operatorname{Cos} \lambda_{m}\right] \tag{4.5}
\end{gather*}
$$

At this juncture, we seek the modified frequency corresponding to the frequency of the free system due to the presence of moving mass [8]. To this end, the solution to equation (4.5) can be written as

$$
\begin{equation*}
Y_{m}(t)=N(m, t)\left[\beta_{m f} t-\varphi(m, t)\right] \tag{4.6}
\end{equation*}
$$

where $\beta_{m f} t$ and $\varphi(m, t)$ are constants.
Therefore when the mass of the particle is considered, the first approximation to the homogeneous system is given as

$$
\begin{equation*}
Y_{m}(t)=D^{\square}(m, t)\left[\beta_{i j} t-\varphi(m, t)\right] \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{i j}=\left\{1-\frac{\Gamma_{j}}{H_{a}}\left[\beta_{m f}\left(\frac{1}{L} I_{1}+C^{\square} I_{3}\right)-\frac{C^{2} m^{2} \pi^{2}}{L^{2}}\left(2 I_{7}-I_{9}\right)\right]\right\} \tag{4.8}
\end{equation*}
$$

Equation (4.8) is called the modified frequency corresponding to the frequency of the free system due to the presence of the moving mass. Thus, the entire equation (4.5) takes the form

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} Y_{m}(t)+\beta_{m f}^{2} Y_{m}(t)=\frac{P_{m} \Gamma_{j}}{H_{a}}\left[\operatorname{Cos} \frac{\lambda_{m} c t}{L}-\operatorname{Cos} \lambda_{m}\right] \tag{4.9}
\end{equation*}
$$

which is a prototype of equation (4.1)and when inverted we have

$$
\begin{equation*}
\bar{U}_{n}(x, t)=\sum_{m=1}^{n} \frac{P_{m} \Gamma_{j}}{H_{a}}\left[\frac{\operatorname{Cos} Z_{k} t-\operatorname{Cos} \beta_{j j} t}{\beta_{j j}^{2}-Z_{k}^{2}}-E(m) \frac{\left(1-\operatorname{Cos} \beta_{j j} t\right)}{\beta_{j j}}\right] \times \operatorname{Sin} \frac{n \pi x}{L} \tag{4.10}
\end{equation*}
$$

Equation (4.10) is the transverse displacement response to moving mass solution for simply supported beam on elastic foundation.

## V. Discussion of Results

## Resonance condition

It is desirable to inspect closely the response amplitude of the dynamical system. Following [12], the moving force in equation (4.8) attains a resonance whenever

$$
\begin{equation*}
\beta_{m f}=\frac{m \pi c}{L} \tag{5.1}
\end{equation*}
$$

while when

$$
\begin{equation*}
\beta_{i j}=\frac{m \pi c}{L} \tag{5.2}
\end{equation*}
$$

gives for the moving mass problem. Re-written equation (4.8) in the form

$$
\begin{equation*}
\beta_{i j}=\beta_{m f}\left\{\frac{1}{\beta_{m f}}-\frac{\Gamma_{j}}{H_{a}}\left[\left(\frac{1}{L} I_{1}+C^{\square} I_{3}\right)-\frac{C^{2} m^{2} \pi^{2}}{\beta_{m f} L^{2}}\left(2 I_{7}-I_{9}\right)\right]\right\} \tag{5.3}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\beta_{m f}=\frac{L / m \pi c}{\beta_{m f}\left\{\frac{1}{\beta_{m f}}-\frac{\Gamma_{j}}{H_{a}}\left[\left(\frac{1}{L} I_{1}+C^{\square} I_{3}\right)-\frac{C^{2} m^{2} \pi^{2}}{\beta_{m f} L^{2}}\left(2 I_{7}-I_{9}\right)\right]\right\}} \tag{5.4}
\end{equation*}
$$

## VI. CONClUSION

In view of the condition for resonance established above, it is deduced that for the same natural frequency, the critical speed for the moving force simply supported beam is greater than that of the moving mass problem. Thus for the same natural frequency, resonance is reached earlier in the moving mass system than in the moving force system.

For practical purposes, a one dimensional structures (Beam) are used as mathematical models in the buildings and bridges construction. Hence appropriate precaution may now be taken by the structural engineers to forestall the occurrence of resonance in the structure by integrating the necessary vibration absorber into the model.
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I. INTRODUCTION

For $|q|<1$,

$$
\begin{gather*}
(a ; q)_{\infty}=\prod_{n=0}^{\infty}\left(1-a q^{n}\right)  \tag{1.1}\\
(a ; q)_{\infty}=\prod_{n=1}^{\infty}\left(1-a q^{(n-1)}\right)  \tag{1.2}\\
\left(a_{1}, a_{2}, a_{3}, \ldots, a_{k} ; q\right)_{\infty}=\left(a_{1} ; q\right)_{\infty}\left(a_{2} ; q\right)_{\infty}\left(a_{3} ; q\right)_{\infty} \ldots\left(a_{k} ; q\right)_{\infty} \tag{1.3}
\end{gather*}
$$

Ramanujan [2, p.1(1.2)]has defined general theta function, as

$$
\begin{equation*}
f(a, b)=\sum_{-\infty}^{\infty} a^{\frac{n(n+1)}{2}} b^{\frac{n(n-1)}{2}} \quad ; \quad|a b|<1 \tag{1.4}
\end{equation*}
$$

Jacobi's triple product identity [3,p.35] is given, as

$$
\begin{equation*}
f(a, b)=(-a ; a b)_{\infty}(-b ; a b)_{\infty}(a b ; a b)_{\infty} \tag{1.5}
\end{equation*}
$$

Special cases of Jacobi's triple products identity are given, as

$$
\begin{gather*}
\phi(q)=f(q, q)=\sum_{n=-\infty}^{\infty} q^{n^{2}}=\left(-q ; q^{2}\right)_{\infty}^{2}\left(q^{2} ; q^{2}\right)_{\infty}  \tag{1.6}\\
(q)=f\left(q, q^{3}\right)=\sum_{n=0}^{\infty} q^{\frac{n(n+1)}{2}}=\frac{\left(q^{2} ; q^{2}\right)_{\infty}}{\left(q ; q^{2}\right)_{\infty}}  \tag{1.7}\\
f(-q)=f\left(-q,-q^{2}\right)=\sum_{n=-\infty}^{\infty}(-1)^{n} q^{\frac{n(3 n-1)}{2}}=(q ; q)_{\infty} \tag{1.8}
\end{gather*}
$$

[^2]Equation (1.8) is known as Euler's pentagonal number theorem. Euler's another well known identity is as

$$
\begin{equation*}
\left(q ; q^{2}\right)_{\infty}^{-1}=(-q ; q)_{\infty} \tag{1.9}
\end{equation*}
$$

Throughout this paper we use the following representations

$$
\begin{array}{r}
\left(q^{a} ; q^{n}\right)_{\infty}\left(q^{b} ; q^{n}\right)_{\infty}\left(q^{c} ; q^{n}\right)_{\infty} \cdots\left(q^{t} ; q^{n}\right)_{\infty}=\left(q^{a}, q^{b}, q^{c} \cdots q^{t} ; q^{n}\right)_{\infty} \\
\left(q^{a} ; q^{n}\right)_{\infty}\left(q^{b} ; q^{n}\right)_{\infty}\left(q^{c} ; q^{n}\right)_{\infty} \cdots\left(q^{t} ; q^{n}\right)_{\infty}=\left(q^{a}, q^{b}, q^{c} \cdots q^{t} ; q^{n}\right)_{\infty} \\
\left(-q^{a} ; q^{n}\right)_{\infty}\left(-q^{b} ; q^{n}\right)_{\infty}\left(q^{c} ; q^{n}\right)_{\infty} \cdots\left(q^{t} ; q^{n}\right)_{\infty}=\left(-q^{a},-q^{b}, q^{c} \cdots q^{t} ; q^{n}\right)_{\infty} \tag{1.12}
\end{array}
$$

Now we can have following q-products identities, as

$$
\left(q^{2} ; q^{2}\right)_{\infty}=\prod_{n=0}^{\infty}\left(1-q^{2 n+2}\right)
$$

$$
\begin{gathered}
=\prod_{n=0}^{\infty}\left(1-q^{2(4 n)+2}\right) \times \prod_{n=0}^{\infty}\left(1-q^{2(4 n+1)+2}\right) \times \prod_{n=0}^{\infty}\left(1-q^{2(4 n+2)+2}\right) \times \prod_{n=0}^{\infty}\left(1-q^{2(4 n+3)+2}\right) \\
=\prod_{n=0}^{\infty}\left(1-q^{8 n+2}\right) \times \prod_{n=0}^{\infty}\left(1-q^{8 n+4}\right) \times \prod_{n=0}^{\infty}\left(1-q^{8 n+6}\right) \times \prod_{n=0}^{\infty}\left(1-q^{8 n+8}\right)
\end{gathered}
$$

or,

$$
\begin{align*}
& \left(q^{2} ; q^{2}\right)_{\infty}=\left(q^{2} ; q^{8}\right)_{\infty}\left(q^{4} ; q^{8}\right)_{\infty}\left(q^{6} ; q^{8}\right)_{\infty}\left(q^{8} ; q^{8}\right)_{\infty}=\left(q^{2}, q^{4}, q^{6}, q^{8} ; q^{8}\right)_{\infty}  \tag{1.13}\\
& \left(q^{4} ; q^{4}\right)_{\infty}=\prod_{n=0}^{\infty}\left(1-q^{4 n+4}\right) \\
& =\prod_{n=0}^{\infty}\left(1-q^{4(3 n)+4}\right) \times \prod_{n=0}^{\infty}\left(1-q^{4(3 n+1)+4}\right) \times \prod_{n=0}^{\infty}\left(1-q^{4(3 n+2)+4}\right) \\
& =\prod_{n=0}^{\infty}\left(1-q^{12 n+4}\right) \times \prod_{n=0}^{\infty}\left(1-q^{12 n+8}\right) \times \prod_{n=0}^{\infty}\left(1-q^{12 n+12}\right)
\end{align*}
$$

or,

$$
\begin{gather*}
\left(q^{4} ; q^{4}\right)_{\infty}=\left(q^{4} ; q^{12}\right)_{\infty}\left(q^{8} ; q^{12}\right)_{\infty}\left(q^{12} ; q^{12}\right)_{\infty}=\left(q^{4}, q^{8}, q^{12} ; q^{12}\right)_{\infty}  \tag{1.14}\\
\left(q^{4} ; q^{12}\right)_{\infty}=\prod_{n=0}^{\infty}\left(1-q^{12 n+4}\right)=\prod_{n=0}^{\infty}\left(1-q^{12(5 n)+4}\right) \times \prod_{n=0}^{\infty}\left(1-q^{12(5 n+1)+4}\right) \times \\
\times \prod_{n=0}^{\infty}\left(1-q^{12(5 n+2)+4}\right) \times \prod_{n=0}^{\infty}\left(1-q^{12(5 n+3)+4}\right) \times \prod_{n=0}^{\infty}\left(1-q^{12(5 n+4)+4}\right) \\
=\prod_{n=0}^{\infty}\left(1-q^{60 n+4}\right) \times \prod_{n=0}^{\infty}\left(1-q^{60 n+16}\right) \times \prod_{n=0}^{\infty}\left(1-q^{60 n+28}\right) \times \prod_{n=0}^{\infty}\left(1-q^{60 n+40}\right) \times \prod_{n=0}^{\infty}\left(1-q^{60 n+52}\right)
\end{gather*}
$$

or,

$$
\begin{gather*}
\left(q^{4} ; q^{12}\right)_{\infty}=\left(q^{4} ; q^{60}\right)_{\infty}\left(q^{16} ; q^{60}\right)_{\infty}\left(q^{28} ; q^{60}\right)_{\infty}\left(q^{40} ; q^{60}\right)_{\infty}\left(q^{52} ; q^{60}\right)_{\infty} \\
=\left(q^{4}, q^{16}, q^{28}, q^{40}, q^{52} ; q^{60}\right)_{\infty} \tag{1.15}
\end{gather*}
$$

Similarly we can compute following as

$$
\begin{gather*}
\left(q^{5} ; q^{5}\right)_{\infty}=\left(q^{5} ; q^{15}\right)_{\infty}\left(q^{10} ; q^{15}\right)_{\infty}\left(q^{15} ; q^{15}\right)_{\infty}  \tag{1.16}\\
\left(q^{6} ; q^{6}\right)_{\infty}=\left(q^{6} ; q^{24}\right)_{\infty}\left(q^{12} ; q^{24}\right)_{\infty}\left(q^{18} ; q^{24}\right)_{\infty}\left(q^{24} ; q^{24}\right)_{\infty}=\left(q^{6}, q^{12}, q^{18}, q^{24} ; q^{24}\right)_{\infty}  \tag{1.17}\\
\left(q^{6} ; q^{12}\right)_{\infty}=\left(q^{6} ; q^{60}\right)_{\infty}\left(q^{18} ; q^{60}\right)_{\infty}\left(q^{30} ; q^{60}\right)_{\infty}\left(q^{42} ; q^{60}\right)_{\infty}\left(q^{54} ; q^{60}\right)_{\infty} \\
=\left(q^{6}, q^{18}, q^{30}, q^{42}, q^{54} ; q^{60}\right)_{\infty} \tag{1.18}
\end{gather*}
$$

The outline of this paper is as follows. In sections 2, some recent results obtained by the author [1], and also some well known results are recorded in $[6 ; 7]$, those are useful to the rest of the paper. In section 3, we state and prove four q-product identities, which are new and not recorded in the literature of special functions.

## iI. Preliminaries

In [1], following identities are being established

$$
\begin{gather*}
{\left[\frac{\left(-q ; q^{2}\right)_{\infty}^{8}-\left(q ; q^{2}\right)_{\infty}^{8}}{q}\right]^{\frac{1}{4}}=\frac{2}{\left[\left(q^{2} ; q^{4}\right)_{\infty}\right]^{2}}}  \tag{2.2}\\
\frac{\left(q^{2} ; q^{2}\right)_{\infty}}{\left(q^{4} ; q^{4}\right)_{\infty}}=\left(q,-q ; q^{2}\right)_{\infty}  \tag{2.3}\\
\left(q^{2} ; q^{2}\right)_{\infty}=\left(q^{2} ; q^{4}\right)_{\infty}\left(q^{4} ; q^{4}\right)_{\infty}
\end{gather*}
$$

In Ramanujan's notebook [7, p.107], Chapter IX, Entry 7(iii) is recorded as

$$
\begin{equation*}
\phi(q)+\phi(-q)=\frac{1}{4} \phi\left(q^{2}\right) \tag{2.5}
\end{equation*}
$$

In Ramanujan's notebook [7, p.198], Chapter XVI, following entries are recorded as Entry 24(i):

$$
\begin{equation*}
\frac{f(q)}{f(-q)}=\frac{\psi(q)}{\psi(-q)}=\frac{\chi(q)}{\chi(-q)}=\sqrt{\frac{\phi(q)}{\phi(-q)}} \tag{2.6}
\end{equation*}
$$

where $\chi(q)$ is given in [7, p.197], Chapter XVI, Entry 22(iv), as

$$
\begin{equation*}
\chi(q)=\prod\left(q, q^{2}\right)=(1+q)\left(1+q^{3}\right)\left(1+q^{5}\right)\left(1+q^{7}\right) \text { and constant } \tag{2.7}
\end{equation*}
$$

Entry $24(i i)$ :

$$
\begin{equation*}
f^{3}(-q)=\phi^{2}(-q) \psi(q)=1-3 q+5 q^{3}-7 q^{6}+9 q^{10}-\text { and constant } \tag{2.8}
\end{equation*}
$$

Entry 24(iii) :

$$
\begin{equation*}
\chi(q)=\frac{f(q)}{f\left(-q^{2}\right)}=\sqrt[3]{\frac{\phi(q)}{\psi(-q)}}=\frac{\phi(q)}{f(q)}=\frac{f\left(-q^{2}\right)}{\psi(-q)} \tag{2.9}
\end{equation*}
$$

where $\chi(q)$ is given by (2.7)

Entry $24(i v)$ :

$$
\begin{equation*}
f^{3}\left(-q^{2}\right)=\phi(-q) \psi^{2}(x) \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi(q) \chi(-q)=\chi\left(-q^{2}\right) \tag{2.11}
\end{equation*}
$$

where $\chi(q)$ is given by (2.7)

## iII. Main Results

In this section, we established following new results with the help of $\psi($.$) and \phi($.$) functions$ or in more general language we can say that by using the properties of Jacobi's triple product identity as $\psi($.$) and \phi($.$) functions are its special cases. These results are not$ recorded in the literature of special functions

$$
\begin{equation*}
\left(-q^{2} ; q^{4}\right)_{\infty}=2\left(-q,-q ; q^{2}\right)_{\infty}^{\frac{1}{2}}\left[\left(-q ; q^{2}\right)_{\infty}^{2}+\left(q ; q^{2}\right)_{\infty}^{2}\right]^{\frac{1}{2}} \tag{3.1}
\end{equation*}
$$

$$
\begin{gather*}
\left(-q ; q^{2}\right)_{\infty}(q ; q)_{\infty}=\left(q ; q^{2}\right)_{\infty}(-q ;-q)_{\infty}  \tag{3.2}\\
(q ; q)_{\infty}=\left(q ; q^{2}\right)_{\infty}\left(q^{2} ; q^{2}\right)_{\infty}=\left(q, q^{2} ; q^{2}\right)_{\infty}  \tag{3.3}\\
(-q ;-q)_{\infty}=\left(-q ; q^{2}\right)_{\infty}\left(q^{2} ; q^{2}\right)_{\infty} \tag{3.4}
\end{gather*}
$$

Proof of (3.1): By substituting, $q=-q$ and $q=q^{2}$ respectively in (1.6), we have

$$
\phi(-q)=\left(q ; q^{2}\right)_{\infty}^{2}\left(q^{2} ; q^{2}\right)_{\infty} ; \phi\left(q^{2}\right)=\left(-q^{2} ; q^{4}\right)_{\infty}^{2}\left(q^{4} ; q^{4}\right)_{\infty}
$$

by substituting the values $\phi(-q), \phi\left(q^{2}\right)$, and employing (1.6) in (2.5), we get

$$
\left(q^{2} ; q^{2}\right)_{\infty}\left[\left(-q ; q^{2}\right)_{\infty}^{2}+\left(q ; q^{2}\right)_{\infty}^{2}\right]=\frac{1}{4}\left(-q^{2} ; q^{4}\right)_{\infty}^{2}\left(q^{4} ; q^{4}\right)_{\infty}
$$

further using (2.3), and after simplification, we get

$$
\left(-q^{2} ; q^{4}\right)_{\infty}=2\left(-q,-q ; q^{2}\right)_{\infty}^{\frac{1}{2}}\left[\left(-q ; q^{2}\right)_{\infty}^{2}+\left(q ; q^{2}\right)_{\infty}^{2}\right]^{\frac{1}{2}}
$$

which established (3.1)
Proof of (3.2): By substituting, $q=-q$ in (1.7) and (1.8) respectively, we have

$$
\psi(-q)=\frac{\left(q^{2} ; q^{2}\right)_{\infty}}{\left(-q ; q^{2}\right)_{\infty}} ; f(q)=(-q ;-q)_{\infty}
$$

by substituting the values of $f(q)$ and $\psi(-q)$, and employing (1.7) and (1.8), in first and second part of (2.6), after little simplification, we get

$$
\frac{(-q ;-q)_{\infty}}{(q ; q)_{\infty}}=\frac{\left(-q ; q^{2}\right)_{\infty}}{\left(q ; q^{2}\right)_{\infty}}
$$

which can also be written as

$$
\left(-q ; q^{2}\right)_{\infty}(q ; q)_{\infty}=\left(q ; q^{2}\right)_{\infty}(-q ;-q)_{\infty}
$$

which established (3.2)

Note: We verified that the result (3.2), can also be proved by taking any other two parts of (2.6).

Proof of (3.3): By (1.6) and (1.8) respectively, we have

$$
\phi^{2}(-q)=\left(q ; q^{2}\right)_{\infty}^{4}\left(q^{2} ; q^{2}\right)_{\infty}^{2} ; f^{3}(-q)=(q ; q)_{\infty}^{3}
$$

by substituting the values of $\phi^{2}(-q)$ and $f^{3}(-q)$, and employing (1.7), in first and second part of (2.8), after little simplification, we get

$$
(q ; q)_{\infty}=\left(q ; q^{2}\right)_{\infty}\left(q^{2} ; q^{2}\right)_{\infty}=\left(q, q^{2} ; q^{2}\right)_{\infty}
$$

which established (3.3)
Note: If we put $q=q^{2}$ in (3.3), then we find (2.4) a result already proved by the author in [1].

Proof of (3.4): By (1.7) and (1.8) respectively, we have

$$
(-q)=\frac{\left(q^{2} ; q^{2}\right)_{\infty}}{\left(-q ; q^{2}\right)_{\infty}} ; f^{3}(q)=(-q ;-q)_{\infty}^{3} ; f^{3}\left(-q^{2}\right)=\left(q^{2} ; q^{2}\right)_{\infty}^{3}
$$

by substituting the values of $(-q), f^{3}(q), f^{3}\left(-q^{2}\right)$ and employing (1.6), in second and third part of (2.9), after little simplification, we get

$$
(-q ;-q)_{\infty}=\left(-q ; q^{2}\right)_{\infty}\left(q^{2} ; q^{2}\right)_{\infty}
$$

which established (3.4)

Note: We verified that the result (3.4), can also be proved by taking any other two parts of (2.9).
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## I. INTRODUCTION

In 1987, Inayat-Hussain [1, 2] introduced generalization form of Fox's H-function, which is popularly known as $\overline{\mathrm{H}}$-function. Now $\overline{\mathrm{H}}$-function stands on fairly firm footing through the research contributions of various authors $[1,2,3,9,10,14,15$, and 16].
$\bar{H}$-function is defined and represented in the following manner [10].

$$
\overline{\mathrm{H}}_{\mathrm{p}, \mathrm{q}}^{\mathrm{m}, \mathrm{q}}[\mathrm{z}]=\bar{H}_{\mathrm{p}, \mathrm{q}}^{\mathrm{m}, \mathrm{q}}\left[\mathrm { z } \left[\left(\begin{array}{l}
\left(\mathrm{a}_{\mathrm{j}}, \alpha_{\mathrm{j}} ; \mathrm{A}_{\mathrm{j}}\right)_{1, \mathrm{n}}\left(\mathrm{a}_{\mathrm{j}}, \alpha_{\mathrm{j}}\right)_{n+1, \mathrm{p}}  \tag{1.1}\\
\left(\mathrm{~b}_{\mathrm{j}} ; \beta_{\mathrm{j}} ; \mathrm{B}_{\mathrm{j}}\right)_{1, \mathrm{~m},},\left(\mathrm{~b}_{\mathrm{j}}, \beta_{\mathrm{j}}\right)_{\mathrm{m+1,q}}
\end{array}\right]=\frac{1}{2 \pi \mathrm{i}} \int_{\mathrm{L}} \mathrm{z}^{\xi} \bar{\phi}(\xi) \mathrm{d} \xi(\mathrm{z} \neq 0)\right.\right.
$$

where

$$
\begin{equation*}
\bar{\phi}(\xi)=\frac{\prod_{j=1}^{m} \Gamma\left(\mathrm{~b}_{\mathrm{j}}-\beta_{j} \xi\right) \prod_{\mathrm{j}=1}^{n}\left\{\Gamma\left(1-\mathrm{a}_{\mathrm{j}}+\alpha_{j} \xi\right)\right\}^{A_{j}}}{\prod_{j=m+1}^{\mathrm{a}}\left\{\Gamma\left(1-\mathrm{b}_{\mathrm{j}}+\beta_{j} \xi\right)\right\}^{\beta_{j}} \prod_{\mathrm{j}=\mathrm{n+1}}^{\mathrm{p}} \Gamma\left(\mathrm{a}_{\mathrm{j}}-\alpha_{j} \xi\right)} \tag{1.2}
\end{equation*}
$$

It may be noted that the $\bar{\phi}(\xi)$ contains fractional powers of some of the gamma function and $m, n, p, q$ are integers such that $1 \leq m \leq q, 1 \leq n \leq p\left(\alpha_{j}\right)_{1, p},\left(\beta_{j}\right)_{1, q}$ are positive real numbers and $\left(A_{j}\right)_{1, n},\left(B_{j}\right)_{m+1, q}$ may take non-integer values, which we assume to be positive for standardization purpose. $\left(\alpha_{j}\right)_{1, p}$ and $\left(\beta_{j}\right)_{1, q}$ are complex numbers.

The nature of contour $L$, sufficient conditions of convergence of defining integral (1.1) and other details about the $\bar{H}$-function can be seen in the papers [9, 10]

[^3]The behavior of the $\bar{H}$-function for small values of $|z|$ follows easily from a result given by Rathie [3]:

$$
\begin{gather*}
\bar{H}_{\mathrm{p}, \mathrm{q}}^{\mathrm{mn}}[\mathrm{z}]=0\left(|z|^{\alpha}\right) ; \text { Where } \\
\alpha=\min _{1 \leq \leq \leq m} \operatorname{Re}\left(\frac{b_{j}}{\alpha_{j}}\right),|z| \rightarrow 0  \tag{1.3}\\
\Omega=\sum_{j=1}^{m}\left|B_{j}\right|+\sum_{j=m+1}^{q}\left|b_{j} B_{j}\right|-\sum_{j=1}^{n}\left|a_{j} A_{j}\right|-\sum_{j=n+1}^{q}\left|A_{j}\right|>0,0<|z|<\infty \tag{1.4}
\end{gather*}
$$

The following function which follows as special cases of the $\bar{H}$-function will be required in the sequel [10]

$$
{ }_{\rho} \bar{\psi}_{q}\left[\begin{array}{l}
\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, p} ; z  \tag{1.5}\\
\left(b_{j}, \beta_{j} ; B_{j}\right)_{1, q}
\end{array}\right]=\bar{H}_{p, q+1}^{1, p}\left[-z \left\lvert\, \begin{array}{c}
\left(1-a_{j}, \alpha_{j} ; A_{j}\right)_{1, p} \\
(0,1),\left(1-b_{j}, \beta_{j} ; B_{j}\right)_{1, q}
\end{array}\right.\right]
$$

The general class of polynomials $S_{n_{1}, \ldots n_{r}}^{m_{1}, m_{r}}[x]$ will be defined and represented as follows [6, p.185, eqn. (7)]:
where $n_{1}, \ldots, n_{r}=0,1,2, \ldots ; m_{1}, \ldots m_{r}$ are arbitrary positive integers, the coefficients $A_{n_{1, l}}\left(n_{i}, l_{i} \geq 0\right)$ are arbitrary constants, real or complex. $S_{n_{1}, \ldots, n_{f}}^{m_{1}, m_{t}}[x]$ yields a number of known polynomials as its special cases. These includes, among other, the Jacobi polynomials, the Bessel Polynomials, the Lagurre Polynomials, the Brafman Polynomials and several others [8, p. 158-161].

The following formulas [12, p.77, Ens. (3.1), (3.2) \& (3.3)] will be required in our investigation.

$$
\begin{align*}
& \int_{0}^{\infty}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-p-1} d x=\frac{\sqrt{\pi}}{2 a(4 a b+c)^{p+1 / 2}} \frac{\Gamma(p+1 / 2)}{\Gamma(p+1)}, \quad(a>0 ; b \geq 0 ; c+4 a b>0 ; \operatorname{Re}(p)+1 / 2>0)  \tag{1.7}\\
& \int_{0}^{\infty} \frac{1}{x^{2}}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-p-1} d x=\frac{\sqrt{\pi}}{2 b(4 a b+c)^{p+1 / 2}} \frac{\Gamma(p+1 / 2)}{\Gamma(p+1)}, \quad(a \geq 0 ; b>0 ; c+4 a b>0 ; \operatorname{Re}(p)+1 / 2>0)  \tag{1.8}\\
& \int_{0}^{\infty}\left(a+\frac{b}{x^{2}}\right)\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-p-1} d x=\frac{\sqrt{\pi}}{(4 a b+c)^{p+1 / 2}} \frac{\Gamma(p+1 / 2)}{\Gamma(p+1)} \quad(a>0 ; b>0 ; c+4 a b>0 ; \operatorname{Re}(p)+1 / 2>0) \tag{1.9}
\end{align*}
$$

## II. MAIN THEOREMS

In our investigation following result [11, p. 75] is also required.

$$
\begin{equation*}
\text { If }(1-y)^{\alpha+\beta-\gamma}{ }_{2} F_{1}(2 \alpha, 2 \beta ; 2 \gamma ; y)=\sum_{r=0}^{\infty} a_{r} y^{r} \tag{2.1}
\end{equation*}
$$

then

$$
\begin{equation*}
{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right)=\sum_{r 0}^{\infty}=\frac{(\gamma)_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} a_{r} X^{r} \tag{2.2}
\end{equation*}
$$

Let $X$ stands for $\left(a x+\frac{b}{x}\right)^{2}+c$

## First Theorem:

$$
\begin{align*}
& \int_{0}^{\infty} X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right) S_{n_{1}, \ldots n_{k}}^{m_{1}, m_{k}}\left[\prod_{j=1}^{k} y_{i} X^{-\mu_{j}}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{i=0}^{\left[n_{n} / m_{1}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{l} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{l / l}}}{l_{i}!} A_{n_{i}, i,}\left(y_{i}\right)^{\prime \prime} \frac{1}{(4 a b+c)^{-r+\mu_{l}}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{i=1}^{k} \mu_{j} l_{i}, \delta ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1,0} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, q},\left(-\lambda+r-\sum_{j=1}^{k} \mu_{i} l_{i}, \delta ; 1\right)
\end{array}\right.\right] \tag{2.3}
\end{align*}
$$

The above result will be converge under the following conditions
i. $\quad a>0 ; b \geq 0 ; c+4 a b>0$ and $\mu_{i}>0, \delta \geq 0$.
ii. $\operatorname{Re}\left[\lambda+\delta \min _{1 \leq j \leq m}\left(\frac{b_{j}}{\beta_{j}}\right)\right]+\frac{1}{2}>0$
iii. $|\arg z|<\frac{1}{2} \Omega \pi$, where $\Omega$ is given by equation (1.4)
iv. $-\frac{1}{2}<(\alpha-\beta-\gamma)<\frac{1}{2}$

## Second Theorem:

$$
\begin{align*}
& \int_{0}^{\infty} \frac{1}{x^{2}} X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right) S_{n_{1}, \ldots m_{k}}^{m_{k}}\left[\prod_{i=1}^{k} y_{i} X^{-\mu_{k}}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 b(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{i=0}^{\left[n_{r} / m_{1}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{l} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{l / i}}}{l_{i}!} A_{n_{i}, i,}\left(y_{i}\right)^{\prime \prime} \frac{1}{(4 a b+c)^{-r+\mu_{i}!}} \frac{(\gamma)_{r} a}{\left(\gamma+\frac{1}{2}\right)_{r}} \times \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{i=1}^{k} \mu_{i} /_{i}, \delta ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, G},\left(-\lambda+r-\sum_{i=1}^{k} \mu_{i} l_{j}, \delta ; 1\right)
\end{array}\right.\right] \tag{2.4}
\end{align*}
$$

The above result will be converge under the following conditions
i. $a \geq 0 ; b>0 ; c+4 a b>0$ and $\mu_{i}>0, \delta \geq 0$.
ii. $\operatorname{Re}\left[\lambda+\delta \min _{1 \leq j \leq m}\left(\frac{b_{j}}{\beta_{j}}\right)\right]+\frac{1}{2}>0$
iii. $|\arg z|<\frac{1}{2} \Omega \pi$, where $\Omega$ is given by equation (1.4)
iv. $-\frac{1}{2}<(\alpha-\beta-\gamma)<\frac{1}{2}$

## Third Theorem:

$$
\begin{aligned}
& \int_{0}^{\infty}\left(a+\frac{b}{x^{2}}\right) X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right) S_{n_{1}, \ldots m_{k}}^{m_{k}}\left[\prod_{i=1}^{k} y_{i} X^{-\mu_{j}}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{\alpha+1 / 2}} \sum_{r=0}^{\infty} \sum_{r_{1}=0}^{\left[n_{r} / m_{1}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{k} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{l / l}}}{l_{i}!} A_{n_{i}, l^{\prime}}\left(y_{i}\right)^{\prime /} \frac{1}{(4 a b+c)^{-r+\mu / / i}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times
\end{aligned}
$$

$$
\bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{i=1}^{k} \mu_{i} /{ }_{l}, \delta ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p}  \tag{2.5}\\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, q},\left(-\lambda+r-\sum_{i=1}^{k} \mu_{i} l_{j}, \delta ; 1\right)
\end{array}\right.\right]
$$

The above result will be converge under the following conditions
i. $a>0 ; b>0 ; c+4 a b>0$ and $\mu_{i}>0, \delta \geq 0$.
ii. $\operatorname{Re}\left[\lambda+\delta \min _{1 \leq j \leq m}\left(\frac{b_{j}}{\beta_{j}}\right)\right]+\frac{1}{2}>0$
iii. $|\arg z|<\frac{1}{2} \Omega \pi$, where $\Omega$ is given by equation (1.4)
iv. $-\frac{1}{2}<(\alpha-\beta-\gamma)<\frac{1}{2}$

## Proof :

To prove the first theorem, using the result given by equation (2.2) and express $\bar{H}$ -function occurring on the L.H.S. of equation (2.3) in terms of Mellin-Barnes type of contour integral given by equation (1.1) and the general class of polynomials $S_{n_{1}, \ldots, n_{f}}^{m_{1}, m_{t}}[x]$ in series form with the help of equation (1.6) and then interchanging the order of integration and summation we get:

Further using the result (1.7) the above integral becomes

$$
\begin{align*}
& \sum_{r=0}^{\infty} \sum_{l=0}^{\left[n_{l} / m_{1}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{n} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{l}}}{l_{i}!} A_{n_{i}, l_{i}}\left(y_{i}\right)^{l_{i}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times \\
& \frac{1}{2 \pi i} \sum_{L}^{-} \phi(\xi) z^{\xi} \frac{\sqrt{\pi}}{2 a(4 a b+c)^{\lambda+r+\sum_{i=1}^{k} \mu_{l} /+\delta \delta \xi+1 / 2}} \frac{\Gamma\left(\lambda-r+\sum_{i=1}^{k} \mu_{i} l_{i}+\delta \xi+1 / 2\right)}{\Gamma\left(\lambda-r+\sum_{i=1}^{k} \mu_{i} l_{i}+\delta \xi+1\right)} d \xi \tag{2.7}
\end{align*}
$$

Then interpreting with the help of (1.1) and (2.7) provides first integral.
Proceeding on the same parallel lines, theorems second and third given by (2.4) and (2.5) can be obtained by using the results (1.8) and (1.9) respectively.

## Special Cases :

(3.1) If we put $A_{j}=B_{j}=1, \bar{H}$-function reduces to Fox's H-function [7, p. 10, Eqn. (2.1.1)], then the equation (2.3), (2.4) and (2.5) takes the following form.

$$
\begin{align*}
& \int_{0}^{\infty} X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right) S_{n_{1}, \ldots n_{k}}^{m_{1}, m_{k}}\left[\prod_{i=1}^{k} y_{i} X^{-\mu_{\mu}}\right] H_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{i=0}^{\left[n_{1} / m_{1}\right]} \cdots \sum_{k=0}^{\left[n_{k} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{l / i}}}{l_{i}!} A_{n_{i}, k}\left(y_{i}\right)^{\prime /} \frac{1}{(4 a b+c)^{-r+\mu / /\rangle}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times \\
& H_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{i=1}^{k} \mu_{i} l_{i}, \delta ; 1\right),\left(a_{j}, \alpha_{j}\right)_{1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, q},\left(-\lambda+r-\sum_{i=1}^{k} \mu_{j} /_{i}, \delta ; 1\right)
\end{array}\right.\right]  \tag{3.1.1}\\
& \int_{0}^{\infty} \frac{1}{x^{2}} X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right) S_{n_{1}, \ldots m_{k}}^{m_{k}, m_{k}}\left[\prod_{i=1}^{k} y_{i} X^{-\mu_{j}}\right] H_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 b(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{l_{1}=0}^{\left[n_{i} / m_{i}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{n} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{l / i}}}{l_{i}!} A_{n_{i}, l_{i}}\left(y_{i}\right)^{)_{i}} \frac{1}{(4 a b+c)^{-r+\mu / / \lambda}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times \\
& H_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{j=1}^{k} \mu_{i} l_{i}, \delta ; 1\right),\left(a_{j}, \alpha_{j}\right)_{1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, q},\left(-\lambda+r-\sum_{j=1}^{k} \mu_{j} l_{i}, \delta ; 1\right)
\end{array}\right.\right]  \tag{3.1.2}\\
& \int_{0}^{\infty}\left(a+\frac{b}{x^{2}}\right) X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right) S_{n_{1}, \ldots, m_{k}}^{m_{k}}\left[\prod_{i=1}^{\kappa} y_{i} X^{-\mu_{k}}\right] H_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{h=0}^{\left[n_{r} / m_{1}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{k} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{1 / \prime}}}{l_{i}!} A_{n_{i}, l_{k}}\left(y_{i}\right)^{)^{\prime}} \frac{1}{(4 a b+c)^{-r+\mu / / /}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times \\
& H_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{i=1}^{k} \mu_{i} l_{i}, \delta ; 1\right),\left(a_{j}, \alpha_{j}\right)_{1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, q},\left(-\lambda+r-\sum_{i=1}^{k} \mu_{i} l_{i}, \delta ; 1\right)
\end{array}\right.\right] \tag{3.1.3}
\end{align*}
$$

The Conditions of validity of (3.1.1), (3.1.2) and (3.1.3) easily follow from those given in (2.3), (2.4) and (2.5) respectively.
(3.2) By applying the our results given in (2.3), (2.4) and (2.5) to the case of Hermite polynomials $[4, \quad 5]$ by setting $S_{n}^{2}(x) \rightarrow x^{n / 2} H_{n}\left[\frac{1}{2 \sqrt{x}}\right]$ in which $m_{1}, \ldots, m_{k}=2 ; n_{1}, \ldots, n_{k}=n ; k=1 ; v_{i}=v, y_{i}=y, A_{n_{1}, l_{i}}=(-1)^{\prime}$, we have the following interesting results.

$$
\begin{align*}
& \int_{0}^{\infty} X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right)\left(y X^{-\mu}\right)^{n / 2} H_{n}\left[\frac{1}{2} \sqrt{\frac{X^{\mu}}{y}}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{l=0}^{[n / 2]} \frac{(-n)_{21}}{/!}(-1)^{\prime} \frac{(y)^{\prime}}{(4 a b+c)^{-r+\mu / \prime}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
(1 / 2-\lambda+r-\mu /, \delta ; 1),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, q},(-\lambda+r-\mu /, \delta ; 1)
\end{array}\right.\right]  \tag{3.2.1}\\
& \int_{0}^{\infty} \frac{1}{X^{2}} X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right)\left(y X^{-\mu}\right)^{n / 2} H_{n}\left[\frac{1}{2} \sqrt{\frac{X^{\mu}}{y}}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 b(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{l=0}^{[n / 2]} \frac{(-n)_{21}}{/!}(-1)^{\prime} \frac{(y)^{\prime}}{(4 a b+c)^{-r+\mu /}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
(1 / 2-\lambda+r-\mu /, \delta ; 1),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, q},(-\lambda+r-\mu l, \delta ; 1)
\end{array}\right.\right]  \tag{3.2.2}\\
& \int_{0}^{\infty}\left(a+\frac{b}{x^{2}}\right) X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; x\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; x\right)\left(y X^{-\mu}\right)^{n / 2} H_{n}\left[\frac{1}{2} \sqrt{\frac{X^{\mu}}{y}}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{(4 a b+c)^{2+1 / 2}} \sum_{r=0}^{\infty} \sum_{l=0}^{[n / 2]} \frac{(-n)_{21}}{/!}(-1)^{\prime} \frac{(y)^{\prime}}{(4 a b+c)^{-r+\mu / \prime}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
(1 / 2-\lambda+r-\mu /, \delta ; 1),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, \rho} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, q},(-\lambda+r-\mu /, \delta ; 1)
\end{array}\right.\right] \tag{3.2.3}
\end{align*}
$$

The Conditions of validity of (3.2.1), (3.2.2) and (3.2.3) easily follow from those given in (2.3), (2.4) and (2.5) respectively.
(3.3) By applying the our results given in (2.3), (2.4) and (2.5) to the case of Lagurre polynomials $[4, \quad 5]$ by setting $S_{n}^{2}(x) \rightarrow L_{n}^{(\alpha)}[x]$ in which $m_{1}, \ldots, m_{k}=1 ; n_{1}, \ldots, n_{k}=n ; k=1, v_{i}=v, y_{i}=y, A_{n, l_{l}}=\binom{n+\alpha^{\prime}}{n} \frac{1}{\left(\alpha^{\prime}+1\right)}$, we have the following interesting results.

$$
\begin{aligned}
& \int_{0}^{\infty} X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; x\right) 厶_{n}^{(\alpha)}\left[y X^{-\mu}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{l=0}^{[n / 2]} \frac{(-n)_{21}}{/!}\binom{n+\alpha^{\prime}}{n} \frac{1}{\left(\alpha^{\prime}+1\right)_{l}} \frac{(y)^{\prime}}{(4 a b+c)^{-r+\mu /}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times
\end{aligned}
$$ results.

## 路

$$
\int_{0}^{\infty}\left(a+\frac{b}{x^{2}}\right) X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right) \chi_{n}^{(\alpha)}\left[y X^{-\mu}\right] \bar{H}_{p, \eta}^{m, n}\left[z X^{-\delta}\right] d x
$$

$$
=\frac{\sqrt{\pi}}{(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{l=0}^{[n / 2]} \frac{(-n)_{21}}{/!}\binom{n+\alpha^{\prime}}{n} \frac{1}{\left(\alpha^{\prime}+1\right)_{l}} \frac{(y)^{\prime}}{(4 a b+c)^{-r+\mu /}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times
$$

$$
\bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
(1 / 2-\lambda+r-\mu /, \delta ; 1),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, q},(-\lambda+r-\mu /, \delta ; 1)
\end{array}\right.\right]
$$

The Conditions of validity of (3.3.1), (3.3.2) and (3.3.3) easily follow from those given in (2.3), (2.4) and (2.5) respectively.
(3.4) If we put $n=p, m=1, q=q+1, b_{1}=0, \beta_{1}=1, a_{j}=1-a_{j}, b_{j}=1-b_{j}$, then the $\bar{H}$-function reduces to generalized wright hypergeometric function [17] i.e. $\bar{H}_{p, q+1}^{1, \rho}\left[z \left\lvert\, \begin{array}{c}\left(1-a_{j}, \alpha_{j} ; A_{j}\right)_{1, p} \\ (0,1),\left(1-b_{j} ; \beta_{j} ; B_{j}\right)_{1, q}\end{array}\right.\right]={ }_{\rho} \bar{\psi}_{q}\left[\begin{array}{l}\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, p} ;-z \\ \left(b_{j}, \beta_{j} ; B_{j}\right)_{1, q}\end{array}\right]$, the equations (2.3), (2.4) and (2.5) takes the following form.

$$
\begin{align*}
& \int_{0}^{\infty} X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right) S_{n_{1}, \ldots n_{k}}^{m_{1}, m_{k}}\left[\prod_{i=1}^{k} y_{i} X^{-\mu_{k}}\right]{ }_{\rho} \bar{\psi}_{q}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{i=0}^{\left[n_{1} / m_{i}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{k} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m, l}}{l_{i}!} A_{n_{i}, i /}\left(y_{i}\right)^{\prime \prime} \frac{1}{(4 a b+c)^{-r+\mu / l_{i}}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times \\
& \bar{p}_{p+1} \bar{\psi}_{q+1}\left[\begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{i=1}^{k} \mu_{i} /_{i}, \delta ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, p} ; \frac{-z}{(4 a b+c)^{\delta}} \\
\left(b_{j}, \beta_{j} ; B_{j}\right)_{1, q},\left(-\lambda+r-\sum_{i=1}^{k} \mu_{j} l_{i}, \delta ; 1\right)
\end{array}\right]  \tag{3.4.1}\\
& \int_{0}^{\infty} \frac{1}{x^{2}} X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; x\right) S_{n_{1}, \ldots, m_{k}}^{m_{1}}\left[\prod_{i=1}^{k} y_{i} X^{-\mu_{i}}\right]{ }_{\rho} \bar{\psi}_{q}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 b(4 a b+c)^{k+1 / 2}} \sum_{r=0}^{\infty} \sum_{i=0}^{\left[n_{1} / m_{1}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{l} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{/ / i}}}{l_{i}!} A_{n_{i}, l_{i}}\left(y_{i}\right)^{k^{\prime}} \frac{1}{(4 a b+c)^{-r+\mu_{i / i}}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times
\end{align*}
$$

$$
\begin{align*}
& =\frac{\sqrt{\pi}}{2 b(4 a b+c)^{2+1 / 2}} \sum_{r=0}^{\infty} \sum_{l=0}^{[n / 2]} \frac{(-n)_{21}}{/!}\binom{n+\alpha^{\prime}}{n} \frac{1}{\left(\alpha^{\prime}+1\right)_{,}} \frac{(y)^{\prime}}{(4 a b+c)^{-r+\mu /}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
(1 / 2-\lambda+r-\mu /, \delta ; 1),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m}\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, q^{\prime}},(-\lambda+r-\mu /, \delta ; 1)
\end{array}\right.\right] \tag{3.3.2}
\end{align*}
$$

$$
\begin{align*}
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
(1 / 2-\lambda+r-\mu l, \delta ; 1),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, \rho} \\
\left(b_{j}, \beta_{j}\right)_{1, m}\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, q},(-\lambda+r-\mu /, \delta ; 1)
\end{array}\right.\right]  \tag{3.3.1}\\
& \int_{0}^{\infty} \frac{1}{X^{2}} X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right) 厶_{n}^{(\alpha)}\left[y X^{-\mu}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x
\end{align*}
$$

$$
\begin{align*}
& { }_{p+1} \bar{\psi}_{q+1}\left[\begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{i=1}^{k} \mu_{i} /_{i} ; \delta, 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, p} ; \frac{-z}{(4 a b+c)^{\delta}} \\
\left(b_{j} ; \beta_{j} ; B_{j}\right)_{1, q},\left(-\lambda+r-\sum_{i=1}^{k} \mu_{i} /_{i}, \delta ; 1\right)
\end{array}\right]  \tag{3.4.2}\\
& \int_{0}^{\infty}\left(a+\frac{b}{X^{2}}\right) X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \gamma+\frac{1}{2} ; X\right){ }_{2} F_{1}\left(\gamma-\alpha, \gamma-\beta ; \gamma+\frac{1}{2} ; X\right) S_{n_{1}, \ldots, m_{k}}^{m_{k}}\left[\prod_{j=1}^{k} y_{i} X^{-\mu_{j}}\right]{ }_{\rho} \bar{\psi}_{q}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{l=0}^{\left[n / m_{1}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{l} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{l / l}}}{l_{i}!} A_{n, l}\left(y_{j}\right)^{)_{i}} \frac{1}{(4 a b+c)^{-r+\mu / / \lambda}} \frac{(\gamma)_{r} a_{r}}{\left(\gamma+\frac{1}{2}\right)_{r}} \times \\
& { }_{++1} \bar{\psi}^{q}{ }_{+1}\left[\begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{i=1}^{k} \mu_{i} /_{i} \delta ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, p} ; \frac{-z}{(4 a b+c)^{\delta}} \\
\left(b_{j}, \beta_{j} ; B_{j}\right)_{1, q},\left(-\lambda+r-\sum_{i=1}^{k} \mu_{i} l_{i}, \delta ; 1\right)
\end{array}\right] \tag{3.4.3}
\end{align*}
$$

The Conditions of validity of (3.4.1), (3.4.2) and (3.4.3) easily follow from those given in (2.3), (2.4) and (2.5) respectively.
(3.5) If we put $\alpha=\gamma$, in the main theorem, the value of $a_{r}$ in (2.1) comes out to be equal to $\frac{\beta_{r}}{r!}$ and the result (2.3), (2.4) and (2.5) gives the following interesting integral.

$$
\begin{aligned}
& \int_{0}^{\infty} X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \alpha+\frac{1}{2} ; X\right) S_{n_{1}, \ldots, m_{k}}^{m_{k}}\left[\prod_{j=1}^{k} y_{i} X^{-\mu_{j}}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{i=0}^{\left[n_{n} / m_{i}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{l} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{l / l}}}{l_{i}!} A_{n_{i}, i,}\left(y_{i}\right)^{\prime \prime} \frac{1}{(4 a b+c)^{-r+\mu / \mu_{i}}} \frac{(\alpha)_{r}(\beta)_{r}}{\left(\alpha+\frac{1}{2}\right)_{r} r!} \times
\end{aligned}
$$

$$
\begin{align*}
& \int_{0}^{\infty} \frac{1}{X^{2}} X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \alpha+\frac{1}{2} ; X\right) S_{n_{1}, \ldots, m_{k}}^{m_{k}}\left[\prod_{j=1}^{k} y_{i} X^{-\mu_{j}}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 b(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{l=0}^{\left[n_{l} / m_{1}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{k} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{l / l}}}{l_{i}!} A_{n_{i}, l_{k}}\left(y_{i}\right)^{l^{\prime}} \frac{1}{(4 a b+c)^{-r+\mu_{/ j} / i}} \frac{(\alpha)_{r}(\beta)_{r}}{\left(\alpha+\frac{1}{2}\right)_{r} r!} \times \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{j=1}^{k} \mu_{j} /_{i}, \delta ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m}\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, q},\left(-\lambda+r-\sum_{j=1}^{k} \mu_{j} / ; \delta ; 1\right)
\end{array}\right.\right] \tag{3.5.2}
\end{align*}
$$

$$
\begin{align*}
& \int_{0}^{\infty}\left(a+\frac{b}{X^{2}}\right) X^{-\lambda-1}{ }_{2} F_{1}\left(\alpha, \beta ; \alpha+\frac{1}{2} ; x\right) S_{n_{1}, \ldots, m_{k}}^{m_{k}}\left[\prod_{i=1}^{k} y_{i} X^{-\mu_{i}}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{i=0}^{\left[n_{1} / m_{1}\right]} \cdots \sum_{k=0}^{\left[n_{k} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{i / 1}}}{l_{i}!} A_{n_{i}, l_{k}}\left(y_{i}\right)^{k^{\prime}} \frac{1}{(4 a b+c)^{-r+\mu_{i} / i}} \frac{(\alpha)_{r}(\beta)_{r}}{\left(\alpha+\frac{1}{2}\right)_{r} r!} \times \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{s}} \left\lvert\, \begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{i=1}^{k} \mu_{i} / l_{i} \delta ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1,0} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, G},\left(-\lambda+r-\sum_{j=1}^{k} \mu_{j} l_{i}, \delta ; 1\right)
\end{array}\right.\right] \tag{3.5.3}
\end{align*}
$$

The conditions of validity of (3.5.1), (3.5.2) and (3.5.3) easily follow from those given in (2.3), (2.4) and (2.5) respectively.
(3.6) If we put $\beta=\alpha+\frac{1}{2}$ and $\alpha=-f$ ( $f$ is non-negative integer) in (3.5.1), (3.5.2) and (3.5.3), we have:

$$
\begin{align*}
& \int_{0}^{\infty} X^{-\lambda-1}(1-X)^{t} S_{n_{1}, \ldots, m_{k}}^{m_{m_{k}}}\left[\prod_{i=1}^{\kappa} y_{i} X^{-\mu_{l}}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{t} \sum_{i=0}^{\left[n_{1} / m_{1}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{l} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{i / l}}}{l_{i}!} A_{n_{i}, i,}\left(y_{i}\right)^{k} \frac{1}{(4 a b+c)^{-r+\mu_{l} / i}} \frac{(-f)_{r}}{r!} \times \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{j=1}^{k} \mu_{i} / l_{i}, \delta ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1,0} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, G},\left(-\lambda+r-\sum_{j=1}^{k} \mu_{j} l_{j}, \delta ; 1\right)
\end{array}\right.\right]  \tag{3.6.1}\\
& \int_{0}^{\infty} \frac{1}{X^{2}} X^{-\lambda-1}(1-X)^{t} S_{n_{1}, \ldots m_{k}}^{m_{1}, m_{k}}\left[\prod_{i=1}^{k} y_{i} X^{-\mu_{i}}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{2 b(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{i=0}^{\left[n_{1} / m_{1}\right]} \cdots \sum_{l_{k}=0}^{\left[n, / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{l / l}}}{l_{i}!} A_{n_{i}, i}\left(y_{i}\right)^{\prime \prime} \frac{1}{(4 a b+c)^{-r+\mu \mu_{i}}} \frac{(-f)_{r}}{r!} \times \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{i=1}^{k} \mu_{i} l_{i}, \delta ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, q},\left(-\lambda+r-\sum_{j=1}^{k} \mu_{j} l_{i}, \delta ; 1\right)
\end{array}\right.\right]  \tag{3.6.2}\\
& \int_{0}^{\infty}\left(a+\frac{b}{X^{2}}\right) X^{-\lambda-1}(1-X)^{f} S_{n_{1}, \ldots m_{k}}^{m_{1}} m_{k}\left[\prod_{i=1}^{k} y_{i} X^{-\mu_{i}}\right] \bar{H}_{p, q}^{m, n}\left[z X^{-\delta}\right] d x \\
& =\frac{\sqrt{\pi}}{(4 a b+c)^{\lambda+1 / 2}} \sum_{r=0}^{\infty} \sum_{i=0}^{\left[n_{1} / m_{1}\right]} \cdots \sum_{l_{k}=0}^{\left[n_{l} / m_{k}\right]} \prod_{i=1}^{k} \frac{\left(-n_{i}\right)_{m_{1 / \prime}}}{l_{i}!} A_{n_{i}, l_{i}}\left(y_{i}\right)^{\prime \prime} \frac{1}{(4 a b+c)^{-r+\mu_{i} / i}} \frac{(-f)_{r}}{r!} \times \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{\delta}} \left\lvert\, \begin{array}{c}
\left(1 / 2-\lambda+r-\sum_{i=1}^{k} \mu_{j} l_{i}, \delta ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m^{\prime}},\left(b_{j}, \beta_{j} ; B_{j}\right)_{m+1, q^{\prime}},\left(-\lambda+r-\sum_{i=1}^{k} \mu_{i} l_{i}, \delta ; 1\right)
\end{array}\right.\right] \tag{3.6.3}
\end{align*}
$$

The conditions of validity of (3.6.1), (3.6.2) and (3.6.3) easily follow from those given in (2.3), (2.4) and (2.5) respectively.
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# An Efficient Class of Dual to Product-CumDual to Ratio Estimators of Finite Population Mean in Sample Surveys 

Sanjib Choudhury ${ }^{\alpha}$ \& B. K. Singh ${ }^{\sigma}$


#### Abstract

This paper considers a class of dual to product-cum-dual to ratio estimators for estimating finite population mean of the study variate using auxiliary variate. The bias and mean square error of the proposed estimator have been obtained. The asymptotically optimum estimator (AOE) in the class has also been identified along with its approximate bias and mean square error. Theoretical and empirical studies have been done to demonstrate the superiority of the proposed estimators over the other estimators.


Keywords : Finite population mean; Auxiliary variate; Dual to product-cum-dual to ratio estimator; Mean square error; Efficiency.

## I. INTRODUCTION

It is well established in sample surveys that auxiliary information is often used to improve the precision of estimators of population parameters. The use of auxiliary information at the estimation stage appears to have started with the work of Cochran (1940). He developed the ratio estimator to estimate the population mean or total of the study variate $y$ by using supplementary information on an auxiliary variate $x$, positively correlated with $y$. The ratio estimator is most effective when the relationship between study variate $y$ and auxiliary variate $x$ is linear through the origin and the mean square error of $y$ is proportional to $x$. When the auxiliary variate $x$ is negatively correlated with the study variate $y$, Robson (1957) proposed the product estimator of the population mean or total. In fact, for the better utilization of a given auxiliary information on an auxiliary variate $x$, Murthy (1964) has suggested the use of

- ratio estimator $\bar{y}_{R}$ if, $\rho C_{y} / C_{x}>1 / 2$,
- product estimator $\bar{y}_{P}$ if, $\rho C_{y} / C_{x}<-1 / 2$,
- unbiased estimator $\bar{y}$ if, $-1 / 2 \leq \rho C_{y} / C_{x} \leq 1 / 2$,
where $C_{y}, C_{x}$ and $\rho$ are coefficient of variation of $y$, coefficient of variation of $x$ and correlation coefficient between $y$ and $x$ respectively.

Consider a finite population $U=\left(u_{1}, u_{2}, \ldots, u_{N}\right)$ of size N units. Let $y$ and $x$ denote the study and auxiliary variates respectively. A sample of size $n(n<N)$ is drawn using simple random sampling without replacement (SRSWOR) scheme to estimate the

[^4]population mean $\bar{Y}=(1 / N) \sum_{i=1}^{N} y_{i}$ of the study variate $y$. Let the sample mean $(\bar{x}, \bar{y})$ be the unbiased estimator of $\bar{X}, \bar{Y}$ based on $n$ observations.
The usual ratio and product estimators for $\bar{Y}$ are $\bar{y}_{R}=\bar{y}(\bar{X} / \bar{x})$ and $\bar{y}_{P}=\bar{y}(\bar{x} / \bar{X})$ respectively,
where $\bar{y}=(1 / n) \sum_{i=1}^{n} y_{i}$ and $\bar{x}=(1 / n) \sum_{i=1}^{n} x_{i}$.
Consider a transformation $x_{i}^{*}=(1+g) \bar{X}-g x_{i}, i=1,2, \ldots, N$, where $g=n /(N-n)$. Then $x_{i}^{*}=(1+g) \bar{X}-g x_{i}$ is an unbiased estimator for $\bar{X}$ and the correlation of $\left(\bar{y}, \bar{x}^{*}\right)$ is negative.

Using the transformation of $x_{i}^{*}$, Srivenkataramana (1980) obtained dual to ratio estimator as $\bar{y}_{R}^{*}=\bar{y}\left(\bar{x}^{*} / \bar{X}\right)$ and Bandyopadhyay (1980) obtained dual to product estimator as $\bar{y}_{P}^{*}=\bar{y}\left(\bar{X} / \bar{x}^{*}\right)$.

In this paper, we have proposed a class of dual to product-cum-dual to ratio estimator for estimating population mean $\bar{Y}$. Numerical illustrations are given in support of the present study.

## II. The Proposed Class of Estimator

For estimating population mean $\bar{Y}$, we have proposed a class of dual to product-cum-dual to ratio estimator as

$$
\begin{equation*}
\bar{y}_{P R}^{*}=\bar{y}\left[\alpha\left(\frac{\bar{X}}{\bar{x}^{*}}\right)+(1-\alpha)\left(\frac{\bar{x}^{*}}{\bar{X}}\right)\right] \tag{1}
\end{equation*}
$$

where $\alpha$ is a suitably chosen scalar.
To obtain the bias and mean square error (MSE) of $\bar{y}_{P R}$ to the first degree of approximation, we write $e_{0}=(\bar{y}-\bar{Y}) / \bar{Y}$ and $e_{1}=(\bar{x}-\bar{X}) / \bar{X}$,
such that

$$
\left.\begin{array}{l}
E\left(e_{0}\right)=E\left(e_{1}\right)=0, \quad E\left(e_{0}^{2}\right)=f_{1} C_{y}^{2},  \tag{2}\\
E\left(e_{1}^{2}\right)=f_{1} C_{x}^{2}, \quad E\left(e_{0} e_{1}\right)=f_{1} C C_{x}^{2},
\end{array}\right\}
$$

where $f_{1}=(1 / n-1 / N), C=\rho C_{y} / C_{x}$ and
$C_{y}^{2}=S_{y}^{2} / \bar{Y}^{2}, \quad C_{x}^{2}=S_{x}^{2} / \bar{X}^{2}, \quad \rho=S_{x y} / S_{x} S_{y}, \quad S_{x}^{2}=\frac{1}{N-1} \sum_{i=1}^{N}\left(x_{i}-\bar{X}\right)^{2}, S_{y}^{2}=\frac{1}{N-1} \sum_{i=1}^{N}\left(y_{i}-\bar{Y}\right)^{2}$ and $S_{x y}=\frac{1}{N-1} \sum_{i=1}^{N}\left(y_{i}-\bar{Y}\right)\left(x_{i}-\bar{X}\right)$.

Expressing $\bar{y}_{P R}^{*}$ in terms of $e$ 's, we obtain

$$
\bar{y}_{P R}^{*}=\bar{Y}\left(1+e_{0}\right)\left\{\alpha\left(1-g e_{1}\right)^{-1}+(1-\alpha)\left(1-g e_{1}\right)\right\} .
$$

We now assume that $\left|g e_{1}\right|<1$, so that we may expand $\left(1-g e_{1}\right)^{-1}$ as a series in powers of $g e_{1}$. Expanding, multiplying out and retaining terms of $e$ 's to the second degree, we obtain

$$
\begin{equation*}
\bar{y}_{P R}^{*}-\bar{Y} \cong \bar{Y}\left\{e_{0}+g(2 \alpha-1)\left(e_{1}+e_{0} e_{1}\right)+\alpha g^{2} e_{1}^{2}\right\} \tag{3}
\end{equation*}
$$

Taking expectation on both the sides of equation (3) and using the results of equation (2) we get the bias of $\bar{y}_{P R}^{*}$ as

$$
\begin{equation*}
B\left(\bar{y}_{P R}^{*}\right)=f_{1} \bar{Y} C_{x}^{2} g\{(2 \alpha-1) C+\alpha g\} \tag{4}
\end{equation*}
$$

The Bias, $B\left(\bar{y}_{P R}^{*}\right)$ in (4) is 'zero' if $\alpha=C /(2 C+g)$.
Thus, the estimator $\bar{y}_{P R}^{*}$ with $\alpha=C /(2 C+g)$ is almost unbiased.
Squaring both the sides of equation (3), taking expectation of the second- degree terms of order $n^{-1}$ and using the results of (2), we obtain the MSE of $\bar{y}_{P R}^{*}$ as

$$
\begin{equation*}
M\left(\bar{y}_{P R}^{*}\right)=f_{1} \bar{Y}^{2}\left[C_{y}^{2}+g(2 \alpha-1)\{g(2 \alpha-1)+2 C\} C_{x}^{2}\right] \tag{5}
\end{equation*}
$$

which is minimized when

$$
\begin{equation*}
\alpha=(1-C / g) / 2=\alpha_{\text {opt. }}(\text { say }) \tag{6}
\end{equation*}
$$

Substituting the value of $\alpha$ from equation (6) in equation (1) yields the 'asymptotically optimum estimator' (AOE) as

$$
\bar{y}_{P R}^{* o p t .}=\bar{y} \frac{1}{2}\left[\left(1-\frac{1}{g} C\right) \frac{\bar{X}}{\bar{x}^{*}}+\left(1+\frac{1}{g} C\right) \frac{\bar{x}^{*}}{\bar{X}}\right]
$$

Thus, the resulting bias and MSE of $\bar{y}_{P R}^{\text {opt. }}$ respectively are given as

$$
\begin{equation*}
B\left(\bar{y}_{P R}^{* o p t .}\right)=f_{1} \bar{Y} C_{x}^{2}\left(g^{2}-2 C^{2}-g C\right) / 2 \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
M\left(\bar{y}_{P R}^{* o p t .}\right)=f_{1} \bar{Y}^{2} C_{y}^{2}\left(1-\rho^{2}\right) \tag{8}
\end{equation*}
$$

Equation (8) shows that mean squared error of $\bar{y}_{P R}^{* o p t .}$ is same as the MSE of the linear regression estimator $\bar{y}_{\text {reg. }}=\bar{y}+b_{y x}(\bar{X}-\bar{x})$, where $b_{y x}$ is the sample regression coefficient of $y$ on $x$.
From equation (7), we note that the bias, $B\left(\bar{y}_{P R}^{* o p t .}\right)$ is 'zero' if either $g=2 C$, or $g=-C$.

## Remark 2.1

For $\alpha=0$, the estimator $\bar{y}_{P R}^{*}$ in (1) boils down to the dual to ratio estimator $\bar{y}_{R}^{*}$, proposed by Srivenkataramana (1980). The bias and MSE of $\bar{y}_{R}^{*}$ can be obtained by putting $\alpha=0$ in (4) and (5) respectively as

$$
B\left(\bar{y}_{R}^{*}\right)=-\bar{Y} f_{1} g C C_{x}^{2}
$$

and

$$
\begin{equation*}
M\left(\bar{y}_{R}^{*}\right)=f_{1} \bar{Y}^{2}\left\{C_{y}^{2}+g C_{x}^{2}(g-2 C)\right\} \tag{9}
\end{equation*}
$$

## Remark 2.2

For $\alpha=1$, the estimator $\bar{y}_{P R}^{*}$ in (1) boils down to the dual to product estimator $\bar{y}_{p}^{*}$, proposed by Bandyopadhyay (1980). The bias and MSE of $\bar{y}_{p}^{*}$ can be obtained by putting $\alpha=1$ in (4) and (5) respectively as
and

$$
B\left(\bar{y}_{p}^{*}\right)=f_{1} \bar{Y} C_{x}^{2} g(g+C)
$$

$$
\begin{equation*}
M\left(\bar{y}_{p}^{*}\right)=f_{1} \bar{Y}^{2}\left\{C_{y}^{2}+g C_{x}^{2}(g+2 C)\right\} \tag{10}
\end{equation*}
$$

## a) Comparison of $\bar{y}_{P R}^{*}$

In this section, firstly, we compare MSE of traditional estimators $\bar{y}, \bar{y}_{R}$ and $\bar{y}_{P}$ with MSE of proposed estimator $\bar{y}_{P R}^{*}$.
The MSE of sample mean $\bar{y}$ under SRSWOR sampling scheme is given by

$$
\begin{equation*}
M(\bar{y})=f_{1} \bar{Y}^{2} C_{y}^{2} . \tag{11}
\end{equation*}
$$

From equations (5) and (11), it is found that the proposed estimator $\bar{y}_{P R}^{*}$ is better than $\bar{y}$ if $-(2 \alpha-1)\{2 C+g(2 \alpha-1)\}>0$
This condition holds if either $1 / 2>\alpha$ and $1 / 2-C / g<\alpha$, or $1 / 2<\alpha$ and $1 / 2-C / g>\alpha$.

Therefore, the range of $\alpha$ under which the proposed estimator $\bar{y}_{P R}^{*}$ is more efficient than $\bar{y}$ is $[\min \{1 / 2,(1 / 2-C / g)\}, \max \{1 / 2,(1 / 2-C / g)\}]$.

To compare the usual ratio estimator $\bar{y}_{R}$ and product estimator $\bar{y}_{P}$, we write the MSEs of $\bar{y}_{R}$ and $\bar{y}_{P}$ up to the first degree of approximation respectively as

$$
\begin{equation*}
M\left(\bar{y}_{R}\right)=f_{1} \bar{Y}^{2}\left\{C_{y}^{2}+C_{x}^{2}(1-2 C)\right\} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
M\left(\bar{y}_{P}\right)=f_{1} \bar{Y}^{2}\left\{C_{y}^{2}+C_{x}^{2}(1+2 C)\right\} \tag{13}
\end{equation*}
$$

From equations (5) and (12), we note that the proposed estimator $\bar{y}_{P R}^{*}$ has smaller MSE than that of the usual ratio estimator $\bar{y}_{R}$ if $\{1+g(2 \alpha-1)\}\{1-g(2 \alpha-1)-2 C\}>0$. This condition holds if either $(1-1 / g) / 2>\alpha$ and $(1+1 / g) / 2-C / g<\alpha$, or $(1-1 / g) / 2<\alpha$ and $(1+1 / g) / 2-C / g>\alpha$.

Therefore, the range of $\alpha$ under which the proposed estimator $\bar{y}_{P R}^{*}$ is better than $\bar{y}_{R}$ is $[\min \{(1-1 / g) / 2,(1+1 / g) / 2-C / g\}, \max \{(1-1 / g) / 2,(1+1 / g) / 2-C / g\}]$.

Further, we note from equations (5) and (13) that the estimator $\bar{y}_{P R}^{*}$ will dominate over usual product estimator $\bar{y}_{P}$ if $\{1-g(2 \alpha-1)\}\{1+g(2 \alpha-1)+2 C\}>0$. This condition holds if either $(1+1 / g) / 2>\alpha$ and $(1-1 / g) / 2-C / g<\alpha$, or $(1+1 / g) / 2<\alpha$ and $(1-1 / g) / 2-C / g>\alpha$.

Therefore, the range of $\alpha$ under which the proposed estimator $\bar{y}_{P R}^{*}$ is better than $\bar{y}_{P}$ is $[\min \{(1+1 / g) / 2,(1-1 / g) / 2-C / g\}, \max \{(1+1 / g) / 2,(1-1 / g) / 2-C / g\}]$.

Secondly, we compare the MSE of the proposed estimator with the MSE of dual to ratio estimator.

From equations (5) and (9), it is found that the proposed estimator $\bar{y}_{P R}^{*}$ will dominate over Srivenkataramana (1980) estimator $\bar{y}_{R}^{*}$ if $\alpha\{g(1-\alpha)-C\}>0$.
This condition holds if either $0>\alpha$ and $(1-C / g)<\alpha$, or $0<\alpha$ and $(1-C / g)>\alpha$.

Therefore, the range of $\alpha$ under which the proposed estimator $\bar{y}_{P R}^{*}$ is more efficient than dual to ratio estimator $\bar{y}_{R}^{*}$ is $\{\min (0,1-C / g), \max (0,1-C / g)\}$.

Lastly, we compare MSE of the proposed estimator $\bar{y}_{P R}^{*}$ with those of dual to product estimator $\bar{y}_{p}^{*}$ of Bandyopadhyay (1980).
We note from equations (5) and (10) that $M\left(\bar{y}_{p}^{*}\right)>M\left(\bar{y}_{P R}^{*}\right)$ if $(1-\alpha)(C+g \alpha)>0$.
This condition holds if
either $1>\alpha$ and $-C / g<\alpha$, or $1<\alpha$ and $-C / g>\alpha$.
Therefore, the range of $\alpha$ under which the proposed estimator $\bar{y}_{P R}^{*}$ is more efficient than dual to product estimator $\bar{y}_{p}^{*}$ is $\{\min (-C / g, 1), \max (-C / g, 1)\}$.

Thus, it seems from the above results that the proposed estimator $\bar{y}_{P R}^{*}$ may be made better than other estimators by making a suitable choice of the values of $\alpha$.
b) Comparison of 'AOE' of $\bar{y}_{P R}^{* o p t .}$

From equations (8)-(13), it is found that the ' AOE '
Table 1: Description of the populations

| Population | Source | Study variate $y$ | Auxiliary variate | $N$ | $n$ | $\rho$ | $C_{y}$ | $C_{x}$ | $\bar{Y}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Kadilar and Cingi (2006) pp. 1054 | Level of apple production | Number of apple trees | 106 | 20 | 0.82 | 4.18 | 2.02 | 15.37 |
| 2 | Steel and Torrie (1960) | Log of leaf burn in secs | Chlorine percentage | 30 | 6 | -0.500 | 0.7001 | 0.7493 | 0.6860 |
| 3 | Maddala (1977) | Consump-tion per capita. | Deflated prices of veal | 30 | 6 | -0.682 | 0.2278 | 0.0986 | 7.6375 |
| 4 | Murthy (1967) | Output | Fixed capital | 80 | 20 | 0.941 | 0.3542 | 0.7507 | 51.8264 |
| 5 | Murthy (1967) | Output | Number of workers | 80 | 20 | 0.915 | 0.3542 | 0.9484 | 51.8264 |
| 6 | Kadilar and Cingi (2006) pp. 78 | --- | --- | 106 | 20 | 0.86 | 5.22 | 2.1 | 2212.59 |

Table 2 : Effective ranges of $\alpha$ and its optimum values of $\bar{y}_{P R}^{*}$

| $\begin{aligned} & \text { I } \\ & \text { 蔦 } \\ & \text { 若 } \\ & 0 \\ & 0 \end{aligned}$ |  | Ranges | under which the proposed estimator $\bar{y}_{P R}^{*}$ is better than |  |  |  | Optimum value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\bar{y}$ | $\bar{y}_{R}$ | $\bar{y}_{P}$ | $\bar{y}_{R}^{*}$ | $\bar{y}_{P}^{*}$ | $\alpha_{\text {opt }}$ |
| 1 |  | (-6.80, 0.50 ) | (-4.65, -1.65) | (-8.95, 2.65) | (-6.30, 0.0) | (-7.30, 1.00) | -3.1482 |
| 2 |  | (0.50, 2.37) | (-1.50, 4.37) | (0.37, 2.50) | (0.00, 2.87) | (1.00, 1.87) | 1.4336 |
| 3 |  | (0.50, 6.81) | (-1.50, 8.81) | (2.50, 4.81) | (0.00, 7.31) | (1.00, 6.31) | 3.6527 |
| 4 |  | -0.83,0.50) | (-1.00, 0.67) | (-2.33, 2.00) | $(-0.33,0.0)$ | $(-1.33,1.00)$ | -0.1662 |
| 5 |  | -0.53,0.50) | (-1.00, 0.97) | (-2.03, 2.00) | $(-0.03,0.0)$ | $(-1.03,1.00)$ | -0.0126 |
|  |  | -8.69,0.50) | (-6.54, -1.65) | (-10.8, 2.65) | $(-8.19,0.0)$ | (-9.19, 1.00) | -4.0961 |

Table 3 : Percentage relative efficiency of different estimators with respect to $\bar{y}$.

| Population | $\bar{y}$ | $\bar{y}_{R}$ | $\bar{y}_{P}$ | $\bar{y}_{R}^{*}$ | $\bar{y}_{P}^{*}$ | $\bar{y}_{P R}^{*}$ or $\bar{y}_{P R}^{* \text { opt. }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 100.00 | 226.76 | $\dagger$ | 120.73 | $\dagger$ | 305.25 |
| 2 | 100.00 | $\dagger$ | $\dagger$ | $\dagger$ | 124.34 | 133.26 |
| 3 | 100.00 | $\dagger$ | 167.59 | $\dagger$ | 115.73 | 187.10 |
| 4 | 100.00 | $\dagger$ | $\dagger$ | 591.38 | $\dagger$ | 877.54 |
| 5 | 100.00 | $\dagger$ | $\dagger$ | 612.44 | $\dagger$ | 614.34 |
| 6 | 100.00 | 212.82 | $\dagger$ | 117.95 | $\dagger$ | 384.02 |

$\dagger$ Relative efficiency less than $100 \%$.
$\bar{y}_{P R}^{* o p t .}$ is more efficient than the other existing estimators $\bar{y}, \bar{y}_{R}, \bar{y}_{P}, \bar{y}_{R}^{*}$ and $\bar{y}_{P}^{*}$. Since

$$
\begin{gathered}
M(\bar{y})-M\left(\bar{y}_{P R}^{* o p t .}\right)=\frac{1-f}{n} \bar{Y}^{2} \rho^{2} C_{y}^{2}>0, \\
M\left(\bar{y}_{R}\right)-M\left(\bar{y}_{P R}^{* o p t .}\right)=\frac{1-f}{n} \bar{Y}^{2} C_{x}^{2}(1-C)^{2}>0, \\
M\left(\bar{y}_{P}\right)-M\left(\bar{y}_{P R}^{* o p t .}\right)=\frac{1-f}{n} \bar{Y}^{2} C_{x}^{2}(1+C)^{2}>0, \\
M\left(\bar{y}_{R}^{*}\right)-M\left(\bar{y}_{P R}^{* o p t .}\right)=\frac{1-f}{n} \bar{Y}^{2} C_{x}^{2}(C-g)^{2}>0, \\
M\left(\bar{y}_{p}^{*}\right)-M\left(\bar{y}_{P R}^{* o p t .}\right)=\frac{1-f}{n} \bar{Y}^{2} C_{x}^{2}(C+g)^{2}>0,
\end{gathered}
$$

Hence, we conclude that the proposed class of estimator ، $\bar{y}_{P R}^{*}$, is more efficient than other estimators in case of its optimality
Now we state the following theorem

## Theorem 1

To the first degree of approximation, the proposed strategy ${ }^{\prime} \bar{y}_{P R}^{*}$, under optimality condition (6) is always more efficient than $M(\bar{y}), M\left(\bar{y}_{R}\right), M\left(\bar{y}_{P}\right), M\left(\bar{y}_{R}^{*}\right), M\left(\bar{y}_{P}^{*}\right)$ and equally efficient to $M\left(\bar{y}_{\text {reg. }}\right)$.

## IV. NUMERICAL ILLUSTRATIONS

To examine the merits of the constructed estimator over its competitors numerically, we consider six sets of population data. The sources of the population, the nature of the variates $y$ and $x$ and the values of the various parameters are listed in Table 1.

To reflect the gain in the efficiency of the proposed estimator $\bar{y}_{P R}^{*}$ over the estimators $\bar{y}, \bar{y}_{R}, \bar{y}_{P}, \bar{y}_{R}^{*}$ and $\bar{y}_{P}^{*}$, the effective ranges of $\alpha$ along with its optimum values are presented in Table 2 with respect to the population data sets.

To observe the relative performance of different estimators, we have computed the percentage relative efficiency of different estimators of $\bar{Y}$ with respect to usual unbiased estimator $\bar{y}$ and this is presented in Table 3.

## V. CONCLUSION

We have proposed an estimator of the combination of dual to product and dual to ratio estimators as in equation (1) and obtained 'AOE' for the proposed estimator. Theoretically, we have demonstrated that proposed estimator is always more efficient than other estimators $\bar{y}, \bar{y}_{R}, \bar{y}_{P}, \bar{y}_{R}^{*}$ and $\bar{y}_{P}^{*}$ under the effective ranges of $\alpha$ and its optimum values.

In addition, we support these theoretical results numerically using the data sets as shown in Table 1.

Table 2 provides the wide ranges of $\alpha$ along with its optimum values for which the proposed estimator $\bar{y}_{P R}^{*}$ or $\bar{y}_{P R}^{* o p t .}$ is more efficient than all other estimators considered in this paper as far as the mean squared error criterion is considered. It is also observed from Table 2 that there is a scope for choosing $\alpha$ to obtain better estimators than $\bar{y}, \bar{y}_{R}$, $\bar{y}_{P}, \bar{y}_{R}^{*}$ and $\bar{y}_{P}^{*}$.

Table 3 exhibits that there is a considerable gain in efficiency by using proposed estimator $\bar{y}_{P R}^{*}$ or $\bar{y}_{P R}^{* o p t .}$ over the estimators $\bar{y}, \bar{y}_{R}, \bar{y}_{P}, \bar{y}_{R}^{*}$ and $\bar{y}_{P}^{*}$. This shows that even if the scalar $\alpha$ deviates from its optimum value $\left(\alpha_{o p t .}\right)$, the suggested estimator $\bar{y}_{P R}^{*}$ will yield better estimates than $\bar{y}, \bar{y}_{R}, \bar{y}_{P}, \bar{y}_{R}^{*}$ and $\bar{y}_{P}^{*}$. Thus, it is preferred to use the proposed class of estimators $\bar{y}_{P R}^{*}$ or $\bar{y}_{P R}^{* o p t .}$ in practice.

## References Références Referencias

1. Bandyopadhyay, S. (1980). Improved ratio and product estimators. Sankhya Series C, 42(2), 45-49.
2. Cochran, W. G. (1940). The estimation of the yields of the cereal experiments by sampling for the ratio of grain to total produce. The Journal of Agricultural Science, 30(2), 262-275.
3. Kadilar, C. and Cingi, H. (2006). Ratio Estimators for the population variance in simple and stratified random sampling. Applied Mathematics and Computation, 173(2), 1047-1059.
4. Kadilar, C. and Cingi, H. (2006). Improvement in estimating the population mean in simple random sampling. Applied Mathematics Letters, 19, 75-79.
5. Maddala, G. S. (1977). Econometrics, Mcgraw Hills Pub.Co., New York.
6. Murthy, M. N. (1964). Product method of estimation. Sankhya A, 26, 69-74.
7. Murthy, M. N. (1967). Sampling Theory and Methods, Statistical Publishing Society, Calcutta.
8. Pandey, B.N. and Dubey, V. (1988). Modified product estimator using coefficient of variation of auxiliary variable. Assam Stat. Rev., 2, 64-66.
9. Robson, D. S. (1957). Applications of multivariate polykays to the theory of unbiased ratio-type estimation. Journal of the American Statistical Association, 52, 511-522.
10. Searls, D. T. (1964). The utilization of known coefficient of variation in the estimation procedure. Journal of American Statistical Association, 59, 1125-26.
11. Sharma, B. and Tailor, R. (2010). A new ratio-cum-dual to ratio estimator of finite population mean in simple random sampling. Global Journal of Science Frontier Research, 10(1), 27-31.
12. Singh, H. P. and Espejo, M. R. (2003). On linear regression and ratio-product estimation of a finite population mean. The Statistician, 52(1), 59-67.
13. Singh, H. P. and Tailor, R. (2005). Estimation of finite population mean using known correlation coefficient between auxiliary characters. Statistica, Anno LXV(4), 407-418.
14. Sisodia, B. V. S. and Dwivedi, V. K. (1981). A modified ratio estimator using coefficient of variation of auxiliary variable. Jour. Ind. Soc. Agril. Statist., 33(1), 1318.
15. Srivenkataramana, T. (1980). A dual to ratio estimator in sample surveys. Biometrika, 67(1), 199-204.
16. Steel, R. G. D. and Torrie, J. H. (1960). Principles and Procedures of Statistics, McGraw Hill Book.
17. Sukhatme, P. V. and Sukhatme, B. V. (1970). Sampling Theory of Surveys with Applications, Iowa State University Press, Ames, U. S. A..
18. Sukhatme, P. V. Sukhatme, B. V. and Sukhatme, S. (1984). Sampling Theory of Surveys with Applications, Iowa State University Press, Iowa.
19. Tailor, R. and Sharma, B. K. (2009). A modified ratio-cum-product estimator of finite population mean using known coefficient of Variation and coefficient of Kurtosis. Statistics in Transition-new series, 10(1), 15-24.

## This page is intentionally left blank

Global Journal of Science Frontier Research
MATHEMATICS \& DECISION SCIENCES
Volume 12 Issue 3 Version 1.0 March 2012
Type : Double Blind Peer Reviewed International Research Journal
Publisher: Global Journals Inc. (USA)
Online ISSN: 2249-4626 \& Print ISSN: 0975-5896

# Heat Conductance, a Boundary Value Problem Involving Certain Product of Special Functions 

By Poonia M.S.
C.R.M. Jat P.G. College, Hisar

Abstract - The object of this paper is to discuss an application to certain products containing the H-function of several complex variables in boundary value problems. The results established in this paper are general nature \& hence encompass several cases of interest.

Keywords : The product of Fox's H-function, M-series, a general class of polynomials and the multivariable H-function.

GJSFR-F Classication : FOR Code: 010299

Strictly as per the compliance and regulations of :


[^5]
## Heat Conductance, a Boundary Value Problem Involving Certain Product of Special Functions
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#### Abstract

The object of this paper is to discuss an application to certain products containing the H -function of several complex variables in boundary value problems. The results established in this paper are general nature \& hence encompass several cases of interest. Keywords : The product of Fox's H-function, M-series, a general class of polynomials and the multivariable H-function.


## I. INTRODUCTION

Boundary value problem with Fox's H-function, M-series \& multivariable H-function were studied by many authors, Churchill, R.V.[1], Mohammed, T.[3], Shrivastava, H.M. [6], Sharma, M.[4] etc.

Further, an integral involving Fox's H-function \& heat conduction and on simultaneous operational calculus involving a product of Fox's H -function and the multivariable were studied by Bajpai [7], Chourasia [9] respectively.

This paper deals the problem of determining a function $\theta(x, t)$, representing the temperature in a non-homogeneous bar with ends at $\mathrm{x}= \pm$ in which the thermal conductivity is proportional to $\left(1-x^{2}\right)$ and if the lateral surface of the bar is insulated, it satisfies the partial differential equation of heat conduction Churchill [1],

$$
\begin{equation*}
\frac{\partial \theta}{\partial \mathrm{t}}=\mathrm{b} \frac{\partial}{\partial \mathrm{x}}\left[\left(1-\mathrm{x}^{2}\right) \frac{\partial \theta}{\partial \mathrm{x}}\right] \tag{1}
\end{equation*}
$$

where b is a constant, provided thermal coefficient is constant. The boundary conditions of the problem are that both ends of a bar at

$$
\begin{equation*}
\mathrm{x}= \pm 1 \tag{2}
\end{equation*}
$$

are also insulated because the conductivity vanishes there and the initial conditions

$$
\begin{equation*}
\theta(\mathrm{x}, 0)=\mathrm{f}(\mathrm{x}) ;-1 ; \mathrm{x} ; 1 \tag{3}
\end{equation*}
$$

## II. Result Required

(i) The finite integral

$$
\int_{-1}^{1}\left(1-x^{2}\right)^{\alpha-1} P_{v}^{\mu}(x)_{P} F_{Q}\left[\begin{array}{l}
A_{P} \\
B_{Q}
\end{array} ; \beta\left(1-x^{2}\right)^{d}\right]
$$

$$
\begin{gathered}
H_{p, q}^{m, n}\left[M\left(1-x^{2}\right)^{k} \left\lvert\, \begin{array}{c}
\left(e_{p}, E_{p}\right) \\
\left(f_{q}, F_{q}\right)
\end{array}\right.\right]{ }_{P_{1}}^{\alpha^{\prime}} M_{Q_{1}}\left[M_{1}\left(1-x^{2}\right)^{k_{1}}\right] \\
. S_{v^{\prime}}^{u^{\prime}}\left[M_{2}\left(1-x^{2}\right)\right] H\left[\prod_{i=1}^{r} z_{i}\left(1-x^{2}\right)^{\sigma_{i}}\right] d x \\
=\sum_{G=1} \sum_{s, s, s^{\prime}, t=0}^{\infty} \frac{\left(A_{1}\right)_{t} \ldots\left(A_{p}\right)_{t} \beta^{t}(-1)^{s} M^{g_{s}} \phi\left(g_{s}\right)}{\left(B_{1}\right)_{t} \ldots\left(B_{Q}\right)_{t} t!s!F_{G} s^{\prime}!}
\end{gathered}
$$

$$
\frac{\pi 2^{\mu}\left(-\mathrm{v}^{\prime}\right)_{\mathrm{u}^{\prime} \mathrm{s}^{\prime}} \mathrm{A}_{\mathrm{v}^{\prime}{ }^{\prime}} \mathrm{M}_{2}^{s^{\prime}}\left(\mathrm{a}_{1}\right)_{\mathrm{s}^{\prime \prime}} \ldots\left(\mathrm{a}_{\mathrm{P}_{1}}\right)_{\mathrm{s}^{\prime \prime}} \mathrm{M}_{1}^{\mathrm{s}^{\prime \prime}}}{\Gamma\left(1-\frac{\mu}{2}+\frac{v}{2}\right) \Gamma\left(\frac{1}{2}-\frac{v}{2}-\frac{\mu}{2}\right)\left(\mathrm{b}_{1}\right)_{\mathrm{s}^{\prime \prime}} \ldots\left(\mathrm{b}_{\mathrm{Q}_{1}}\right)_{\mathrm{s}^{\prime \prime}} \Gamma\left(\alpha^{\prime} \mathrm{s}^{\prime}+1\right)}
$$

$\left[(\mathrm{a}): \theta^{\prime}, \ldots, \theta^{(\mathrm{r})}\right):\left[\left(\mathrm{b}^{\prime}\right) ; \phi^{\prime}\right] ; \ldots ;\left[\left(\mathrm{b}^{(\mathrm{r})}\right): \phi^{(\mathrm{r})}\right] ;$
$\left.\left[1-\alpha-\mathrm{td}^{2}-\mathrm{kg}_{\mathrm{s}}-\mathrm{k}_{1} \mathrm{~s}^{\prime \prime}-\mathrm{s}^{\prime}+\frac{v}{2}: \sigma_{1}, \ldots, \sigma_{\mathrm{r}}\right],\left[\left(\mathrm{d}^{\prime}\right): \delta^{\prime}\right] ; \ldots ;\left[\left(\mathrm{d}^{(\mathrm{r})}\right): \delta^{(\mathrm{r})}\right] ; \mathrm{Z}_{1}, \ldots, \mathrm{Z}_{\mathrm{r}}\right]$,
where $\operatorname{Re}\left(\alpha+k \frac{f_{j}^{\prime}}{F_{j}^{\prime}}+\sum_{i=1}^{r} \sigma_{i} \frac{d_{j}^{(i)}}{\delta_{j}^{(i)}}\right)>\frac{1}{2}|\operatorname{Re}(\mu)|, j^{\prime}=1, \ldots, m, j=1, \ldots, u^{(i)}, \sigma_{i}>0, k>0$, $\mathrm{k}_{1}>0,\left|\arg \left(\mathrm{z}_{\mathrm{i}}\right)\right|<\frac{1}{2} \mathrm{~T}_{\mathrm{i}} \pi,|\arg \mathrm{M}|<\frac{1}{2} \mathrm{~T}^{\prime} \pi, \mathrm{T}^{\prime}>0, \mathrm{u}^{\prime} \quad$ is an arbitrary positive integer, the coefficients $\mathrm{A}_{\mathrm{v}^{\prime}, \mathrm{s}^{\prime}}\left(\mathrm{v}^{\prime}, \mathrm{s}^{\prime}>0\right)$ are arbitrary constants, real or complex.
(ii) Orthogonality property of the associated Legendre polynomials

$$
\begin{equation*}
\int_{-1}^{1} \mathrm{P}_{\mathrm{n}}^{\mathrm{m}}(\mathrm{t}) \mathrm{P}_{\mathrm{k}}^{\mathrm{m}}(\mathrm{t}) \mathrm{dt}=\frac{2(\mathrm{~m}+1)!}{(2 \mathrm{n}+1)(\mathrm{n}-\mathrm{m})!} \delta_{\mathrm{nk}} \tag{5}
\end{equation*}
$$

where $\delta_{\mathrm{nk}}$ is the Kroneckar delta defined by

$$
\delta_{n k}\left\{\begin{array}{l}
0, \text { if } n \neq k  \tag{6}\\
1 \text { if } n=k
\end{array}\right.
$$

Solution of (1):-
Assuming the following

$$
\begin{align*}
& f(x)=\left(1-x^{2}\right)^{\alpha-1}{ }_{P} F_{Q}\left[A_{P} ; B_{Q} ; \beta\left(1-x^{2}\right)^{d}\right] \\
& \quad H_{p, q}^{m, n}\left[M\left(1-x^{2}\right)^{k} \left\lvert\, \begin{array}{l}
\left(e_{p}, E_{p}\right) \\
\left(f_{q}, F_{q}\right)
\end{array}\right.\right]{ }_{P_{1}}^{M_{Q_{1}}^{\prime}}\left[M_{2}\left(1-x^{2}\right)^{k_{1}}\right] \\
&  \tag{7}\\
& S_{v^{\prime}}^{u^{\prime}}\left(M_{1}\left(1-x^{2}\right)\right) H\left(\prod_{i=1}^{r} z_{i}\left(1-x^{2}\right)^{\sigma_{i}}\right)
\end{align*}
$$

The solution of the problem (4) can be written as

$$
\begin{equation*}
\theta(x, t)=\sum_{N=0}^{\infty} A_{N} P_{N}^{\mu}(x) e^{-b N(N+1) t^{\prime}} \tag{8}
\end{equation*}
$$

If $t^{\prime}=0$ in (8), then by virtue of (7)

$$
\begin{align*}
& f(x)=\left(1-x^{2}\right)^{\alpha-1}{ }_{P} F_{Q}\left[A_{P} ; B_{Q} ; \beta\left(1-x^{2}\right)^{d}\right] \\
& H_{p, q}^{m, n}\left[M\left(1-x^{2}\right)^{k} \left\lvert\, \begin{array}{l}
\left(e_{p}, E_{p}\right) \\
\left(f_{q}, F_{q}\right)
\end{array}{\underset{P}{1}}_{\mathrm{P}_{1}}^{M_{Q_{1}}^{\prime}}\left[M_{2}\left(1-x^{2}\right)^{k^{\prime \prime}}\right]\right.\right. \\
& \quad S_{v^{\prime}}^{u^{\prime}}\left(M_{1}\left(1-x^{2}\right)\right) H\left(\prod_{i=1}^{r} z_{i}\left(1-x^{2}\right)^{\sigma_{i}}\right) \\
& \quad=\sum_{N=0}^{\infty} A_{N}^{\mu} P_{N}^{\mu}(x) \tag{9}
\end{align*}
$$

Equation (7) is valid since $f(x)$ is continuous in the closed interval $-1 \leq x \leq 1$ and has a piecewise continuous derivative there, the Legendre series (9) associated with $f(x)$ converges uniformly to $f(x)$ in $-1+\in \leq x \leq 1-\in, 0 \leq \in \leq 1$.

Now multiplying both sides of (9) by $\mathrm{P}_{v}^{\mu}(\mathrm{x})$ and integrating from -1 to +1 with respect to x , we find

$$
\begin{align*}
& \int_{-1}^{1}\left(1-x^{2}\right)^{\alpha-1}{ }_{P} F_{Q}\left[A_{p} ; B_{Q} ; \beta\left(1-x^{2}\right)^{d}\right] \\
& H_{p, q}^{m, n}\left[M\left(1-x^{2}\right)^{k} \left\lvert\, \begin{array}{c}
\left(e_{p}, E_{p}\right) \\
\left(f_{q}, F_{q}\right)
\end{array}\right.\right]_{P_{1}}^{M_{Q_{1}}^{\alpha^{\prime}}}\left[M_{2}\left(1-x^{2}\right)^{k^{\prime \prime}}\right] \\
& S_{v^{\prime}}^{u^{\prime}}\left(M_{1}\left(1-x^{2}\right)\right) H\left[\prod_{i=1}^{r} z_{i}\left(1-x^{2}\right)^{\sigma_{i}}\right] P_{v}^{\mu}(x) d x \\
& =\sum_{N=0}^{\infty} A_{N} \int_{-1}^{1} P_{N}^{\mu}(x) P_{v}^{\mu}(x) d x, \tag{10}
\end{align*}
$$

Now using (4) and the orthogonal property of Legendre polynomials, (5) and (6), we get

$$
\begin{gathered}
\mathrm{A}_{\mathrm{N}}=\frac{2^{\mu-1} \pi(2 v+1)(v-\mu)!}{(v+\mu)!\Gamma\left(1-\frac{\mu}{2} \pm \frac{v}{2}\right)} \\
\cdot \sum_{\mathrm{G}=1}^{\mathrm{m}} \sum_{\mathrm{s}, \mathrm{~s}^{\prime} \mathrm{s}^{\prime \prime}, t=0}^{\infty} \frac{\left(\mathrm{A}_{1}\right)_{\mathrm{t}} \ldots\left(\mathrm{~A}_{\mathrm{p}}\right)_{\mathrm{t}} \beta^{\mathrm{t}}(-1)^{\mathrm{s}} \mathrm{M}^{\mathrm{g}_{\mathrm{s}}} \phi\left(\mathrm{~g}_{\mathrm{s}}\right)}{\left(\mathrm{B}_{1}\right)_{\mathrm{t}} \ldots\left(\mathrm{~B}_{\mathrm{Q}}\right)_{\mathrm{t}} \mathrm{t}!\mathrm{s}!\mathrm{F}_{\mathrm{G}} \mathrm{~s}!} \\
\cdot \frac{\left(\mathrm{a}_{1}\right)_{\mathrm{s}^{\prime}} \ldots\left(\mathrm{a}_{\mathrm{P}_{1}}\right)_{\mathrm{s}^{\prime \prime}} \mathrm{M}_{2}^{\mathrm{s}^{\prime \prime}}\left(-\mathrm{v}^{\prime}\right)_{\mathrm{u}^{\prime} s^{\prime}} \mathrm{A}_{\mathrm{v}^{\prime} \mathrm{s}^{\prime}} \mathrm{M}_{1}^{\mathrm{s}^{\prime}}}{\left(\mathrm{b}_{1}\right)_{\mathrm{s}^{\prime \prime}} \ldots\left(\mathrm{b}_{\mathrm{Q}_{1}} \mathrm{o}_{\mathrm{s}^{\prime \prime}} \Gamma\left(\alpha^{\prime} \mathrm{s}^{\prime \prime}+1\right)\right.}
\end{gathered}
$$

$$
\left.\begin{array}{l}
{\left[(\mathrm{a}): \theta^{\prime}, \ldots, \theta^{(\mathrm{r})}\right):\left[\left(\mathrm{b}^{\prime}\right) ; \mathrm{d}^{\prime}\right] ; \ldots ;\left[\left(\mathrm{b}^{(\mathrm{r})}\right): \phi^{(\mathrm{r})}\right] ;} \\
{\left[1-\alpha-\mathrm{td}-\mathrm{kg}_{\mathrm{s}}+\frac{v^{2}}{2}-\mathrm{k}^{\prime} \mathrm{s}^{\prime \prime}-\mathrm{s}: \sigma_{1}, \ldots, \sigma_{\mathrm{r}}\right],\left[\left(\mathrm{d}^{\prime}\right): \delta^{\prime}\right] ; \ldots ;\left[\left(\mathrm{d}^{(\mathrm{r})}\right): \delta^{(\mathrm{r})}\right] ; \mathrm{Z}_{1}, \ldots, \mathrm{Z}_{\mathrm{r}}} \tag{11}
\end{array}\right],
$$

With the help of (8) and (9) the solution of the problem (1) is obtained in the form

$$
\theta(\mathrm{x}, \mathrm{t})=\pi 2^{\mu-1} \frac{(2 v+1)(v-\mu)!}{(v+\mu)!\Gamma\left(1-\frac{\mu}{2} \pm \frac{v}{2}\right)}
$$

$$
\cdot \sum_{G=1}^{m} \sum_{s, s, s s^{\prime}, t=0}^{\infty} e^{-b N(N+1)^{t}} \frac{\left(A_{1}\right)_{t} \ldots\left(A_{p}\right)_{t} \beta^{t}}{\left(B_{1}\right)_{t} \ldots\left(B_{Q}\right)_{t} t!s!} \frac{P_{N}^{\mu}(x)(-1)^{s} M^{g_{s}} \phi\left(g_{s}\right)}{f_{G} s!s^{\prime}!}
$$

$$
\cdot \frac{\left(\mathrm{a}_{1}\right)_{\mathrm{s}^{\prime \prime}} \ldots\left(\mathrm{a}_{\mathrm{P}_{1}}\right)_{\mathrm{s}^{\prime \prime}} \mathrm{M}_{2}^{\mathrm{s}^{\prime \prime}}\left(-\mathrm{v}^{\prime}\right)_{\mathrm{u}^{\prime}{ }^{\prime}} \mathrm{A}_{\mathrm{v}^{\prime} \mathrm{s}^{\prime}} \mathrm{M}_{1}^{\mathrm{s}^{\prime}}}{\left(\mathrm{b}_{1}\right)_{\mathrm{s}^{\prime \prime}} \ldots\left(\mathrm{b}_{\mathrm{Q}_{1}}\right)_{\mathrm{s}^{\prime \prime}} \Gamma\left(\alpha^{\prime} \mathrm{s}^{\prime \prime}+1\right)}
$$

$$
\left.\begin{array}{l}
{\left[(\mathrm{a}): \theta^{\prime}, \ldots, \theta^{(\mathrm{r})}\right):\left[\left(\mathrm{b}^{\prime}\right) ; \phi^{\prime}\right] ; \ldots ;\left[\left(\mathrm{b}^{(\mathrm{r})}\right): \phi^{(\mathrm{r})}\right] ;}  \tag{12}\\
{\left[1-\alpha-\mathrm{td}^{\prime}-\mathrm{kg}_{\mathrm{s}}+-\mathrm{k}^{\prime} \mathrm{s}^{\prime \prime}-\mathrm{s}^{\prime}+\frac{v}{2}: \sigma_{1}, \ldots, \sigma_{\mathrm{r}}\right],\left[\left(\mathrm{d}^{\prime}\right): \delta^{\prime}\right] ; \ldots ;\left[\left(\mathrm{d}^{(\mathrm{r})}\right): \delta^{(\mathrm{r})}\right] ;}
\end{array} \mathrm{Z}_{1}, \ldots, \mathrm{Z}_{\mathrm{r}}\right]
$$

$$
\text { where } \operatorname{Re}\left(\alpha+k \frac{f_{j^{\prime}}}{F_{j^{\prime}}}+\sum_{i=1}^{r} \sigma_{i} \frac{d_{j}^{(i)}}{\delta_{j}^{(i)}}\right)>\frac{1}{2}|\operatorname{Re}(w)|, j=1, \ldots, m ; \sigma_{i}, k, k^{\prime}, T_{i}>0
$$

$$
\left|\arg \mathrm{z}_{\mathrm{i}}\right|<\frac{1}{2} \mathrm{~T}_{\mathrm{i}} \pi, \mathrm{i}=1, \ldots, \mathrm{r}, \alpha>0, \mathrm{P} \leq \mathrm{Q},\left|\mathrm{M}_{2}\right|<1, \mathrm{P}_{1} \leq \mathrm{Q},|\beta|<1, \arg \mathrm{M} \left\lvert\,<\frac{1}{2} \mathrm{~T}^{\prime} \pi\right., \mathrm{T}^{\prime}>0
$$

## Special Cases :-

(1) Putting $\lambda=\mathrm{A}, \mathrm{u}^{(\mathrm{i})}=1, \mathrm{v}^{(\mathrm{i})}=\mathrm{B}^{(\mathrm{i})}, \mathrm{D}^{(\mathrm{i})}=\mathrm{D}^{(\mathrm{i})}+1, \forall \mathrm{i}=1, \ldots, \mathrm{r}$ in (12), we obtain

$$
\begin{gathered}
\theta(\mathrm{x}, \mathrm{t})=\frac{\pi 2^{\mu-1}(2 v+1)(v-\mu)}{(v+\mu)!\Gamma\left(1-\frac{\mu}{2} \pm \frac{v}{2}\right)} \\
=\sum_{\mathrm{G}=1}^{\mathrm{m}} \sum_{\mathrm{s}, \mathrm{~s}^{\prime}, \mathrm{s}^{\prime}, \mathrm{N}, \mathrm{t}=0}^{\infty} \frac{\mathrm{e}^{-\mathrm{bN}(\mathrm{~N}+1) \mathrm{t}^{\prime}}\left(\mathrm{A}_{1}\right)_{\mathrm{t}} \ldots\left(\mathrm{~A}_{\mathrm{p}}\right)_{\mathrm{t}} \beta \mathrm{t}}{\left(\mathrm{~B}_{1}\right)_{\mathrm{t}} \ldots\left(\mathrm{~B}_{\mathrm{q}}\right)_{\mathrm{t}}} \\
. \frac{\mathrm{P}_{\mathrm{N}}^{\mu}(\mathrm{x})(-1)^{\mathrm{s}} \mathrm{M}^{\mathrm{g}_{s}} \phi\left(\mathrm{~g}_{\mathrm{s}}\right)\left(\mathrm{a}_{1}\right)_{\mathrm{s}^{\prime}} \ldots\left(\mathrm{a}_{\mathrm{P}_{1}}\right)_{\mathrm{s}^{\prime}} \mathrm{M}_{2}^{\mathrm{s}^{\prime \prime}}\left(-\mathrm{v}^{\prime}\right)_{\mathrm{u}^{\prime} \mathrm{s}^{\prime}} \mathrm{A}_{\mathrm{v}, \mathrm{~s}^{\prime}} \mathrm{M}_{1}^{s^{\prime}}}{\mathrm{t}!\mathrm{s}!\mathrm{s}^{\prime}!\left(\mathrm{b}_{1}\right)_{\mathrm{s}^{\prime}} \ldots\left(\mathrm{b}_{\mathrm{Q}_{1}}\right)_{\mathrm{s}^{\prime \prime}} \mathrm{s}^{\prime}!}
\end{gathered}
$$

$$
\left.\begin{array}{l}
{\left[(\mathrm{a}): \theta^{\prime}, \ldots, \theta^{(\mathrm{r})}\right):\left[1-\left(\mathrm{b}^{\prime}\right) ; \phi^{\prime}\right] ; \ldots ;\left[\left(1-\mathrm{b}^{(\mathrm{r})}\right): \phi^{(\mathrm{r})}\right] ;} \\
{\left[1-\alpha-\mathrm{td}-\mathrm{kg}_{\mathrm{s}}-\mathrm{M}_{2} \mathrm{~s}^{\prime \prime}-\mathrm{s}^{\prime}+\frac{v}{2}: \sigma_{1}, \ldots, \sigma_{\mathrm{r}}\right],\left[\left(1-\mathrm{d}^{\prime}\right): \delta^{\prime}\right] ; \ldots ;\left[\left(\mathrm{d}^{(\mathrm{r})}\right): \delta^{(\mathrm{r})}\right] ;} \tag{13}
\end{array} \quad-\mathrm{z}_{1}, \ldots,-\mathrm{Z}_{\mathrm{r}}\right],
$$

valid under the same conditions as derivable from (12).
(2) Letting $\mathrm{r}=2$ in (13), we have

$$
\theta(\mathrm{x}, \mathrm{t})=\pi 2^{\mu-1} \frac{(2 v+1)(v-\mu)!}{(v+\mu)!\Gamma\left(1-\frac{\mu}{2} \pm \frac{v}{2}\right)}
$$

valid under the same conditions as derivable from (15).
(3) Taking $\lambda=\mathrm{A}=\mathrm{C}=0$ the results in (12) reduces to the following result

$$
\begin{align*}
& \theta(\mathrm{x}, \mathrm{t})=\pi 2^{\mu-1} \frac{(2 v+1)(v-\mu)!}{(v+\mu)!\Gamma\left(1-\frac{\mu}{2} \pm \frac{v}{2}\right)} \\
& \cdot \sum_{G=1}^{m} \sum_{s, s, s, s, N, t=0}^{\infty} e^{-b N(N+1) t^{t}} \frac{\left(A_{1}\right)_{t} \ldots\left(A_{p}\right)_{t} \beta^{t}}{\left(B_{1}\right)_{t} \ldots\left(B_{Q}\right)_{t} t!s!} \cdot \frac{P_{N}^{\mu}(x)(-1)^{s} M^{g_{s}} \phi\left(g_{s}\right)}{f_{G}} \\
& . \frac{\left(\mathrm{a}_{1}\right)_{\mathrm{s}^{\prime}} \ldots\left(\mathrm{a}_{\mathrm{P}_{1}}\right)_{\mathrm{s}^{\prime}} \mathrm{M}_{2}^{\mathrm{s}^{\prime \prime}}\left(-\mathrm{v}^{\prime}\right)_{\mathrm{u}^{\prime} \mathrm{s}^{\prime}} \mathrm{A}_{\mathrm{v}^{\prime} \mathrm{s}^{\prime}} \mathrm{M}_{1}^{\mathrm{s}^{\prime}}}{\left(\mathrm{b}_{1}\right)_{\mathrm{s}^{\prime}} \ldots\left(\mathrm{b}_{\mathrm{Q}_{1}}\right)_{\mathrm{s}^{\prime}} \Gamma\left(\alpha^{\prime} \mathrm{s}^{\prime}+1\right) \mathrm{s}^{\prime}!} \\
& . H_{2,2:\left(\mathrm{B}^{\prime}, \mathrm{D}^{\prime}\right) ; \ldots ;\left(\mathrm{B}^{(\mathrm{r})}, \mathrm{D}^{(\mathrm{r})}\right)}^{0,2:\left(\mathrm{u}^{\prime}, \mathrm{v}^{\prime}\right) ; \ldots ;\left(\mathrm{u}^{(\mathrm{r})}, \mathrm{v}^{(\mathrm{r})}\right)}\left[\begin{array}{l}
{\left[-\cdots,--\cdots,\left[1-\alpha-\mathrm{td}^{2}-\mathrm{kg}_{\mathrm{s}}-\mathrm{M}_{2} \mathrm{~s}^{\mathrm{s}^{\prime}}-\mathrm{s}^{\prime} \pm \frac{\mu}{2}: \sigma_{1}, \ldots, \sigma_{\mathrm{r}}\right],\right.} \\
{\left[(\mathrm{c}): \psi^{\prime}, \ldots, \psi^{(\mathrm{r})}\right]:\left[-\alpha-\mathrm{td}^{2}-\mathrm{kg}_{\mathrm{s}}-\mathrm{M}_{2} \mathrm{~s}^{\prime \prime}-\mathrm{s}^{\prime}-\frac{v}{2}: \sigma_{1}, \ldots, \sigma_{\mathrm{r}}\right],}
\end{array}\right. \\
& {\left[(\mathrm{a}): \theta^{\prime}, \ldots, \theta^{(\mathrm{r})}\right):\left[\left(\mathrm{b}^{\prime}\right) ; \phi^{\prime}\right] ; \ldots ;\left[\left(\mathrm{b}^{(\mathrm{r})}\right): \phi^{(\mathrm{r})}\right] ;} \\
& \left.\left[1-\alpha-\mathrm{td}-\mathrm{kg}_{\mathrm{s}}+-\mathrm{M}_{2} \mathrm{~s}^{\prime \prime}-\mathrm{s}^{\prime}+\frac{\mathrm{v}}{2}: \sigma_{1}, \ldots, \sigma_{\mathrm{r}}\right],\left[\left(\mathrm{d}^{\prime}\right): \delta^{\prime}\right] ; \ldots ;\left[\left(\mathrm{d}^{(\mathrm{r})}\right): \delta^{(\mathrm{r})}\right] ; \mathrm{Z}_{1}, \ldots, \mathrm{Z}_{\mathrm{r}}\right] \text {, } \tag{15}
\end{align*}
$$

valid under the same conditions as derivable from (12).
(4) Letting $\mathrm{k}, \alpha^{\prime}, \mathrm{v}^{\prime} \rightarrow 0$ in (4), we have a known result given in ([8], eq.(1.3), p.227).
(5) Also taking $\mathrm{k}, \alpha^{\prime}, \mathrm{v}^{\prime} \rightarrow 0$ in (12), we get a result given in ([8], eq. (2.1), p.228).
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#### Abstract

We study the hypersurface-homogeneous cosmological model in presence of perfect fluid within the framework of Barber's [1982, GRG, 14, 117] second self-creation theory of gravitation. We have shown that the field equations are solvable for any arbitrary cosmic scale function and then obtained exact solutions for two values of a specific parameter. While doing so, we have used the general equation of state $p=m \rho$ where $m(0 \leq m \leq 1)$ is a constant. We also discussed the physical aspects of the models of the universe. Keywords : Hypersurface-homogeneous. Perfect fluid. Barber's self-creation theory.


## I. INTRODUCTION

In recent years, there has been a considerable interest in alternative theories of gravitation. Brans-Dicke (1961) theory develops Mach's principle in a relativistic framework by assuming interaction of inertial masses of fundamental particles with some cosmic scalar field coupled with the large scale distribution of matter in motion. BransDicke theory is a scalar-tensor theory of gravitation in which the tensor field is identified with the space-time of Riemannian geometry and scalar field is alien to geometry. This theory does not allow the scalar field to interact with fundamental principles and photons. However, Barber (1982) has modified scalar-tensor Brans-Dicke theory to develop a continuous creation of matter in the large scale structure of the universe. As a result, two self-creation theories are proposed by Barber (1982) in which the mass of the universe is seem to be created out of self-contained gravitational, scalar and matter field. Brans (1987) has pointed out that Barber's first theory is in disagreement with experiment as well as inconsistent, in general. Hence Barber's first theory is not accepted because this theory violets the equivalence principle.

The second theory retains the attractive features of the first theory and overcomes previous objections. These modified theories create the universe out of self-contained gravitational and matter fields. In Barber's second self-creation theory, the gravitational coupling of the Einstein field equations is allowed to be a variable scalar on the spacetime manifold. Barber's second theory is a modification of general relativity to include continuous creation and is within observational limits, thus it modifies general relativity to become a variable G-theory. In this theory the scalar field does not directly gravitate, but simply divides the matter tensor, with the scalar acting as a reciprocal gravitational constant. The scalar field is postulated to couple to the trace of the energy-momentum

[^6]tensor. Moreover, the most significant feature of self-creation is that it is as consistent with cosmological constraints in the distant supernovae data, the Cosmic microwave Background anisotropies and primordial nucleo-synthesis, as the standard paradigm. Unlike that model, however, it does not require the addition of the undiscovered physics of Inflation, dark non-baryonic matter or dark energy. Nevertheless, it does demand an exotic equation of state, which requires the presence of false vacuum energy at a moderate density determined by the Einstein's field equations. The consistency of Barber's second theory motivates us to study cosmological model in this theory.

Astronomical observations of the large-scale distribution of galaxies in the universe show that the distribution of matter can be satisfactorily described by a perfect fluid. Many authors have studied the Barber's self-creation theory of gravitation to produce mass creation in presence of perfect fluid satisfying the equation of state in the context of different space times. Pimentel (1985) and Soleng (1987) have discussed FRW models by using a power law relation between the expansion factor of the universe and the scalar field. Singh (1984), Reddy (1987) and Reddy et al. (1987) have studied Bianchi type space-times solutions in Barber's second theory of gravitation while Reddy and Venkateswarlu (1989) presented Bianchi type $-\mathrm{VI}_{0}$ cosmological model in Barber's second self-creation theory of gravitation. Shanti and Rao (1991) studied Bianchi type II and III space-times in this theory, both in vacuum as well as in presence of stiff fluid. Ram and Singh (1998) have discussed the spatially homogeneous and isotropic Robertson-Walker and Bianchi type-II models of the universe in Barber's self-creation theory in presence of perfect fluid by using gamma law equation of state. Pradhan and Pandey (2002), Pradhan and Vishwakarma (2002), Panigrahi and Sahu (2004), Vishwakarma and Narlikar (2005), Sahu and Mohanty (2006), Singh and Kumar (2007), Singh et al. (2008), Venkateswarlu et al. (2008), Reddy and Naidu (2008) and Katore et al. (2010), are some of the authors who have studied various aspects of different cosmological models in Barber's second selfcreation theory. In recent years, Verma and Shri Ram (2010) studied Hypersurfacehomogeneous bulk viscous fluid space-times with time-dependent cosmological term and Shri Ram and Verma (2010) have discussed bulk viscous fluid hypersurface-homogeneous cosmological models with time varying $G$ and $\Lambda$.

Motivated by these works, in this paper, we have investigated hypersurfacehomogeneous cosmological model in presence of perfect fluid within the framework of Barber's second self-creation theory of gravitation. We first show that the field equations are solvable for any arbitrary cosmic scale function and then we obtain exact solutions for two values of a specific parameter. While doing so, we have used the general equation of state $\quad p=m \rho$ where $m(0 \leq m \leq 1)$ is a constant. We also discuss the physical aspects of the models of the universe. This paper is organized as follows: The metric and field equations are considered in Sect. 2. In Section 3, solutions of Barber's field equations are obtained while the models are considered in Sect. 3.1 and 3.2. Some concluding remarks are given in Sect. 4.

## iI. The Metric and Field Equations

Stewart and Ellis (1968) have obtained general solutions of Einstein's field equations for a perfect fluid distribution satisfying a barotropic equation of state for the Hypersurface-homogeneous space time given by the metric

$$
\begin{equation*}
d s^{2}=d t^{2}-A^{2}(t) d x^{2}-B^{2}(t)\left[d y^{2}+f_{K}^{2}(y) d z^{2}\right] \tag{1}
\end{equation*}
$$

where $f_{K}(y)=\sin y, y$, sinh $y$ respectively when $K=1,0,-1$.
Hajj-Boutros (1985) developed a method to build exact solutions of field equations in case of the metric (1) in presence of perfect fluid and obtained exact solutions of the field equations which add to the rare solutions not satisfying the barotropic equation of state. Recently Verma and Shri Ram (2010b) obtained some hypersurface-homogeneous bulk viscous fluid cosmological models with time-dependent cosmological term. Very recently Shri Ram and Verma (2010) presented bulk viscous fluid hypersurfacehomogeneous cosmological models with time varying $G$ and $\Lambda$ term. The energymomentum tensor in presence of perfect fluid has the form

$$
\begin{equation*}
T_{i j}=(\rho+p) u_{i} u_{j}-p g_{i j} \tag{2}
\end{equation*}
$$

together with the relation

$$
\begin{equation*}
g_{i j} u^{i} u^{j}=1 \tag{3}
\end{equation*}
$$

and perfect fluid obeys the equation of state

$$
\begin{equation*}
p=m \rho \tag{4}
\end{equation*}
$$

where $m(0 \leq m \leq 1)$ is a constant. Here $p$ is the pressure in the fluid and $\rho$ is the energy density of the fluid and $u^{i}$ is the four velocity vector defined by $u^{i}=\delta_{4}^{i}$, where $i=1,2,3,4$. We use the co-ordinate to be co-moving so that $u^{i}=(0,0,0,1)$. For a universe field with perfect fluid, from (2) one finds

$$
\begin{equation*}
T_{1}^{1}=T_{2}^{2}=T_{3}^{3}=-p, \quad T_{4}^{4}=\rho \quad \text { and } \quad T=\rho-3 p \tag{5}
\end{equation*}
$$

The field equation in Barber's second self-creation theory of gravitation are

$$
\begin{equation*}
R_{i j}-\frac{1}{2} R g_{i j}=-8 \pi \varphi^{-1} T_{i j} \tag{6}
\end{equation*}
$$

and the scalar field equation is defined by

$$
\begin{equation*}
\varphi=\frac{8 \pi}{3} \lambda T \tag{7}
\end{equation*}
$$

where $R_{i j}$ is the Ricci tensor and $R$ is the scalar curvature. $\varphi=\varphi_{; k}^{k}$ is the invariant d'Alembertian and $T$ is the trace of the energy-momentum tensor that describes all non-gravitational and non-scalar field theory. Barber scalar field $\varphi$ is a function of $t$ due to the nature of space-time which plays the role analogous to the reciprocal of Newtonian gravitational constant i. e. $\varphi=\frac{1}{G} . \lambda$ is a coupling constant to be determined from the experiment $|\lambda| i 10^{-1}$. In the limit as $\lambda \rightarrow 0$, this theory approaches the standard general relativity theory in every respect.

In a commoving coordinate system the Barber's field equations (6) and (7) for the metric (1) with the help of (5) take the form

$$
\begin{align*}
& 2 \frac{\ddot{B}}{B}+\frac{\dot{B}^{2}}{B^{2}}+\frac{K}{B^{2}}=-8 \pi \varphi^{-1} p  \tag{8}\\
& \frac{\ddot{A}}{A}+\frac{\ddot{B}}{B}+\frac{\dot{A} \dot{B}}{A B}=-8 \pi \varphi^{-1} p \tag{9}
\end{align*}
$$

$$
\begin{align*}
& \frac{\ddot{A}}{A}+\frac{\ddot{B}}{B}+\frac{\dot{A} \dot{B}}{A B}=-8 \pi \varphi^{-1} p  \tag{9}\\
& 2 \frac{\dot{A} \dot{B}}{A B}+\frac{\dot{B}^{2}}{B^{2}}+\frac{K}{B^{2}}=8 \pi \varphi^{-1} \rho  \tag{10}\\
& \ddot{\varphi}+\dot{\varphi}\left(\frac{\dot{A}}{A}+2 \frac{B}{B}\right)=\frac{8 \pi \lambda}{3}(\rho-3 p) \tag{11}
\end{align*}
$$

where $\lambda$ is a coupling constant to be determined from experiments $\left(|\lambda| \leq 10^{-1}, \lambda=0\right)$ and $G_{N}=\varphi^{-1}$. Equation (11) is the scalar field cosmological equation. Here overhead dots (.) indicate the differentiation with respect to $t$ The energy conservation equation of general relativity $T_{; j}^{i j}=0$ takes the form

$$
\begin{equation*}
\dot{\rho}+(\rho+p)\left(\frac{\dot{A}}{A}+2 \frac{\dot{B}}{B}\right)=0 \tag{12}
\end{equation*}
$$

For the line element (1), we define the following physical and geometrical parameters, to be used in solving the Barber's field equations. The average scale factor $(S)$, Volume scale factor $(V)$, expansion scalar $(\theta)$ and shear scalar $(\sigma)$ are

$$
\begin{align*}
& S=\left(A B^{2}\right)^{\frac{1}{3}}  \tag{13}\\
& V=S^{3}=A B^{2}  \tag{14}\\
& \theta=v_{; i}^{i}=\left(\frac{\dot{A}}{A}+2 \frac{\dot{B}}{B}\right)  \tag{15}\\
& \sigma^{2}=\frac{1}{3}\left(\frac{\dot{A}}{A}-\frac{\dot{B}}{B}\right)^{2} \tag{16}
\end{align*}
$$

The generalized mean Hubble parameter H is given by

$$
\begin{equation*}
H=\frac{1}{3}\left(H_{1}+H_{2}+H_{3}\right) \tag{17}
\end{equation*}
$$

where $\quad H_{1}=\frac{\dot{A}}{A}, \quad H_{2}=\frac{\dot{B}}{B}=H_{3}$.
An important observational quantity is the deceleration parameter $q$ which is defined as

$$
\begin{equation*}
q=\frac{-V \ddot{V}}{\dot{V}^{2}} \tag{18}
\end{equation*}
$$

The sign of $q$ indicates whether the model inflates or not. The positive sign corresponds to the standard decelerating model whereas the negative sign indicates inflation.

## iii. Solution of the Field Equations

Recently, Shri Ram and Verma (2010) have investigated the hypersurfacehomogeneous cosmological models with time varying $G$ and $\Lambda$ term in the presence of bulk viscous fluid. They showed that the field equations are solvable for any arbitrary cosmic scale function. We follow the same approach to find exact solutions of the field equations.
From (8) and (9), we obtain

$$
\begin{equation*}
\frac{\ddot{B}}{B}-\frac{\ddot{A}}{A}+\frac{\dot{B}^{2}}{B^{2}}-\frac{\dot{A} \dot{B}}{A B}+\frac{K}{B^{2}}=0 \tag{19}
\end{equation*}
$$

which on integration, yields

$$
\begin{equation*}
-B^{2} \dot{A}+A B \dot{B}=-K \int A d t+c_{1} \tag{20}
\end{equation*}
$$

where $c_{1}$ is an arbitrary constant.
We can write (20) in the form

$$
\begin{equation*}
\frac{d}{d t}\left(B^{2}\right)-2 \frac{\dot{A}}{A} B^{2}=F(t) \tag{21}
\end{equation*}
$$

where $F(t)=-2 \frac{K}{A} \int A d t+c_{1}$
The linear differential equation (22) has the general solution given by

$$
\begin{equation*}
B^{2}=A^{2}\left[\int \frac{F(t)}{A^{2}} d t+c_{2}\right], \tag{23}
\end{equation*}
$$

where $c_{2}$ is an integration constant. It is clear that the solution of Barber's field equations reduces to integration of $(23)$ if $A(t)$ is known as a explicit function of time. We now obtain a particular solution of the field equations for a simple choice of the function $A(t)$. we choose

$$
\begin{equation*}
A=t^{n} \tag{24}
\end{equation*}
$$

where $n$ is a real number.
Integrating (23), we obtain

$$
\begin{equation*}
B^{2}=\frac{K t^{2}}{n^{2}-1}+c_{1} t^{1+2 n}+c_{2} t^{2 n} \tag{25}
\end{equation*}
$$

Without loss of generality, we take $c_{1}=c_{2}=0$. The solution (25) becomes

$$
\begin{equation*}
B^{2}=\frac{K t^{2}}{n^{2}-1} \quad, \quad n \neq \pm 1 \tag{26}
\end{equation*}
$$

Hence the geometry of the universe in Barber's second self-creation theory for the hypersurface-homogeneous space-time corresponding to the solution (24) and (26) takes the form

$$
\begin{equation*}
d s^{2}=d t^{2}-t^{2 n} d x^{2}-\frac{K t^{2}}{n^{2}-1}\left[d y^{2}+f_{K}^{2}(y) d z^{2}\right] \tag{27}
\end{equation*}
$$

We also consider the usual barotropic equation of state relating the perfect fluid pressure $p$ to energy density $\rho$ i.e. Equation (4).

Using (24), (26) and (4) in (12), we obtain the explicit form of the physical quantities $p$ and $\rho$ as

$$
\begin{equation*}
p=m c_{3} t^{-(m+1)(n+2)} \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho=c_{3} t^{-(m+1)(n+2)} \tag{28}
\end{equation*}
$$

From (11) and (4), we obtain the solution for scalar field $\varphi(t)$ in Barber's second self-creation theory is given by

$$
\begin{equation*}
\varphi(t)=c_{4} t^{2-(m+2)(n+2)} \tag{30}
\end{equation*}
$$

### 3.1 Model I:

For $K=1$, the hypersurface-homogeneous cosmological model in (27) reduces to

$$
\begin{equation*}
d s^{2}=d t^{2}-t^{2 n} d x^{2}-\frac{t^{2}}{n^{2}-1}\left[d y^{2}+\sin ^{2} y d z^{2}\right] \tag{31}
\end{equation*}
$$

This model is well defined for $n^{2}-1>0$.
For the model (31), the physical and geometrical parameters are given by

$$
\begin{equation*}
\theta=\frac{(n+2)}{t} \tag{32}
\end{equation*}
$$



Figure 1 : Expansion Scalar Vs Time

$$
\begin{equation*}
\sigma^{2}=\frac{(n-1)^{2}}{3 t^{2}} \tag{33}
\end{equation*}
$$



Figure 2 : Shear Scalar Vs Time .

$$
\begin{gather*}
S=\left(\frac{t^{n+2}}{n^{2}-1}\right)^{1 / 3}  \tag{34}\\
V^{3}=\frac{t^{n+2}}{n^{2}-1} \tag{35}
\end{gather*}
$$



Figure 3: Volume Vs Time.

$$
\begin{equation*}
H=\frac{n+2}{3 t} \tag{36}
\end{equation*}
$$

The deceleration parameter $q$ is given by

$$
\begin{equation*}
q=\frac{1-n}{2+n} \tag{37}
\end{equation*}
$$

For model (31), we observed that the spatial volume increases with time when $(n+2)>0$ and it becomes infinite for large value of $t$. At $t=0$, all the physical parameters $\rho, \sigma, \theta$ are infinite and the spatial volume is zero. Therefore, the cosmological model starts evolving with a big-bang at $t=0$. Also the physical parameters decreases as time increases and tend to zero for large time. Since $\frac{\sigma}{\theta}=\frac{1}{\sqrt{3}}\left(\frac{n-1}{n+2}\right)$ the anisotropy in the universe is maintained throughout. The deceleration parameter $q$ is positive for $-2<n<-1$. In this case, the model (31) represents a decelerating universe. When $n \ell 1$, the value of deceleration parameter $q$ is negative and thus (31) corresponds to an inflationary model of the universe.

### 3.2 Model II

For $K=-1$, the metric (27) of our solution can be written in the form

$$
\begin{equation*}
d s^{2}=d t^{2}-t^{2 n} d x^{2}-\frac{t^{2}}{1-n^{2}}\left[d y^{2}+\sinh ^{2} y d z^{2}\right] \tag{38}
\end{equation*}
$$

For the model (38), the expansion scalar $\theta$, shear scalar $\sigma$ and the generalized mean Hubble's parameter have the expressions given by (32), (33) and (36) respectively. The spatial volume $V$ and the deceleration parameter $q$ are given by the following expressions

$$
\begin{gather*}
V^{3}=\frac{t^{n+2}}{1-n^{2}}  \tag{39}\\
q=\frac{1-n}{2+n} \tag{40}
\end{gather*}
$$

where $n$ is not less than -2 . The deceleration parameter $q$ is positive since $-1<n<1$. The model decelerates because of the fact that the deceleration parameter is positive constant. The cosmological model (38) starts with a big-bang at $t=0$. The physical behaviors of this model are same as of the model (31).

## iv. Conclusion

In this paper, we have obtained hypersurface-homogeneous cosmological model in presence of perfect fluid within the frame work of Barber's second self-creation theory. The cosmic fluid satisfies the barotropic equation of state. It is shown that Barber's field equations for hypersurface-homogeneous cosmological model are solvable for any arbitrary
cosmic scale function. Two classes of exact solutions of Barbers field equations are presented for $K=1$ and $K=-1$ which represent expanding, shearing, non-rotating, decelerating / accelerating models of the universe. In present models of the universe the anisotropy is maintained throughout. It is also observed that the Barber scalar field $\varphi$ increases when $t$ increases.
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#### Abstract

A theoretical analysis of the effects of permeability and the injection/suction on an oscillatory free convective flow of a viscous incompressible fluid through a highly porous medium bounded between two infinite vertical porous plates is presented. The entire system rotates about the axis normal to the planes of the plates with uniform angular velocity $\Omega$. For small and large rotations the dependence of the steady and unsteady resultant velocities and their phase differences on various parameters are discussed in detail.
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## I. INTRODUCTION

Free convection flows in a rotating porous medium are of great interest in a number of industrial applications such as fiber and granular insulation, geothermal systems etc. Buoyancy is also of importance in an environment where difference of temperatures can give rise to complicated flow patterns. In recent years, the problems of free convection have attracted the attention of a large number of scholars due to its diverse applications.

The flow of fluids through highly porous medium bounded by vertical porous plates find numerous engineering and geophysical applications, viz. in the fields of agricultural engineering to study the underground water resources, in petroleum technology to study the movement of natural gas, oil and water through the oil channels/reservoirs $[1,2,10]$. A series of investigations have been made by different scholars where the porous medium is either bounded by horizontal, vertical surfaces or parallel porous plates. Raptis [8] analyzed the unsteady flow through a porous medium bounded by an infinite porous plate subjected to a constant suction and variable temperature. Raptis and Perdikis [9] further studied the problem of free convective flow through a porous medium bounded by a vertical porous plate with constant suction when the free stream velocity oscillates in time about a constant mean value.

Apart from the above two dimensional studies a number of three dimensional flows through porous medium have also been studied. Singh et al. [16] analyzed the effects of periodic permeability on the three dimensional flow through highly porous medium bounded by an infinite porous surface. Singh et al. [15] also investigated the effect of permeability variation on the heat transfer and three dimensional flow through a highly porous medium bounded by an infinite porous plate with constant suction. Singh and Verma [13] studied further the flow of a viscous incompressible fluid through porous medium when the free stream velocity oscillates in time about a non-zero constant mean.

[^7]In the recent years a number of studies have appeared in the literature involving rotation to a greater or lesser extent viz. Vidyanidhu and Nigam [19], Gupta [4], Jana and Datta [5], Singh [11,17]. Injection/suction effects have also been studied extensively for horizontal porous plate in rotating frame of references by Ganapathy [3], Mazumder [7], Mazumder et al. [6], Soundalgekar and Pop [18], Singh [12] for different physical situation. The flows of fluids through porous medium bounded by rotating porous channels find many industrial applications particularly in the fields of centrifugation, filtration and purification processes. In view of these applications Singh and Sharma [14] studied the effect of the permeability of the porous medium on the three dimensional Couette flow and heat transfer. In the present paper an attempt has been made to study the effects of the permeability of the porous medium and injection/suction through the porous parallel vertical plates on the free convective flow through a highly porous medium. The entire system rotates about an axis perpendicular to the planes of the plates.

## II. Mathematical Analysis

Consider an oscillatory free convective flow of a viscous incompressible fluid through a highly porous medium bounded between two infinite vertical porous plates distance $d$ apart. A constant injection velocity, $w_{0}$, is applied at the stationary plate $z^{*}=0$ and the same constant suction velocity, $w_{0}$, is applied at the plate $z^{*}=d$, which is oscillating in its own plane with a velocity $U^{*}\left(t^{*}\right)$ about a non-zero constant mean velocity $U_{0}$. The origin is assumed to be at the plate $z^{*}=0$ and the channel is oriented vertically upward along the $x^{*}$-axis. The channel rotates as a rigid body with uniform angular velocity $\Omega^{*}$ about the $z^{*}$-axis. Since the plates are infinite in extent, all the physical quantities except the pressure, depend only on $z^{*}$ and $t^{*}$. Denoting the velocity components $u^{*}, v^{*}, w^{*}$ in the $x^{*}, y^{*}, z^{*}$ directions, respectively and temperature by $T^{*}$, the flow in the rotating system is governed by the following equations:

$$
\begin{gather*}
w_{z}^{*}=0  \tag{1}\\
u_{t}^{*}+w_{0}^{*} u_{z}^{*}=-p_{x}^{*} / \rho+v u_{z z}^{*}+2 \Omega^{*} v^{*}+g \beta\left(T^{*}-T_{d}\right)-v u^{*} / \mathrm{K}^{*},  \tag{2}\\
v_{t}^{*}+w_{0}^{*} v_{z}^{*}=-p_{y}^{*} / \rho+v v_{z z}^{*}-2 \Omega^{*} u^{*}-v v^{*} / \mathrm{K}^{*}  \tag{3}\\
T_{t}^{*}+w_{0} T_{z}^{*}=\frac{k}{\rho C_{p}} T_{z z}^{*}, \tag{4}
\end{gather*}
$$

where $v$ is the kinematic viscosity, $t$ is the time, $\rho$ is the density and $p^{*}$ is the modified pressure, $T^{*}$ is the temperature, $C_{p}$ is the specific heat at constant pressure, $k$ is the thermal conductivity, $g$ is the acceleration due to gravity, $\beta$ the coefficient of volume expansion and $\mathrm{K}^{*}$ is the permeability of the medium.
The boundary conditions for the problem are

$$
\left.\begin{array}{c}
u^{*}=v^{*}=0, \quad T^{*}=T_{0}+\varepsilon\left(T_{0}-T_{d}\right) \cos \omega^{*} t^{*} \quad \text { at } \quad z^{*}=0,  \tag{5}\\
U_{0}\left(1+\varepsilon \cos \omega^{*} \mathrm{t}^{*}\right), \quad v^{*}=0, \quad T^{*}=T_{d}, \quad \text { at } \quad z^{*}=d
\end{array}\right\}
$$

where $\omega^{*}$ is the frequency of oscillations and $\varepsilon$ is a very small positive constant. By introducing the following non-dimensional quantities
$\eta=z^{*} / d, \quad t=\omega^{*} t^{*}, \quad u=u^{*} / U_{0}, \quad v=v^{*} / U_{0}, \quad \Omega=\Omega^{*} d^{2} / v \quad$ the rotation parameter, $\omega=\omega^{*} d^{2} / v$ the frequency parameter, $\lambda=w_{0} d / v$ the injection/suction parameter, $\mathrm{K}=\mathrm{K}^{*} / d^{2}$ the permeability parameter, $\quad \theta=\frac{T^{*}-T_{d}}{T_{0}-T_{d}}, \quad G r=\frac{v g \beta\left(T_{0}-T_{d}\right)}{U_{0} w_{0}^{2}} \quad$ the Grashof number, $\operatorname{Pr}=\frac{\mu C_{p}}{k}$ the Prandtl number and suppressing the stars ${ }^{*} *$ ' the equations (2) to (4) become

$$
\begin{gather*}
\omega q_{t}+\lambda q_{\eta}=q_{\eta \eta}+\omega U_{t}+G r \lambda^{2} \theta-2 i \Omega(q-U)-(q-U) / \mathrm{K}  \tag{6}\\
\omega \theta_{t}+\lambda \theta_{\eta}=\frac{1}{\operatorname{Pr}} \theta_{\eta \eta} \tag{7}
\end{gather*}
$$

where $q=u+i v$.
The boundary conditions (5) can also be written in complex notations as

$$
\left.\begin{array}{lll}
q=0, & \theta=1+\frac{\varepsilon}{2}\left(e^{i t}+e^{-i t}\right) & \text { at }  \tag{8}\\
q=0 \\
q=U(t)=1+\frac{\varepsilon}{2}\left(e^{i t}+e^{-i t}\right), & \theta=0 & \text { at } \\
\eta=1
\end{array}\right\}
$$

In order to solve the system of equations (6) and (7) subject to the boundary conditions (8), we assume,

$$
\begin{align*}
& q(\eta, t)=q_{o}(\eta)+\frac{\varepsilon}{2}\left\{q_{1}(\eta) e^{i t}+q_{2}(\eta) e^{-i t}\right\}  \tag{9}\\
& \theta(\eta, t)=\theta_{o}(\eta)+\frac{\varepsilon}{2}\left\{\theta_{1}(\eta) e^{i t}+\theta_{2}(\eta) e^{-i t}\right\} . \tag{10}
\end{align*}
$$

Substituting (9) and (10) into (6) and (7) and comparing the harmonic and nonharmonic terms, we get

$$
\begin{align*}
& q_{0}^{\prime \prime}-\lambda q_{0}^{\prime}-\left(l^{2}+\frac{1}{\mathrm{~K}}\right) q_{0}=-\left(l^{2}+\frac{1}{\mathrm{~K}}\right)-G r \lambda^{2} \theta_{0}  \tag{11}\\
& q_{1}^{\prime \prime}-\lambda q_{1}^{\prime}-\left(m^{2}+\frac{1}{\mathrm{~K}}\right) q_{1}=-\left(m^{2}+\frac{1}{\mathrm{~K}}\right)-G r \lambda^{2} \theta_{1},  \tag{12}\\
& q_{2}^{\prime \prime}-\lambda q_{2}^{\prime}-\left(n^{2}+\frac{1}{\mathrm{~K}}\right) q_{2}=-\left(n^{2}+\frac{1}{\mathrm{~K}}\right)-G r \lambda^{2} \theta_{2},  \tag{13}\\
& \theta_{0}^{\prime \prime}-\operatorname{Pr} \lambda \theta_{0}^{\prime}=0,  \tag{14}\\
& \theta_{1}^{\prime \prime}-\operatorname{Pr} \lambda \theta_{1}^{\prime}-\operatorname{Pr} \omega i \theta_{1}=0,  \tag{15}\\
& \theta_{2}^{\prime \prime}-\operatorname{Pr} \lambda \theta_{2}^{\prime}+\operatorname{Pr} \omega i \theta_{2}=0, \tag{16}
\end{align*}
$$

where $l^{2}=i 2 \Omega, m^{2}=i(2 \Omega+\omega)$ and $n^{2}=i(2 \Omega-\omega)$.
The corresponding transformed boundary conditions reduce to

$$
\left.\begin{array}{lll}
q_{0}=q_{1}=q_{2}=0, & \theta_{0}=\theta_{1}=\theta_{2}=1 & \text { at } \quad \eta=0,  \tag{17}\\
q_{0}=q_{1}=q_{2}=1, & \theta_{0}=\theta_{1}=\theta_{2}=0 \quad \text { at } \quad \eta=1 .
\end{array}\right\}
$$

The solutions of equations (11) to (16) under the boundary conditions (17) are

$$
\begin{align*}
& q_{0}(\eta)=1+B_{1} e^{n_{1} \eta}+B_{2} e^{n_{2} \eta}+A_{1} e^{\lambda \mathrm{Pr} \eta},  \tag{18}\\
& q_{1}(\eta)=1+B_{3} e^{n_{3} \eta}+B_{4} e^{n_{4} \eta}+A_{2} e^{m_{2} \eta}+A_{3} e^{m_{1} \eta}  \tag{19}\\
& q_{2}(\eta)=1+B_{5} e^{n_{5} \eta}+B_{6} e^{n_{6} \eta}+A_{4} e^{m_{4} \eta}+A_{5} e^{m_{3} \eta}  \tag{20}\\
& \theta_{0}(\eta)=\frac{e^{\lambda \mathrm{Pr} \eta}-e^{\lambda \mathrm{Pr}}}{1-e^{\lambda \mathrm{Pr}}}, \tag{21}
\end{align*}
$$

$$
\begin{align*}
& \theta_{1}(\eta)=\frac{e^{m_{1}+m_{2} \eta}-e^{m_{2}+m_{1} \eta}}{e^{m_{1}}-e^{m_{2}}},  \tag{22}\\
& \theta_{2}(\eta)=\frac{e^{m_{3}+m_{4} \eta}-e^{m_{4}+m_{3} \eta}}{e^{m_{3}}-e^{m_{4}}}, \tag{23}
\end{align*}
$$

where

$$
\begin{array}{cc}
m_{1}=\frac{\operatorname{Pr} \lambda+\sqrt{\operatorname{Pr}^{2} \lambda^{2}+4 i \omega \operatorname{Pr}}}{2}, & m_{2}=\frac{\operatorname{Pr} \lambda-\sqrt{\operatorname{Pr}^{2} \lambda^{2}+4 i \omega \operatorname{Pr}}}{2}, \\
m_{3}=\frac{\operatorname{Pr} \lambda+\sqrt{\operatorname{Pr}^{2} \lambda^{2}-4 i \omega \operatorname{Pr}}}{2}, & m_{4}=\frac{\operatorname{Pr} \lambda-\sqrt{\operatorname{Pr}^{2} \lambda^{2}-4 i \omega \operatorname{Pr}}}{2}, \\
n_{1}=\frac{\lambda+\sqrt{\lambda^{2}+4\left(l^{2}+\frac{1}{\mathrm{~K}}\right)}}{2}, & n_{2}=\frac{\lambda-\sqrt{\lambda^{2}+4\left(l^{2}+\frac{1}{\mathrm{~K}}\right)}}{2}, \\
n_{3}=\frac{\lambda+\sqrt{\lambda^{2}+4\left(m^{2}+\frac{1}{\mathrm{~K}}\right)}}{2}, & n_{4}=\frac{\lambda-\sqrt{\lambda^{2}+4\left(m^{2}+\frac{1}{\mathrm{~K}}\right)}}{2}, \\
n_{5}=\frac{\lambda+\sqrt{\lambda^{2}+4\left(n^{2}+\frac{1}{\mathrm{~K}}\right)},}{2}, & A_{2}=\frac{\lambda-\sqrt{\lambda^{2}+4\left(n^{2}+\frac{1}{\mathrm{~K}}\right)}}{2}, \\
A_{1}=\frac{-G r \lambda^{2}}{\left(1-e^{\lambda \mathrm{Pr}}\right)\left[\lambda^{2} \operatorname{Pr}(\operatorname{Pr}-1)-\left(l^{2}+\frac{1}{\mathrm{~K}}\right)\right]}, e^{\left.m^{m_{2}}\right)\left[m_{2}\left(m_{2}-\lambda\right)-\left(m^{2}+\frac{1}{\mathrm{~K}}\right)\right]} \\
A_{3}=\frac{-G r \lambda^{2} e^{m_{1}}}{\left(e^{m_{1}}-e^{m_{2}}\right)\left[m_{1}\left(m_{1}-\lambda\right)-\left(m^{2}+\frac{1}{\mathrm{~K}}\right)\right]} & A_{4}=\frac{-G r \lambda^{2} e^{m_{3}}}{\left(e^{m_{3}}-e^{m_{4}}\right)\left[m_{4}\left(m_{4}-\lambda\right)-\left(n^{2}+\frac{1}{\mathrm{~K}}\right)\right]},
\end{array}
$$

$$
\begin{array}{ll}
A_{5}=\frac{G r \lambda^{2} e^{m_{4}}}{\left(e^{m_{3}}-e^{m_{4}}\right)\left[m_{3}\left(m_{3}-\lambda\right)-\left(n^{2}+\frac{1}{\mathrm{~K}}\right)\right]}, & B_{1}=-\left[\frac{e^{n_{2}}+A_{1}\left(e^{n_{2}}-e^{\lambda \mathrm{Pr}}\right)}{e^{n_{2}}-e^{n_{1}}}\right], \\
B_{2}=\left[\frac{e^{n_{1}}+A_{1}\left(e^{n_{1}}-e^{\lambda \mathrm{Pr}}\right)}{e^{n_{2}}-e^{n_{1}}}\right], & B_{3}=-\left[\frac{e^{n_{4}}+A_{2}\left(e^{n_{4}}-e^{m_{2}}\right)+A_{3}\left(e^{n_{4}}-e^{m_{1}}\right)}{e^{n_{4}}-e^{n_{3}}}\right], \\
B_{4}=\left[\frac{e^{n_{3}}-A_{2}\left(e^{m_{2}}-e^{n_{3}}\right)-A_{3}\left(e^{m_{1}}-e^{n_{3}}\right)}{e^{n_{4}}-e^{n_{3}}}\right], & B_{5}=-\left[\frac{e^{n_{6}}+\left(e^{n_{6}}-e^{m_{4}}\right)+A_{5}\left(e^{n_{6}}-e^{m_{3}}\right)}{e^{n_{6}}-e^{n_{5}}}\right], \\
B_{6}=\left[\frac{e^{n_{5}}-A_{4}\left(e^{m_{4}}-e^{n_{5}}\right)-A_{5}\left(e^{m_{3}}-e^{n_{5}}\right)}{e^{n_{6}}-e^{n_{5}}}\right] .
\end{array}
$$

## iII. Results and Discussion

Now for the resultant velocities and the shear stresses of the steady and unsteady flow, we write

$$
\begin{gather*}
u_{0}(\eta)+i v_{0}(\eta)=q_{0}(\eta)  \tag{24}\\
u_{1}(\eta)+i v_{1}(\eta)=q_{1}(\eta) e^{i t}+q_{2}(\eta) e^{-i t} . \tag{25}
\end{gather*}
$$

The solution (18) corresponds to the steady part which gives $u_{0}$ as the primary and $v_{0}$ as the secondary velocity components. The amplitude and the phase difference due to these primary and secondary velocities for the steady flow are given by

$$
\begin{equation*}
R_{0}=\sqrt{u_{0}^{2}+v_{0}^{2}} \quad, \quad \phi_{0}=\tan ^{-1}\left(v_{0} / u_{0}\right) \tag{26}
\end{equation*}
$$

The resultant velocity $R_{0}$ for the steady part is presented in Fig.1.a, b for small and large values of rotations respectively of the vertical porous channel. The two values of the Prandtl number $\operatorname{Pr}$ as 0.7 and 7.0 are chosen to represent air and water respectively. In Fig.1.a, b the curve I corresponds to the flow through an ordinary medium. It is very clear from Fig.1.a that $R_{0}$ increases with the Grashof number $G r$, the rotation of the channel $\Omega$, suction velocity $\lambda$, and the permeability parameter K. In the case of Prandtl number $\operatorname{Pr}, R_{0}$ is increasing near the oscillating plate.

Similarly for large rotations $\Omega$ shown in Fig 1.b., the amplitude $R_{0}$ increases with $G r$, the free convection currents, and the permeability parameter K and $R_{0}$ also oscillates with the increase of the rotation $\Omega$ of the channel. It is interesting to note that increase of Prandtl number Pr leads to an increase of $R_{0}$ near the oscillating plate, but to a decrease near the stationary plate. However, the effects of $\lambda$, the suction/injection at the plates are reversed i.e. the amplitude $R_{0}$ increases near the stationary plate and decreases thereafter.

The phase difference $\phi_{0}$ for the steady flow is shown graphically in Fig 2.a, b for small and large rotations respectively. Fig.2.a shows that the phase angle $\phi_{0}$ is decreasing
near the oscillating plate with the increase of $G r$ or $\operatorname{Pr}$ or $\lambda$ and $\Omega$, but increases with the permeability parameter K. Similarly for large rotations $\Omega$ shown in Fig 2.b., the phase difference decreases with rotation $\Omega$ and Prandtl number Pr. But the increase of permeability parameter K , Grashof number $G r$ and the suction/injection at the plates $\lambda$ leads to an increase of $\phi_{0}$. The amplitude and the phase difference of shear stresses at the stationary plate $(\eta=0)$ for the steady flow can be obtained as,

$$
\begin{equation*}
\tau_{0 r}=\sqrt{\tau_{0 x}^{2}+\tau_{0 y}^{2}}, \text { and } \quad \phi_{o r}=\tan ^{-1}\left(\tau_{o y} / \tau_{o x}\right) \tag{27}
\end{equation*}
$$

where, $\quad \tau_{o x}+i \tau_{\text {oy }}=(\partial q / \partial \eta)_{\eta=0}=n_{1} B_{1}+n_{2} B_{2}+\lambda \operatorname{Pr} A_{1}$.
Here $\tau_{o x}$ and $\tau_{\text {oy }}$ are, respectively, the shear stresses at the stationary plate due to the primary and secondary velocity components. The numerical values of the amplitude $\tau_{0 r}$ of the steady shear stress and the phase difference of the shear stresses at the stationary plate $(\eta=0)$ for the

| Pr | $G r$ | $\Omega$ | $\lambda$ | K | $\tau_{0 r}$ | $\phi_{0 r}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.7 | 5 | 5 | 2 | $\infty$ | 3.717 | 1.351 |
| 0.7 | 5 | 5 | 2 | 1 | 3.44 | 1.765 |
| 7.0 | 5 | 5 | 2 | 1 | 2.498 | 0.967 |
| 0.7 | 10 | 5 | 2 | 1 | 5.461 | -1.042 |
| 0.7 | 5 | 10 | 2 | 1 | 4.372 | 1.314 |
| 0.7 | 5 | 5 | 3 | 1 | 3.304 | -1.269 |
| 0.7 | 5 | 5 | 2 | 2 | 3.575 | -1.363 |
| 0.7 | 5 | 25 | 2 | $\infty$ | 6.607 | 1.029 |
| 0.7 | 5 | 25 | 2 | 1 | 6.581 | 1.02 |
| 7.0 | 5 | 25 | 2 | 1 | 6.389 | 0.873 |
| 0.7 | 10 | 25 | 2 | 1 | 6.902 | 1.154 |
| 0.7 | 5 | 50 | 2 | 1 | 9.392 | 0.922 |
| 0.7 | 5 | 25 | 3 | 1 | 6.313 | 1.07 |
| 7.0 | 5 | 25 | 2 | 2 | 6.594 | 1.024 |

Table 1: Values of $\tau_{0 r}$ and $\phi_{0 r}$ for various $\operatorname{Pr}, G r, \Omega, \lambda$, and K .
steady flow are presented in Table -1. The permeability parameter K , the Grashof number $G r$, and the rotation parameter $\Omega$ lead to an increase of $\tau_{0 r}$ for both the cases
of small or large rotations. It is also observed that $\tau_{0 r}$ decreases with $\operatorname{Pr}$ and $\lambda$ for small and large rotations. Similarly the values for $\phi_{0 r}$, the steady phase difference, increases with the suction parameter $\lambda$ and the permeability parameter K for both the cases of small or large rotations. But the effect is reverse in the case of Prandtl number Pr. The increase of $\Omega$ leads to an increase in $\phi_{0 r}$ for small rotations. But the effect will be reverse in the case of large rotations.

The solutions (19) and (20) together give the unsteady part of the flow. The unsteady primary and secondary velocity components $u_{1}(\eta)$ and $v_{l}(\eta)$, respectively, for the fluctuating flow can be obtained as

$$
\begin{gather*}
u_{1}(\eta, t)=\left\{\operatorname{Real} q_{1}(\eta)+\operatorname{Real} q_{2}(\eta)\right\} \cos t-\left\{\operatorname{Im} q_{1}(\eta)-\operatorname{Im} q_{2}(\eta)\right\} \sin t  \tag{29}\\
v_{1}(\eta, t)=\left\{\operatorname{Re} a l q_{1}(\eta)-\operatorname{Re} a l q_{2}(\eta)\right\} \sin t+\left\{\operatorname{Im} q_{1}(\eta)+\operatorname{Im} q_{2}(\eta)\right\} \cos t \tag{30}
\end{gather*}
$$

The resultant velocity or amplitude and the phase difference of the unsteady flow are given by

$$
\begin{equation*}
R_{1}=\sqrt{u_{1}^{2}+v_{1}^{2}}, \quad \phi_{1}=\tan ^{-1}\left(v_{1} / u_{1}\right) \tag{31}
\end{equation*}
$$

For the unsteady part, the resultant velocity or the amplitude $R_{1}$ are presented in Fig.3.a, b. for the two cases of rotation $\Omega$ small and large. In Fig.3.a, b the curve I corresponds to the flow through an ordinary medium. It is observed from figure 3.a, for small rotations $\Omega$ that $R_{1}$ increases with Prandtl number $\operatorname{Pr}$, free convection current $G r$, the suction/injection parameter $\lambda$ and permeability parameter K , but decreases with the rotation parameter $\Omega$ and the frequency of oscillations $\omega$. Fig. 3.b, for large rotations $\Omega$ clearly shows that the amplitude $R_{1}$ increases with all the parameter $\mathrm{Gr}, \mathrm{Pr}$, $\lambda, \mathrm{K}, \omega$ except that with the rotation parameter $\Omega, \quad R_{1}$ decreases near the oscillating plates.

The phase difference $\phi_{1}$ for the unsteady part is shown in Figure 4. a, b. In Fig.4.a, b the curve I corresponds to the flow through an ordinary medium. Figure $4 . a$ for small rotations $\Omega$ shows that the phase difference $\phi_{1}$ increases with the Prandtl number $\operatorname{Pr}$ and the frequency of oscillations $\omega$, but decreases with the Grashof number $G r$, the suction parameter $\lambda$, the permeability parameter K. And, with the faster rotation of the channel $\Omega, \quad \phi_{1}$ increases near the stationary plate. It is also evident from Figure $4 . b$ that increase of $\operatorname{Pr}$, or $G r$, or $\lambda$ or K leads to a decrease in $\phi_{1}$ but the increase of the rotation parameter $\Omega$, frequency of oscillations $\omega$ both lead to an increase in $\phi_{1}$.
For the unsteady part of the flow, the amplitude and the phase difference of shear stresses at the stationary plate $(\eta=0)$ can be obtained as

$$
\begin{equation*}
\tau_{1 x}+i \tau_{1 y}=\left(\partial u_{1} / \partial \eta\right)_{\eta=0}+i\left(\partial v_{1} / \partial \eta\right)_{\eta=0} \tag{32}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\tau_{1 r}=\sqrt{\tau_{1 x}^{2}+\tau_{1 y}^{2}} \quad, \quad \phi_{1 r}=\tan ^{-1}\left(\tau_{1 y} / \tau_{1 x}\right) \tag{29}
\end{equation*}
$$

The amplitude $\tau_{1 r}$ of the unsteady shear stress are shown graphically in Figure 5.a, b respectively for small and large rotations. Fig.5.a, b the curve I corresponds to the flow through an ordinary medium. It is interesting to note that the shear stress increases
sharply for small oscillations of the frequency and thereafter decreases abruptly for larger frequency of oscillations. This figure shows clearly that the shear stress $\tau_{1 r}$ increases with increasing $G r$, or $\lambda$, or $\Omega$. However, the effects of Prandtl number $\operatorname{Pr}$ and the permeability parameter K are reversed. For larger rotation $\Omega$ the variations of shear stress $\tau_{1 r}$ are presented in Figure 5. b. This figure shows that the amplitude $\tau_{1 r}$ increases with the free convection current $G r$, the Prandtl number $\operatorname{Pr}$ the suction parameter $\lambda$, the rotation parameter $\Omega$ and permeability parameter $K$.

The phase difference $\phi_{1 r}$ of the unsteady shear stress is shown graphically in Figure 6.a, b respectively for small and large rotations. It is interesting to note from these figures that $\phi_{1 r}$ goes on increasing with increasing frequency of oscillations for both small and large rotations. The phase difference $\phi_{1 r}$ decreases for both small and large rotations with the increase of Grashof number $G r$ and suction parameter $\lambda$. However for small rotations $\Omega, \phi_{1 r}$ increases for all values of frequency of oscillations and for large rotations $\phi_{1 r}$ decreases very near the oscillating plate. The effects of Prandtl number Pr and the permeability parameterK, lead to an increase in $\phi_{1 r}$ every where for large or small rotations.
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Fig. 1 a, b: Resultant velocity $R_{0}$ for small and large rotations due to $u_{0}$ and $v_{0}$


Fig. 2 a, $b$ : Phase angle $\phi_{0}$ for small and large rotations due to $u_{0}$ and $v_{0}$



Fig. 3 a, $b$ : Resultant velocity $R_{1}$ for small and large rotations due to $u_{1}$ and $v_{1}$

$\operatorname{Pr} G r \quad \Omega \quad \lambda \quad \mathrm{~K} \quad \omega$ $0.7 \quad 5 \quad 5 \quad 2 \quad \infty \quad 5 \quad 1$
$\begin{array}{lllllll}0.7 & 5 & 5 & 2 & 1 & 5 & 11\end{array}$
$\begin{array}{lllllll}7.0 & 5 & 5 & 2 & 1 & 5 & \text { III }\end{array}$

$\operatorname{Pr} \operatorname{Gr} \Omega \lambda \mathrm{K} \quad \omega$
$\begin{array}{lllllll}0.7 & 5 & 25 & 2 & \infty & 5 & 1\end{array}$
$\begin{array}{lllllll}0.7 & 5 & 25 & 2 & 1 & 5 & 11\end{array}$
$\begin{array}{lllllll}7.0 & 5 & 25 & 2 & 1 & 5 & \text { III }\end{array}$
$\begin{array}{lllllll}0.7 & 10 & 25 & 2 & 1 & 5 & \text { IV }\end{array}$
$\begin{array}{lllllll}0.7 & 5 & 50 & 2 & 1 & 5 & \end{array}$

Fig． 4 a，b ：Phase angle $\phi_{1}$ for small and large rotations due to $u_{1}$ and $v_{1}$



Fig. 5 a,b : The amplitude $\tau_{1 r}$ of unsteady shear stresses for small and large rotations at $t=\frac{\pi}{4}$.


Fig. 6 a, b: The phase difference $\phi_{1 r}$ of unsteady shear stresses for small and large rotations at $t=\frac{\pi}{4}$.
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# New Finite Integrals of Generalized MeliinBarnes Type of Contour Integrals 


#### Abstract

In the present paper, we obtain three new finite integral formulas. These formulas involve the product of a general class of polynomials and the generalized Melin- Barnes type of contour integrals. Mainly we are using series representation of the $\overline{\mathrm{H}}$-function given by Agarwal [14 ], Agarwal and Jain [13]. These integral formulas are unified in nature and act as the key formulas from which we can obtain as their special cases. By giving suitable values to the parameters, our main integral formulas are reduces to the Fox H -function, the G-function and generalized wright hypergeometric function.


Keywords : $\bar{H}$-function, general class of polynomial, generalized wright hypergeometric function.

## I. INTRODUCTION

In 1987, Inayat-Hussain [1,2] was introduced generalization form of Fox's Hfunction, which is popularly known as $\overline{\mathrm{H}}$-function. Now $\overline{\mathrm{H}}$-function stands on fairly firm footing through the research contributions of various authors [1-3, 9-10, 13-15].
$\bar{H}$-function is defined and represented in the following manner [10].
where

$$
\begin{equation*}
\bar{\phi}(\xi)=\frac{\prod_{j=1}^{m} \Gamma\left(\mathrm{~b}_{\mathrm{j}}-\beta_{j} \xi\right) \prod_{\mathrm{j}=1}^{n}\left\{\Gamma\left(1-\mathrm{a}_{\mathrm{j}}+\alpha_{j} \xi\right)\right\}^{A_{j}}}{\prod_{j=m+1}^{\mathrm{q}}\left\{\Gamma\left(1-\mathrm{b}_{\mathrm{j}}+\beta_{j} \xi\right)\right\}^{\mathrm{B}_{\mathrm{i}}} \prod_{\mathrm{j}=n+1}^{\mathrm{p}} \Gamma\left(\mathrm{a}_{\mathrm{j}}-\alpha_{j} \xi\right)} \tag{1.1}
\end{equation*}
$$

It may be noted that the $\bar{\phi}(\xi)$ contains fractional powers of some of the gamma function and $m, n, p, q$ are integers such that $1 \leq m \leq q, 1 \leq n \leq p\left(\alpha_{j}\right)_{1, p},\left(\beta_{j}\right)_{1, q}$ are positive real numbers and $\left(A_{j}\right)_{1, n},\left(B_{j}\right)_{m+1, q}$ may take non-integer values, which we assume to be positive for standardization purpose. $\left(\alpha_{j}\right)_{1, p}$ and $\left(\beta_{j}\right)_{1, q}$ are complex numbers.

The nature of contour $L$, sufficient conditions of convergence of defining integral (1.1) and other details about the $\bar{H}$-function can be seen in the papers [9, 10]. The behavior of the $\bar{H}$-function for small values of $|z|$ follows easily from a result given by Rathie [3]:

[^8]$\bar{H}_{p, 9}^{m, n}[z]=o\left(|z|^{\alpha}\right) ;$ Where
\[

$$
\begin{gather*}
\alpha=\min _{1 \leq j \leq m} \operatorname{Re}\left(\frac{b_{j}}{\alpha_{j}}\right),|z| \rightarrow 0  \tag{1.3}\\
\mu_{1}=\sum_{j=1}^{m}\left|B_{j}\right|+\sum_{j=m+1}^{q}\left|b_{j} B_{j}\right|-\sum_{j=1}^{n}\left|a_{j} A_{j}\right|-\sum_{j=n+1}^{q}\left|A_{j}\right|>0,0<|z|<\infty \tag{1.4}
\end{gather*}
$$
\]

The following function which follows as special cases of the $\bar{H}$-function will be required in the sequel [10]

$$
{ }_{p} \bar{\psi}_{q}\left[\begin{array}{l}
\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, p} ; z  \tag{1.5}\\
\left(b_{j}, \beta_{j} ; B_{j}\right)_{1, q}
\end{array}\right]=\bar{H}_{p, q+1}^{1, p}\left[\begin{array}{c} 
\\
-z
\end{array} \left\lvert\, \begin{array}{c}
\left(1-a_{j}, \alpha_{j}, A_{j}\right)_{1, p} \\
(0,1),\left(1-b_{j}, \beta_{j}, B_{j}\right)_{1, q}
\end{array}\right.\right]
$$

The general class of polynomials $S_{n_{1}, \ldots, n_{r}}^{m_{1}, m_{r}}[x]$ will be defined and represented as follows [6, p.185, eqn. (7)]:

$$
\begin{equation*}
S_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots m_{r}}[x]=\sum_{l_{1}=0}^{\left[n_{l}, m_{1}\right]} \ldots \sum_{l_{r}=0}^{\left[n_{r}, m_{r}\right]} \prod_{i=1}^{r} \frac{\left(-n_{i}\right)_{m_{l}}}{l_{i}!} A_{n_{i}, l_{i}} x^{l_{i}} \tag{1.6}
\end{equation*}
$$

where $n_{1}, \ldots, n_{r}=0,1,2, \ldots ; m_{1}, \ldots m_{r}$ are arbitrary positive integers, the coefficients $A_{n_{i}, l_{i}}\left(n_{i}, l_{i} \geq 0\right)$ are arbitrary constants, real or complex. $S_{n_{1}, \ldots n_{r}}^{m_{1}, m_{r}}[x]$ yields a number of known polynomials as its special cases. These includes, among other, the Jacobi polynomials, the Bessel Polynomials, the Lagurre Polynomials, the Brafman Polynomials and several others [8, p. 158-161].

The following formulas [11, p.77, Eqs. (3.1), (3.2) \& (3.3)] will be required in our investigation.

$$
\begin{gather*}
\int_{0}^{\infty}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-p-1} d x=\frac{\sqrt{\pi}}{2 a(4 a b+c)^{p+1 / 2}} \frac{\Gamma(p+1 / 2)}{\Gamma(p+1)}, \quad(a>0 ; b \geq 0 ; c+4 a b>0 ; \operatorname{Re}(p)+1 / 2>0)  \tag{1.7}\\
\int_{0}^{\infty} \frac{1}{x^{2}}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-p-1} d x=\frac{\sqrt{\pi}}{2 b(4 a b+c)^{p+1 / 2}} \frac{\Gamma(p+1 / 2)}{\Gamma(p+1)}, \quad(a \geq 0 ; b>0 ; c+4 a b>0 ; \operatorname{Re}(p)+1 / 2>0)  \tag{1.8}\\
\int_{0}^{\infty}\left(a+\frac{b}{x^{2}}\right)\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-p-1} d x=\frac{\sqrt{\pi}}{(4 a b+c)^{p+1 / 2}} \frac{\Gamma(p+1 / 2)}{\Gamma(p+1)},(a>0 ; b>0 ; c+4 a>0 ; \operatorname{Re}(p)+1 / 2>0)  \tag{1.9}\\
\text { II. } \quad \text { MAIN INTEGRALS }
\end{gather*}
$$

First Integral

$$
\begin{aligned}
& \int_{0}^{\infty}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1} S_{n_{1}, \ldots, n_{r}}^{m_{1}, m_{r}}\left[\prod_{i=1}^{r} y_{i}\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-v_{i}}\right] \bar{H}_{p, q}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{u+1 / 2}} \sum_{l_{1}=0}^{\left[n_{n}, m_{1}\right]} \cdots \sum_{l_{r}=0}^{\left[n, m_{i}\right]} \prod_{i=1}^{r} \frac{\left(-n_{i}\right)_{m_{l} l_{i}}}{l_{i}!} A_{n_{i, l}, l} \frac{\left(y_{i}\right)^{l_{i}}}{(4 a b+c)^{l_{l} / l_{i}}}
\end{aligned}
$$

10. K.C. Gupta, R. Jain and R. Agarwal, On existence conditions for a generalized polynomials suggested by the Laguerre polynomials, Paci"c J.Math.117, (1985), 183-191.
11. H.M.Srivastava, A multilinear generating function for the Konhauser sets of biorthogonal

$$
\bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\, \begin{array}{c}
\left(1 / 2-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right),\left(a_{j}, \alpha_{j}, A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p}  \tag{2.1}\\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j}, B_{j}\right)_{m+1, q},\left(-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right)
\end{array}\right.\right]
$$

The above result will be converge under the following conditions
i. $a>0 ; b \geq 0 ; c+4 a b>0$ and $v_{i}, w$ are positive integers.
ii. $\operatorname{Re}\left[u+w \min _{1 \leq 1 \leq m}\left(\frac{b_{j}}{\beta_{j}}\right)\right]+\frac{1}{2}>0$
iii. $|\arg z|<\frac{1}{2} \mu_{1} \pi$, where $\mu_{1}$ is given by equation (1.4)

## Second Integral

$$
\begin{align*}
& \int_{0}^{\infty} \frac{1}{x^{2}}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1} S_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots m_{i}}\left[\prod_{i=1}^{r} y_{i}\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-v_{i}}\right] \bar{H}_{p, q}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x \\
& =\frac{\sqrt{\pi}}{2 b(4 a b+c)^{u+1 / 2}} \sum_{l_{i}=0}^{\left[n_{1}, m_{1}\right]} \ldots \sum_{l_{r}=0}^{\left[n, m_{r}\right]} \prod_{i=1}^{r} \frac{\left(-n_{i}\right)_{m_{l} l_{l}}^{l_{i}} A_{n_{i}, l} \frac{\left(y_{i}\right)^{l_{i}}}{(4 a b+c)^{l_{l} l_{i}}}}{\bar{H}_{p+1, q+1}^{m, n+1}}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\, \begin{array}{c}
\left(1 / 2-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right),\left(a_{j}, \alpha_{j}, A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left.\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j}, B_{j}\right)_{m+1, q},\left(-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right)\right]
\end{array}\right.\right.
\end{align*}
$$

The above result will be converge under the following conditions
i. $a \geq 0 ; b>0 ; c+4 a b>0$ and $v_{i}, w$ are positive integers.
ii. $\operatorname{Re}\left[u+w \min _{1 \leq j \leq m}\left(\frac{b_{j}}{\beta_{j}}\right)\right]+\frac{1}{2}>0$
iii. $|\arg z|<\frac{1}{2} \mu_{1} \pi$, where $\mu_{1}$ is given by equation (1.4)

## Third Integral

$$
\begin{align*}
& \int_{0}^{\infty}\left(a+\frac{b}{x^{2}}\right)\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1} S_{n_{1, n}, \ldots, m_{i}}^{m_{i}}\left[\prod_{i=1}^{r} y_{i}\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-v p}\right]_{\bar{H}_{p, q}^{m, n}}^{m}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x \\
& =\frac{\sqrt{\pi}}{(4 a b+c)^{u+1 / 2}} \sum_{l_{1}=0}^{\left[n_{1}, m_{1}\right]} \cdots \cdot \sum_{l_{r}=0}^{\left[n / m_{n}\right]} \prod_{i=1}^{r} \frac{\left(-n_{i}\right)_{m_{l} l_{i}}}{l_{i}!} A_{n_{i}, l_{i}} \frac{\left(y_{i}\right)^{l_{i}}}{(4 a b+c)^{l_{l / l}}} \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{v}} \left\lvert\, \begin{array}{c}
\left(1 / 2-u-\sum_{i=1}^{r} v_{i} l_{i}, w_{j}\right),\left(a_{j}, \alpha_{j}, A_{j}\right)_{1, n}\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{l, m},\left(b_{j}, \beta_{j}, B_{j}\right)_{m+1, p},\left(-u-\sum_{i=1}^{r} v_{i=1} l_{i}, w ; 1\right)
\end{array}\right.\right] \tag{2.3}
\end{align*}
$$

The above result will be converge under the following conditions
i. $a>0 ; b>0 ; c+4 a>0 b$ and $v_{i}, w$ are positive integers.
ii. $\operatorname{Re}\left[u+w \min _{1 \leq j \leq m}\left(\frac{b_{j}}{\beta_{j}}\right)\right]+\frac{1}{2}>0$
iii. $|\arg z|<\frac{1}{2} \mu_{1} \pi$, where $\mu_{1}$ is given by equation (1.4)

Proof : To prove the first integral, we express $\bar{H}$-function occurring on the L.H.S. of equation (2.1) in terms of Mellin-Barnes type of contour integral given by equation (1.1) and the general class of polynomials $S_{n_{1}, \ldots n_{r}}^{m_{1}, \ldots m_{r}}[x]$ in series form with the help of equation (1.6) and then interchanging the order of integration and summation, we get:

$$
\begin{equation*}
\sum_{l_{1}=0}^{\left[n_{l} \mid m_{1}\right]} \cdots \sum_{l_{r}=0}^{\left[n_{j} / m_{1}\right]} \prod_{i=1}^{r} \frac{\left(-n_{i}\right)_{m l_{i}}}{l_{i}!} A_{n_{i}, l_{i}}\left(y_{i}\right)^{l^{4}} \frac{1}{2 \pi i} \sum_{L} \bar{\phi}(\xi)\left\{\int_{0}^{\infty}\left[\left(a x+\frac{b}{x^{2}}\right)^{2}+c\right]^{-u-\sum_{i=1}^{r} v_{i}^{l} l_{i}-\xi_{\xi}^{\xi}-1} d x\right\} z^{\xi} d \xi \tag{2.4}
\end{equation*}
$$

Further using the result (1.7) the above integral becomes

$$
\begin{equation*}
\frac{\sqrt{\pi}}{2 a(4 a b+c)^{u+1 / 2}} \sum_{l_{1}=0}^{\left[n_{1}, m_{1}\right]} \ldots \sum_{l_{r}=0}^{\left[n, m_{i}\right]} \prod_{i=1}^{r} \frac{\left(-n_{i}\right)_{m_{l} l_{i}}}{l_{i}!} A_{n_{i}, l_{i}} \frac{\left(y_{i}\right)^{l_{i}}}{(4 a b+c)^{v_{l / i}}} \frac{1}{2 \pi i_{L}} \int_{L} \bar{\phi}(\xi) \frac{\left\{\Gamma\left(1 / 2+u+\sum_{i=1}^{r} v_{i} l_{i}+w \xi\right)\right\}^{1}}{\left\{\Gamma\left(1+u+\sum_{i=1}^{r} v_{i} l_{i}+w \xi\right)\right\}^{1}}\left[\frac{z}{(4 a b+c)^{w}}\right]^{\xi} d \xi \tag{2.5}
\end{equation*}
$$

Then interpreting with the help of (1.1) and (2.5) provides first integral.
The proof of second and third integral can be developing on the lines similar to those given with first integral with the help of the result (1.8) and (1.9) respectively.
(3.1) If we put $A_{j}=B_{j}=1, \mathrm{H}$ - function reduces to Fox's H-function [7, p. 10, Eqn. (2.1.1)], then the equation (2.1), (2.2) and (2.3) takes the following form.

$$
\begin{align*}
& \int_{0}^{\infty}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1} S_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots m_{r}}\left[\prod_{i=1}^{r} y_{i}\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-v_{i}}\right] H_{p, q}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{u+1 / 2}} \sum_{l_{1}=0}^{\left[n_{1} / m_{1}\right]} \ldots \sum_{l_{r}=0}^{\left[n_{r} / m_{r}\right]} \prod_{i=1}^{r} \frac{\left(-n_{i}\right)_{m_{i} l_{i}}}{l_{i}!} A_{n_{i}, l_{i}} \frac{\left(y_{i}\right)^{l_{i}}}{(4 a b+c)^{v_{i} l_{i}}} H_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\, \begin{array}{c}
\left(1 / 2-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right),\left(a_{j}, \alpha_{j}\right)_{1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, q},\left(-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right)
\end{array}\right.\right]  \tag{3.1.1}\\
& \int_{0}^{\infty} \frac{1}{x^{2}}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1} S_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots, m_{r}}\left[\prod_{i=1}^{r} y_{i}\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-v_{i}}\right] H_{p, q}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x \\
& =\frac{\sqrt{\pi}}{2 b(4 a b+c)^{u+1 / 2}} \sum_{l_{1}=0}^{\left[n_{1} / m_{1}\right]} \ldots \sum_{l_{r}=0}^{\left[n_{r} / m_{r}\right]} \prod_{i=1}^{r} \frac{\left(-n_{i}\right)_{m_{i} l_{i}}}{l_{i}!} A_{n_{i}, l_{i}} \frac{\left(y_{i}\right)^{l_{i}}}{(4 a b+c)^{v_{i} l_{i}}} H_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\, \begin{array}{c}
\left(1 / 2-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right),\left(a_{j}, \alpha_{j}\right)_{1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, q},\left(-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right)
\end{array}\right.\right] \\
& \int_{0}^{\infty}\left(a+\frac{b}{x^{2}}\right)\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1} S_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots m_{r}}\left[\prod_{i=1}^{r} y_{i}\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-v_{i}}\right] H_{p, q}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x  \tag{3.1.2}\\
& =\frac{\sqrt{\pi}}{(4 a b+c)^{u+1 / 2}} \sum_{l_{1}=0}^{\left[n_{1} / m_{1}\right]} \ldots \sum_{l_{r}=0}^{\left[n_{r} / m_{r}\right]} \prod_{i=1}^{r} \frac{\left(-n_{i}\right)_{m_{l_{l}}}}{l_{i}!} A_{n_{i}, l_{i}} \frac{\left(y_{i}\right)^{l_{i}}}{(4 a b+c)^{v_{i} l_{i}}} H_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\, \begin{array}{c}
\left(1 / 2-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right),\left(a_{j}, \alpha_{j}\right)_{1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, q},\left(-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right)
\end{array}\right.\right] \tag{3.1.3}
\end{align*}
$$

The Conditions of validity of (3.1.1), (3.1.2) and (3.1.3) easily follow from those given in (2.1), (2.2) and (2.3).
(3.2) By applying the results given in (2.1), (2.2) and (2.3) to the case of Hermite polynomials $[4, \quad 5]$ by setting $S_{n}^{2}(x) \rightarrow x^{n / 2} H_{n}\left[\frac{1}{2 \sqrt{x}}\right] \quad$ in which $m_{1}, \ldots, m_{r}=2 ; n_{1}, \ldots, n_{r}=n ; r=1 ; v_{i}=v, y_{i}=y, A_{n_{i}, l_{i}}=(-1)^{l}$, we have the following interesting results.

$$
\begin{align*}
& \int_{0}^{\infty}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1}\left[y\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-v}\right]^{n / 2} H_{n}\left[\frac{1}{2} \sqrt{\frac{1}{y}\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{v}}\right] \bar{H}_{p, q}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{u+1 / 2}} \sum_{l=0}^{[n / 2]} \frac{(-n)_{2 l}}{l!}(-1)^{l} \frac{(y)^{l}}{(4 a b+c)^{l / l}} \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\, \begin{array}{c}
(1 / 2-u-v l, w ; 1),\left(a_{j}, \alpha_{j}, A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j}, B_{j}\right)_{m+1, q},(-u-v l, w ; 1)
\end{array}\right.\right]  \tag{3.2.1}\\
& \int_{0}^{\infty} \frac{1}{x^{2}}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1}\left[y\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-\nu}\right]^{n / 2} H_{n}\left[\frac{1}{2} \sqrt{\frac{1}{y}\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{v}}\right] \bar{H}_{p, n}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x \\
& =\frac{\sqrt{\pi}}{2 b(4 a b+c)^{u+1 / 2}} \sum_{l=0}^{[n / 2]} \frac{(-n)_{2 l}}{l!}(-1)^{l} \frac{(y)^{l}}{(4 a b+c)^{l l}} \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\, \begin{array}{c}
(1 / 2-u-v l, w ; 1),\left(a_{j}, \alpha_{j}, A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j}, B_{j}\right)_{m+1, q},(-u-v l, w ; 1)
\end{array}\right.\right] \\
& \int_{0}^{\infty}\left(a+\frac{b}{x^{2}}\right)\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1}\left[y\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-\nu}\right]^{n / 2} H_{n}\left[\frac{1}{2} \sqrt{\left.\frac{1}{y}\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{v}\right]} \bar{H}_{p, n}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x\right.  \tag{3.2.2}\\
& =\frac{\sqrt{\pi}}{(4 a b+c)^{u+1 / 2}} \sum_{l=0}^{[n / 2]} \frac{(-n)_{2 l}}{l!}(-1)^{l} \frac{(y)^{l}}{(4 a b+c)^{l /}} \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\, \begin{array}{c}
(1 / 2-u-v l, w ; 1),\left(a_{j}, \alpha_{j}, A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j}, B_{j}\right)_{m+1, q},(-u-v l, w ; 1)
\end{array}\right.\right] \tag{3.2.3}
\end{align*}
$$

The Conditions of validity of (3.2.1), (3.2.2) and (3.2.3) easily follow from those given in (2.1), (2.2) and (2.3).
(3.3) By applying the our results given in (2.1), (2.2) and (2.3) to the case of Lagurre polynomials [4,5] by setting $S_{n}^{2}(x) \rightarrow L_{n}^{(\alpha)}[x]$ in which $m_{1}, \ldots, m_{r}=1 ; n_{1}, \ldots, n_{r}=n ; r=1 ; v_{i}=v, y_{i}=y, A_{n_{i}, l_{i}}=\binom{n+\alpha}{n} \frac{1}{(\alpha+1)_{l}}$, we have the following interesting results.

$$
\begin{align*}
& \int_{0}^{\infty}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1} L_{n}^{(\alpha)}\left[y\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-v}\right] \bar{H}_{p, q}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x \\
& =\frac{\sqrt{\pi}}{2 a(4 a b+c)^{u+1 / 2}} \sum_{l=0}^{[n / 2]} \frac{(-n)_{2 l}}{l!}\binom{n+\alpha}{n} \frac{1}{(\alpha+1)_{l}} \frac{(y)^{l}}{(4 a b+c)^{v l}} \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\,\left(\begin{array}{c}
\left.(1 / 2-u-v l, w ; 1),\left(a_{j}, \alpha_{j}, A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p}\right] \\
\left.\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j}, B_{j}\right)_{m+1, q},(-u-v l, w ; 1)\right]
\end{array}\right.\right.\right. \tag{3.3.1}
\end{align*}
$$

$$
\begin{align*}
& \int_{0}^{\infty} \frac{1}{x^{2}}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1} L_{n}^{(\alpha)}\left[y\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-\nu}\right] \bar{H}_{p, q}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x \\
& =\frac{\sqrt{\pi}}{2 b(4 a b+c)^{u+1 / 2}} \sum_{l=0}^{[n / 2]} \frac{(-n)_{2 l}}{l!}\binom{n+\alpha}{n} \frac{1}{(\alpha+1)_{l}} \frac{(y)^{l}}{(4 a b+c)^{l l}} \\
& \bar{H}_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\, \begin{array}{c}
(1 / 2-u-v l, w ; 1),\left(a_{j}, \alpha_{j}, A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j}, B_{j}\right)_{m+1, q},(-u-v l, w ; 1)
\end{array}\right.\right]  \tag{3.3.2}\\
& \int_{0}^{\infty}\left(a+\frac{b}{x^{2}}\right)\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1} L_{n}^{(\alpha)}\left[y\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-\nu}\right] \bar{H}_{p, q}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x \\
& =\frac{\sqrt{\pi}}{(4 a b+c)^{u+1 / 2}} \sum_{l=0}^{[n / 2]} \frac{(-n)_{2 l}}{l!}\binom{n+\alpha}{n} \frac{1}{(\alpha+1)_{l}} \frac{(y)^{l}}{(4 a b+c)^{v l}} \\
& \bar{H}_{p+1, q+1}^{m+n+1}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\, \begin{array}{c}
(1 / 2-u-v l, w ; 1),\left(a_{j}, \alpha_{j}, A_{j}\right)_{1, n},\left(a_{j}, \alpha_{j}\right)_{n+1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, m},\left(b_{j}, \beta_{j}, B_{j}\right)_{m+1, q},(-u-v l, w ; 1)
\end{array}\right.\right] \tag{3.3.3}
\end{align*}
$$

The Conditions of validity of (3.3.1), (3.3.2) and (3.3.3) easily follow from those given in (2.1), (2.2) and (2.3).
(3.4) If we put $A_{j}=B_{j}=1 ; \alpha_{j}=\beta_{j}=1$, in (1.1) then the $\bar{H}$-function reduces to the general type of G-function [12] i.e. $\bar{H}_{p, q}^{m, n}\left[z \left\lvert\, \begin{array}{l}\left(a_{j}, 1,1\right)_{1, n},\left(a_{j}, 1\right)_{n+1, p} \\ \left(b_{j}, 1,1\right)_{1, m},\left(b_{j}, 1\right)_{m+1, q}\end{array}\right.\right]=G\left[z\left[\begin{array}{l}\left(a_{j}, 1\right)_{1, p} \\ \left(b_{j}, 1\right)_{1, q}\end{array}\right]\right.$, So using same assumptions in the equations (2.1), (2.2) and (2.3) then they takes the following form.

$$
\begin{aligned}
& \int_{0}^{\infty}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1} S_{n_{1}, \ldots n_{r}}^{m_{1}, \ldots m_{r}}\left[\prod_{i=1}^{r} y_{i}\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-v_{i}}\right] G_{p, q}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x
\end{aligned}
$$

$$
\begin{align*}
& \int_{0}^{\infty} \frac{1}{x^{2}}\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1} S_{n_{1}, \ldots n_{r}}^{m_{1}, \ldots m_{r}}\left[\prod_{i=1}^{r} y_{i}\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-v_{i}}\right] G_{p, q}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x  \tag{3.4.1}\\
& =\frac{\sqrt{\pi}}{2 b(4 a b+c)^{u+1 / 2}} \sum_{l_{1}=0}^{\left[n, m_{1}\right]} \ldots \sum_{l_{r}=0}^{\left[n, m_{m}\right]} \prod_{i=1}^{r} \frac{\left(-n_{i}\right)_{m_{l} l_{i}}}{l_{i}!} A_{n_{i}, l_{i}} \frac{\left(y_{i}\right)^{l_{i}}}{(4 a b+c)^{v / l_{i}}} G_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\, \begin{array}{c}
\left(1 / 2-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right),\left(a_{j}, 1\right)_{1, p} \\
\left(b_{j}, 1\right)_{1, q},\left(-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right)
\end{array}\right.\right] \tag{3.4.2}
\end{align*}
$$

$$
\int_{0}^{\infty}\left(a+\frac{b}{x^{2}}\right)\left[\left(a x+\frac{b}{x}\right)^{2}+c\right]^{-u-1} S_{n_{1}, \ldots n_{r}}^{m_{1}, \ldots m_{r}}\left[\prod_{i=1}^{r} y_{i}\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-v_{i}}\right] G_{p, q}^{m, n}\left[z\left\{\left(a x+\frac{b}{x}\right)^{2}+c\right\}^{-w}\right] d x
$$

$$
=\frac{\sqrt{\pi}}{(4 a b+c)^{u+1 / 2}} \sum_{l_{1}=0}^{\left[n_{1}, m_{1}\right]} \ldots \sum_{l_{r}=0}^{\left[n_{1} / m_{n}\right]} \prod_{i=1}^{r} \frac{\left(-n_{i}\right)_{m_{m} l_{i}}}{l_{i}!} A_{n_{i, l}} \frac{\left(y_{i}\right)^{l_{i}}}{(4 a b+c)^{v / l / l}} G_{p+1, q+1}^{m, n+1}\left[\frac{z}{(4 a b+c)^{w}} \left\lvert\, \begin{array}{c}
\left(1 / 2-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right),\left(a_{j}, 1\right)_{1, p}  \tag{3.4.3}\\
\left(b_{j}, 1\right)_{1, q},\left(-u-\sum_{i=1}^{r} v_{i} l_{i}, w ; 1\right)
\end{array}\right.\right]
$$

The Conditions of validity of (3.4.1), (3.4.2) and (3.4.3) easily follow from those given in (2.1), (2.2) and (2.3).
(3.5) If we put $n=p, m=1, q=q+1, b_{1}=0, \beta_{1}=1, a_{j}=1-a_{j}, b_{j}=1-b_{j}$, in (1.1) then the $\bar{H}-$ function reduces to generalized wright hypergeometric function [16] i.e. $\bar{H}_{p, q+1}^{1, p}\left[z \left\lvert\, \begin{array}{c}\left(1-a_{j}, \alpha_{j} ; A_{j}\right)_{1, p} \\ (0,1),\left(1-b_{j}, B_{j} ; B_{j}\right)_{1, q}\end{array}\right.\right]={ }_{p} \bar{\psi}_{q}\left[\begin{array}{l}\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, p} ;-z \\ \left(b_{j}, \beta_{j} ; B_{j}\right)_{1, q}\end{array}\right]$, using same assumptions in the equations (2.1), (2.2) and (2.3) then they takes the following form.

The Conditions of validity of (3.5.1), (3.5.2) and (3.5.3) easily follow from those given in (2.1), (2.2) and (2.3).
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#### Abstract

The main object of this paper is to obtain integral transformation using certain product of multivariable H function with a general class of polynomials. The result established in this paper are of general nature and hence encompass several cases of interest.


Keywords : H-function, Lauricella function and $M$-series.

## I. InTRODUCTION

Integrals with Fox's H-function, M-series and multi variable H-function were studied by many authors. We have the following series representation of the H -function by Skibińki [4]

$$
H_{p, q}^{m, n}\left[z \left\lvert\, \begin{array}{c}
\left(a_{p}, e_{p}\right)  \tag{1}\\
\left(b_{q}, f_{q}\right)
\end{array}\right.\right]=\sum_{N=1}^{m} \sum_{s=0}^{\infty} \frac{(-1)^{s} z^{\eta_{s}}}{f_{N} N!} \phi\left(\eta_{s}\right),
$$

where

$$
\begin{aligned}
& \phi\left(\eta_{s}\right)=\prod_{i=1}^{m} \Gamma\left(b_{i}-f_{i} \eta_{s}\right) \prod_{i=1}^{n} \Gamma\left(1-a_{i}+e_{i} \eta_{s}\right) \\
& \left\{\prod_{i=m+1}^{q} \Gamma\left(1-b_{i}+f_{i} \eta_{s}\right) \prod_{i=n+1}^{p} \Gamma\left(a_{i}-e_{i} \eta_{s}\right)\right\}^{-1}
\end{aligned}
$$

and

$$
\eta_{\mathrm{s}}=\frac{\mathrm{b}_{\mathrm{N}}+\mathrm{s}}{\mathrm{f}_{\mathrm{N}}}
$$

The following results of Srivastava and Daoust [1, eq.(1.2), p.15], Slater [2, p.79, eq. (2.5.27) and Chaurasia [3, p.194, eq. (2.3)] respectively also required in our investigations:
(a)

[^9]\[

$$
\begin{aligned}
& =\sum_{n=0}^{\infty} \frac{\left.\prod_{i=1}^{n}(\alpha+)_{n}\right)_{n / j}}{(\alpha+1)_{n}(\beta+1)_{n} \prod_{\eta=1}^{n}\left(\beta_{n}\right)_{n+/}} p_{p}^{(\alpha, \beta)}(1-2 x)
\end{aligned}
$$
\]

(b)

$$
\begin{align*}
& { }_{4} \mathrm{~F}_{3}\left[\begin{array}{l}
\left.\mathrm{a}, \mathrm{~b}, \frac{\mathrm{~m}+\mathrm{d}, \mathrm{~m}+\mathrm{b}-1}{2}, \frac{\mathrm{a}+\mathrm{b}, \mathrm{~m}, \mathrm{~d}}{2} ; 4 \mathrm{y}(1-\mathrm{y})\right] \\
= \\
=
\end{array} \sum_{\mathrm{k}=0}^{\infty} \frac{(\mathrm{m}+\mathrm{d}-1)_{\mathrm{k}}}{(\mathrm{a}+\mathrm{b})_{\mathrm{k}}} \mathrm{~m}_{\mathrm{k}} \mathrm{y}^{\mathrm{k}},\right.
\end{align*}
$$

where $m_{k}$ is given by

$$
\begin{equation*}
{ }_{2} \mathrm{~F}_{1}(\mathrm{a}, \mathrm{~b} ; \mathrm{m} ; \mathrm{y}){ }_{2} \mathrm{~F}_{1}(\mathrm{a}, \mathrm{~b} ; \mathrm{d} ; \mathrm{y})=\sum_{\mathrm{k}=0}^{\infty} \mathrm{m}_{\mathrm{k}} \mathrm{y}^{\mathrm{k}} \tag{4}
\end{equation*}
$$

(c)

$$
\begin{align*}
& \int_{0}^{1} y^{k} H\left(y^{h_{1}} Z_{1}, \ldots, y^{h_{r}} Z_{r}\right) H_{P_{1}, Q_{1}}^{M_{1}, N_{1}}\left(x y^{L_{1}} \left\lvert\, \begin{array}{c}
\left(\mathrm{a}_{\mathrm{p}}, e_{\mathrm{p}}\right) \\
\left(\mathrm{a}_{q}, \mathrm{f}_{\mathrm{q}}\right)
\end{array}\right.\right){ }_{\mathrm{P}_{2}} \mathrm{M}_{\mathrm{Q}_{2}}^{\alpha^{\prime}}\left(\tau_{1} \mathrm{y}^{\mathrm{L}_{2}}\right) \mathrm{S}_{\mathrm{V}}^{\mathrm{U}}\left[\tau_{2} \mathrm{y}^{\mathrm{L}_{3}}\right] \mathrm{dy} \\
& =\sum_{\sigma=0}^{\mathrm{M}_{1}} \sum_{\mathrm{k}_{1}, \mathrm{k}_{2}=0}^{\infty} \sum_{\mathrm{k}_{3}=0}^{[\mathrm{V} / \mathrm{J}]} \frac{(-1)^{\mathrm{k}_{1}} \mathrm{x}^{\eta \mathrm{k}_{1}}}{\mathrm{f}_{\sigma}^{\prime}} \phi\left(\eta \mathrm{k}_{1}\right) \frac{\left(\mathrm{a}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{a}_{\mathrm{P}_{2}}\right)_{\mathrm{k}_{2}}\left(\tau_{1}\right)^{\mathrm{k}_{2}}(-\mathrm{V})_{\mathrm{Uk}_{3}} \mathrm{~A}_{\mathrm{V}, \mathrm{k}_{3}}}{\left(\mathrm{~b}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{~b}_{\mathrm{Q}_{2}}\right)_{\mathrm{k}_{2}} \Gamma\left(\alpha^{\prime} \mathrm{k}_{2}+1\right) \mathrm{k}_{2}!\mathrm{k}_{3}!} \tau_{2}^{\mathrm{k}_{3}} \\
& \left.\begin{array}{r}
H^{0, \lambda+1} \\
\quad:\left(u^{\prime}, v^{\prime}\right) ; \ldots ;\left(\mathbf{u}^{(r)},{ }^{(r)}, \mathrm{C}+1:\left(\mathrm{B}^{\prime}, \mathrm{D}^{\prime}\right) ; \ldots ;\left(\mathrm{B}^{(\mathrm{r})}, \mathrm{D}^{(r)}\right)\right.
\end{array}\right)\left[\begin{array}{l}
{\left[-\mathrm{k}-\mathrm{L}_{1} \eta_{k_{1}}-\mathrm{L}_{2} \mathrm{k}_{2}-\mathrm{k}_{3} \mathrm{~L}_{3}: \mathrm{h}_{1}, \ldots, \mathrm{~h}_{\mathrm{r}}\right],} \\
{\left[-\mathrm{k}_{1}-1-\mathrm{L}_{1} \eta_{\mathrm{k}_{1}}-\mathrm{L}_{2} \mathrm{k}_{2}-\mathrm{L}_{3} \mathrm{k}_{3}: \mathrm{h}_{1}, \ldots, \mathrm{~h}_{\mathrm{r}}\right],}
\end{array}\right. \\
& \left.\begin{array}{l}
{\left[(\mathrm{a}): \theta^{\prime}, \ldots, \theta^{(\mathrm{r})}\right]:\left[\left(\mathrm{b}^{\prime}\right): \phi^{\prime}\right] ; \ldots ;\left[\left(\mathrm{b}^{(\mathrm{r})}\right): \phi^{(\mathrm{r})}\right]} \\
{\left[(\mathrm{c}): \psi^{\prime}, \ldots, \psi^{(\mathrm{r})}\right]:\left[\left(\mathrm{d}^{\prime}\right): \delta^{\prime}\right] ; \ldots ;\left[\left(\mathrm{d}^{\mathrm{r})}\right): \delta^{(\mathrm{r})}\right]}
\end{array}, \mathrm{Z}_{1}, \ldots, \mathrm{Z}_{\mathrm{r}}\right], \tag{5}
\end{align*}
$$

where $\mathrm{h}_{\mathrm{i}}>0, \operatorname{Re}\left(1+\mathrm{L}_{1} \frac{\mathrm{~b}_{\mathrm{j}^{\prime}}}{\mathrm{f}_{\mathrm{j}^{\prime}}}+\sum_{\mathrm{i}=1}^{\mathrm{r}} \mathrm{h}_{\mathrm{i}} \mathrm{d}_{\mathrm{j}}^{(\mathrm{i})} / \delta_{\mathrm{j}}^{(\mathrm{i})}\right)>0,\left|\arg \left(\mathrm{z}_{\mathrm{i}}\right)\right|<\frac{\mathrm{T}_{\mathrm{i}} \pi}{2}, \mathrm{~T}_{\mathrm{i}}>0, \mathrm{i}=1, \ldots, \mathrm{r} ;$ $\mathrm{j}=1, \ldots, \mathrm{u}^{(\mathrm{i})}, \mathrm{j}^{\prime}=1, \ldots, \mathrm{P}_{1}, \mathrm{P}_{2} \leq \mathrm{Q}_{2},\left|\tau_{2}\right|<1, \quad \mathrm{U}$ is an arbitrary positive integer, the
coefficients $\mathrm{A}_{\mathrm{V}, \mathrm{k}_{3}}\left(\mathrm{~V}, \mathrm{k}_{3} \dot{i} 0\right)$ are arbitrary constants, real or complex. $\mathrm{L}_{1}, \mathrm{~L}_{2}, \mathrm{~L}_{3}$ i 0 , $\left|\arg \tau_{1}\right|<\frac{1}{2} \pi T^{\prime}, T^{\prime}=\sum_{i=1}^{N_{1}} e_{i}-\sum_{i=N_{1}+1}^{P_{1}} e_{i}+\sum_{i=1}^{M_{1}} f_{i}-\sum_{i=M_{1}+1}^{Q_{1}} f_{i}$

The result (5) is a generalization of a result of Chaurasia [2, p.194, eq. (2.3)]. Proof process used is the same.

## II. Main Results

$$
\int_{0}^{1} \mathrm{X}^{\sigma-1}(1-\mathrm{X})^{\beta} \mathrm{F}_{\in: \mathrm{N}^{\prime} ; \ldots ; \mathrm{N}^{\mathrm{s})} ; 1,1}^{\mathrm{v}: \mathrm{M}^{\prime} ; \ldots \mathrm{M}^{(\mathrm{s})} ; 0,0}\left(\begin{array}{l}
\left.\left[\left(\alpha_{\mathrm{v}}\right): \eta \eta^{\prime}, \ldots, \eta^{(\mathrm{s})}, \gamma, \gamma\right]:\left(\mathrm{m}^{\prime}\right): \rho\right] ; \ldots ; \\
{\left[\left(\beta_{\epsilon}\right): \zeta^{\prime}, \ldots, \zeta^{(\mathrm{s})}, \mu, \mu\right]:\left[(\ell): \tau^{\prime}\right] ; \ldots ;}
\end{array}\right.
$$

$$
\begin{aligned}
& =\sum_{\tau_{4}=1}^{\mathrm{M}_{1}} \sum_{\mathrm{k}_{3}=0}^{[\mathrm{V} / \mathrm{U}]} \sum_{\mathrm{k}_{1}, \mathrm{k}_{2}, \mathrm{n}=0}^{\infty} \frac{\left.\prod_{\mathrm{j}=1}^{\nu}(\alpha+1)_{\mathrm{n}}\right)_{\mathrm{n} \gamma_{\mathrm{j}}}(\beta+1)_{\mathrm{n}} \prod_{\mathrm{j}=1}^{\epsilon}\left(\beta_{\mathrm{j}}\right)_{\mathrm{n} \mu_{\mathrm{j}}}}{(-1)^{\mathrm{k}_{1}}\left(\tau_{1}\right)^{\eta_{k_{1}}} \phi\left(\eta_{\mathrm{k}_{1}}\right)}{\tau_{4} \mathrm{f}_{\tau_{4}} \mathrm{k}_{1}!\mathrm{k}_{3}!\mathrm{k}_{2}!}_{(\alpha)} \\
& \frac{\left(a_{1}\right)_{k_{2}} \ldots\left(a_{\mathrm{P}_{2}}\right)_{k_{2}}\left(\tau_{2}\right)^{k_{2}}(-V)_{U k_{3}} A_{V, k_{3}}\left(\tau_{3}\right)^{k_{3}}}{\left(b_{1}\right)_{k_{2}} \ldots\left(b_{Q_{2}}\right)_{k_{2}} \Gamma\left(\alpha^{\prime} k_{2}+1\right) k_{3}!} \\
& \cdot \mathrm{F}_{\sigma: \mathrm{N}^{\prime}, \ldots, \mathrm{N}^{\mathrm{s})}}^{v: \mathrm{M}^{\prime} ; \ldots \mathrm{M}^{(\mathrm{s})}}\binom{\left[\left(\alpha_{\nu}+\mathrm{n} \gamma_{\mathrm{v}}\right): \eta^{\prime}, \ldots, \eta^{(\mathrm{s})}\right]:\left[\left(\mathrm{m}^{\prime}\right): \rho^{\prime}\right] ; \ldots ;\left[\left(\mathrm{m}^{(\mathrm{s})}\right): \rho^{(\mathrm{s})}\right] ;}{\left.\left[\left(\beta_{\sigma}+\mathrm{n} \mu_{\sigma}\right): \zeta^{\prime}, \ldots, \zeta^{(\mathrm{s})}\right]:\left[\left(\ell^{\prime}\right): \tau^{\prime}\right] \quad ; \ldots ;\left[\left(\ell^{(\mathrm{s})}\right): \tau^{(\mathrm{s})}\right] ; \mathrm{Z}_{1}^{\prime}, \ldots, \mathrm{Z}_{\mathrm{s}}^{\prime}\right)}
\end{aligned}
$$

$$
\begin{align*}
& \left.\begin{array}{l}
{\left[(\mathrm{a}): \theta^{\prime}, \ldots, \theta^{(\mathrm{r})}\right]:\left[\left(\mathrm{b}^{\prime}\right): \phi^{\prime}\right] ; \ldots ;\left[\left(\mathrm{b}^{(\mathrm{r})}\right): \phi^{(\mathrm{r})}\right]} \\
{\left[(\mathrm{c}): \psi^{\prime}, \ldots, \psi^{(\mathrm{r})}\right]:\left[\left(\mathrm{d}^{\prime}\right): \delta^{\prime}\right] ; \ldots ;\left[\left(\mathrm{d}^{(\mathrm{r})}\right): \delta^{(\mathrm{r})}\right]}
\end{array}, \mathrm{z}_{1}, \ldots, \mathrm{Z}_{\mathrm{r}}\right)  \tag{7}\\
& \text { where } \operatorname{Re}(\beta)>-1, \operatorname{Re}\left(\sigma+L_{1} \frac{\mathrm{~b}_{\mathrm{j}^{\prime}}}{\mathrm{f}_{\mathrm{j}^{\prime}}}+\sum_{\mathrm{i}=1}^{\mathrm{r}} \mathrm{~h}_{\mathrm{i}} \mathrm{~d}_{\mathrm{j}}^{(\mathrm{i})} / \delta_{\mathrm{j}}^{(\mathrm{i})}\right)>0,\left|\arg \left(\mathrm{z}_{\mathrm{i}}\right)\right|<\frac{\mathrm{T}_{\mathrm{i}} \pi}{2}, \mathrm{~T}_{\mathrm{i}}>0, \mathrm{i}=1, \ldots, r ;
\end{align*}
$$ $j=1, \ldots, u^{(i)}, j^{\prime}=1, \ldots, P_{1}, P_{2} \leq Q_{2},\left|\tau_{2}\right|<1, \quad U$ is an arbitrary positive integer, the coefficients $A_{V, k_{3}}\left(\mathrm{~V}, \mathrm{k}_{3} \& 0\right)$ are arbitrary constants, real or complex. $\mathrm{L}_{1}, \mathrm{~L}_{2}, \mathrm{~L}_{3} \& 0,\left|\arg \tau_{1}\right|<\frac{1}{2} \pi \mathrm{~T}^{\prime}$ $\left[T^{\prime}=\sum_{i=1}^{N_{1}} e_{i}-\sum_{i=N_{1}+1}^{P_{1}} e_{i}+\sum_{i=1}^{M_{1}} f_{i}-\sum_{i=M_{1}+1}^{Q_{1}} f_{i}\right]$ and the series on the right is convergent.

## Proof of main result

Multiplying both sides of (2) by $x^{\sigma-1}(1-x)^{\beta} H\left(z_{1} x^{h_{1}}, \ldots, z_{r} x^{h_{r}}\right)$. $H_{P_{1}, Q_{1}}^{\mathrm{M}_{1}, \mathrm{~N}_{1}}\left[\tau_{1} \mathrm{X}^{\mathrm{L}_{1}} \left\lvert\, \begin{array}{c}\left(\mathrm{a}_{\mathrm{P}_{1},}, \mathrm{e}_{\mathrm{P}_{1}}\right) \\ \left(\mathrm{b}_{\mathrm{Q}_{1}}, \mathrm{f}_{\mathrm{Q}_{1}}\right)\end{array}\right.\right] \mathrm{P}_{2} \mathrm{M}_{\mathrm{Q}_{2}}\left[\tau_{2} \mathrm{X}^{\mathrm{L}_{2}}\right] \mathrm{S}_{\mathrm{V}}^{\mathrm{U}}\left[\tau_{3} \mathrm{X}^{\mathrm{L}_{3}}\right]$ and integrating it with respect to x from 0 to 1 . Evaluating the right hand side thus obtained by interchanging the order of integration and summations (which is justified due to the absolute convergence of the integral involved in the process) and then integrating the inner integral with the help of the following result [5, eq. 2.2, p.131]

$$
\begin{aligned}
& \int_{0}^{1} X^{\in}(1-x)^{\beta} P_{n}^{(\alpha, \beta)}(1-2 x) H_{P_{1}, Q_{1}}^{M_{1}, N_{1}}\left[\tau_{1} X^{L_{1}} \left\lvert\, \begin{array}{l}
\left(a_{P_{1}}, e_{P_{1}}\right) \\
\left(b_{Q_{1}}, f_{Q_{1}}\right)
\end{array}\right.\right]{ }_{P_{2}}^{\alpha^{\prime}}{ }_{Q_{2}}\left[\tau_{2} X^{L_{2}}\right] S_{V}^{U}\left[\tau_{3} x^{L_{3}}\right] \\
& \cdot \mathrm{H}\left(\mathrm{z}_{1} \mathrm{x}^{\sigma_{1}}, \ldots, \mathrm{z}_{\mathrm{r}} \mathrm{x}^{\sigma_{\mathrm{r}}}\right) \mathrm{dx} \\
& =\sum_{\tau_{4}}^{\mathrm{M}_{1}} \sum_{\mathrm{k}_{1}, \mathrm{k}_{2}=0}^{\infty} \sum_{\mathrm{k}_{3}=0}^{[\mathrm{V} / \mathrm{U}]} \frac{(-1)^{\mathrm{n}} \Gamma(\beta+\mathrm{n}+1)(-1)^{\mathrm{k}_{1}}\left(\tau_{1}\right)^{\eta_{\mathrm{k}_{1}}} \phi\left(\eta_{\mathrm{k}_{1}}\right)\left(\mathrm{a}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{a}_{\mathrm{P}_{2}}\right)_{\mathrm{k}_{2}}\left(\tau_{2}\right)^{\mathrm{k}_{2}}}{\mathrm{n}!\tau_{4}!\mathrm{f}_{\tau_{4}} \mathrm{k}_{1}!\mathrm{k}_{2}!\mathrm{k}_{3}!\left(\mathrm{b}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{~b}_{\mathrm{Q}_{2}}\right)_{\mathrm{k}_{2}} \Gamma\left(\alpha^{\prime} \mathrm{k}_{2}+1\right)}
\end{aligned}
$$

$$
\begin{align*}
& \begin{array}{l}
{\left[\alpha-\in-\mathrm{L}_{1} \eta_{\mathrm{k}_{1}}-\mathrm{L}_{2} \mathrm{k}_{2}-\mathrm{L}_{3} \mathrm{k}_{3}: \sigma_{1}, \ldots, \sigma_{\mathrm{r}}\right],\left[(\mathrm{a}): \theta^{\prime}, \ldots, \theta^{(\mathrm{r})}\right]:\left[\left(\mathrm{b}^{\prime}\right): \phi^{\prime}\right] ; \ldots ;\left[\left(\mathrm{b}^{(\mathrm{r})}\right): \phi^{(\mathrm{r})}\right]:} \\
\left.\left[\alpha+\mathrm{n}-\in \mathrm{L}_{1} \eta_{\mathrm{k}_{1}}-\mathrm{L}_{2} \mathrm{k}_{2}-\mathrm{L}_{3} \mathrm{k}_{3}: \sigma_{1}, \ldots, \sigma_{\mathrm{r}}\right],\left[(\mathrm{c}): \psi^{\prime}, \ldots, \psi^{(\mathrm{r})}\right]:\left[\left(\mathrm{d}^{\prime}\right): \delta^{\prime}\right] ; \ldots ;\left[\left(\mathrm{d}^{(\mathrm{r})}\right): \delta^{(\mathrm{r})}\right]: \mathrm{Z}_{1}, \ldots, \mathrm{Z}_{\mathrm{r}}\right),
\end{array} \tag{8}
\end{align*}
$$

where $\operatorname{Re}(\beta)>-1, \operatorname{Re}\left(\in+L_{1} \frac{b_{j}^{\prime}}{f_{j}^{\prime}}+\sum_{i=1}^{r} \sigma_{i} \frac{d_{j}^{(i)}}{\delta_{j}^{(i)}}\right)>-1, \sigma_{i}>0, L_{1}, L_{2}, L_{3}>0,\left|\arg \left(\mathrm{z}_{\mathrm{i}}\right)\right|$
$<\frac{1}{2} \mathrm{~T}_{\mathrm{i}} \pi, \tau_{1}, \tau_{2}>0,\left|\arg \tau_{1}\right|<\frac{1}{2} \mathrm{~T}^{\prime} \pi, \mathrm{i}=1, \ldots, \mathrm{r} ; \mathrm{j}=1, \ldots, \mathrm{u}^{(\mathrm{i})}, \mathrm{j}^{\prime}=1, \ldots, \mathrm{Q}_{2}$, we arrive the required result (7).

### 1.8 SPECIAL CASES OF (7)

(i) Letting $\lambda=\mathrm{A}, \mathrm{u}^{(\mathrm{i})}=1, \mathrm{~V}^{(\mathrm{i})}=\mathrm{B}^{(\mathrm{i})}, \mathrm{D}^{(\mathrm{i})}=\mathrm{D}^{(\mathrm{i})}+1 \forall \mathrm{i}=1, \ldots, \mathrm{r}$ in (7), we find

$$
\begin{aligned}
& \int_{0}^{1} X^{\sigma-1}(1-x)^{\beta} F_{\in: \mathrm{N}^{\prime}, \ldots, \ldots, N^{(s)} ; 1 ; 1}^{v: M^{\prime}, \ldots, M^{(s)} ; 0 ; 0}\left(\begin{array}{l}
{\left[\left(\alpha_{v}\right): \eta^{\prime}, \ldots, \eta^{(s)}, \gamma, \gamma\right]:\left[\left(m^{\prime}\right): \rho^{\prime}\right] ; \ldots ;} \\
{\left[\left(\beta_{\epsilon}\right): \zeta^{\prime}, \ldots, \zeta^{(s)}, \mu, \mu\right]:\left[\left(\ell^{\prime}\right): \tau^{\prime}\right] ; \ldots ;}
\end{array}\right. \\
& \begin{array}{l}
\left.\left[\left(\mathrm{m}^{(\mathrm{s})}\right): \rho^{(\mathrm{s})}\right]:-\quad ;-\quad ; \mathrm{z}_{1}^{\prime}, \ldots, \mathrm{Z}_{\mathrm{s}}^{\prime},-\mathrm{xt},(1-\mathrm{x}) \mathrm{t}\right) \\
{\left[\left(\ell^{(\mathrm{s})}\right): \tau^{(\mathrm{s})}\right][[\alpha+1,1] ;[\beta+1,1] ;}
\end{array} \\
& . F_{C: D^{\prime}, \ldots, D^{(r)}}^{\mathrm{A}: \mathrm{B}^{\prime} \ldots, \mathrm{B}^{(\mathrm{r})}}\left(\begin{array}{l}
{\left[1-(\mathrm{a}): \theta^{\prime} \ldots, \theta^{(\mathrm{r})}\right]:\left[1-\left(\mathrm{b}^{\mathrm{b}}\right): \phi^{\mathrm{d}}\right] ; \ldots\left[11-\left(\mathrm{b}^{(\mathrm{r})}\right): \phi^{(\mathrm{r})}\right]} \\
{\left[1-(\mathrm{c}): \psi^{\prime}, \ldots, \psi^{(\mathrm{r})}\right]:\left[1-\left(\mathrm{d}^{\prime}\right):=\delta^{\prime}\right] ; \ldots ;\left[1-\left(\mathrm{d}^{(\mathrm{r})}\right): \delta^{(\mathrm{r})}\right]}
\end{array}-\mathrm{Z}_{1} \mathrm{X}^{\mathrm{h}_{1}}, \ldots, \mathrm{Z}_{\mathrm{r}} \mathrm{X}^{\mathrm{h}_{\mathrm{r}}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \left.\cdot H_{P_{1}, Q_{1}}^{M_{1}, N_{1}}\left[\tau_{1} X_{1}^{L_{1}} \left\lvert\, \begin{array}{l}
\left(a_{P_{1}},{ }^{,} P_{1}\right) \\
\left(b_{Q_{1}},{ }^{\prime} Q_{1}\right)
\end{array}\right.\right]{ }_{P_{2}} M_{Q_{2}}{ }^{\tau_{2}} \tau_{2}{ }^{L_{2}}\right] S_{V}^{U}\left[\tau_{3}{ }^{L_{3}}\right] \\
& =\sum_{\tau_{4}=1}^{M_{1}} \sum_{k_{3}=0}^{[\mathrm{V} / \mathrm{U}]} \sum_{n, k_{1}, \mathrm{k}_{2}=0}^{\infty} \frac{\prod_{j=1}^{v}\left(\alpha_{j}\right)_{n \gamma_{j}}}{(\alpha+1)_{n}(\beta+1)_{n} \prod_{j=1}^{\in}\left(\beta_{j}\right)_{n \mu_{j}}} \\
& \cdot \frac{(-1)^{\mathrm{k}_{1}}\left(\tau_{1}\right)^{\eta_{\mathrm{k}_{1}}} \phi\left(\eta_{\mathrm{k}_{1}}\right)\left(\mathrm{a}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{a}_{\mathrm{P}_{2}}\right)_{\mathrm{k}_{2}}\left(\tau_{2}\right)^{\mathrm{k}_{2}}}{\tau_{4}!\mathrm{f}_{\tau_{4}} \mathrm{k}_{1}!\mathrm{k}_{2}!\mathrm{k}_{3}!\left(\mathrm{b}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{~b}_{\mathrm{Q}_{2}}\right)_{\mathrm{k}_{2}} \Gamma\left(\alpha^{\prime} \mathrm{k}_{2}+1\right)}(-\mathrm{V})_{\mathrm{Uk}_{3}} \mathrm{~A}_{{\mathrm{V}, \mathrm{k}_{3}}}\left(\tau_{3}\right)^{\mathrm{k}_{3}}
\end{aligned}
$$

$$
\begin{align*}
& {\left[1+\alpha+\sigma+\mathrm{L}_{1} \eta_{\mathrm{k}_{1}}+\mathrm{L}_{2} \mathrm{k}_{2}+\mathrm{L}_{3} \mathrm{k}_{3}: \mathrm{h}_{1}, \ldots, \mathrm{~h}_{\mathrm{r}}\right],\left[1-(\mathrm{a}): \theta^{\prime}, \ldots, \theta^{(\mathrm{r})}\right] ;} \\
& {\left[1-\sigma-\mathrm{L} \eta_{\mathrm{k}_{1}}-\mathrm{L}_{2} \mathrm{k}_{2}-\mathrm{L}_{3} \mathrm{k}_{3}+\alpha+\mathrm{n}: \mathrm{h}_{1}, \ldots, \mathrm{~h}_{\mathrm{r}}\right],\left[-\beta-\mathrm{h}-\sigma-\mathrm{L} \eta_{\mathrm{k}_{1}}-\mathrm{L}_{2} \mathrm{k}_{2}-\mathrm{L}_{3} \mathrm{k}_{3}: \mathrm{h}_{1}, \ldots, \mathrm{~h}_{\mathrm{r}}\right],} \\
& \left.\begin{array}{l}
{\left[1-\left(\mathrm{b}^{\prime}\right): \phi^{\prime}\right] ; \ldots ;\left[1-\left(\mathrm{b}^{(\mathrm{r})}\right): \phi^{(\mathrm{r})}\right] ;} \\
{\left[\left(1-\left(\mathrm{d}^{\prime}\right): \delta^{\prime}\right\} \ldots, \ldots 1^{\left.\left(1-\mathrm{d}^{(r)}\right): \delta^{(\mathrm{r})}\right] ;} \mathrm{Z}_{1}, \ldots,-\mathrm{Z}_{\mathrm{r}}\right.}
\end{array}\right) \tag{9}
\end{align*}
$$

provided that $\operatorname{Re}(\sigma)>0, \operatorname{Re}(\beta)<-1, \mathrm{~h}_{\mathrm{i}}>0, \mathrm{~L}_{1}, \mathrm{~L}_{2}, \mathrm{~L}_{3}, \tau_{2}, \tau_{3}>0, \mathrm{i}=1, \ldots, \mathrm{r},|\mathrm{t}|<1$ and the series on the right is convergent.
(ii) Taking $\mathrm{r}=2$, the result in (9) reduces to the following integral

$$
\begin{aligned}
& \int_{0}^{1} X^{\sigma-1}(1-X)^{\beta} \mathrm{F}^{v: M^{\prime}, \ldots, M^{(s)} ; 0 ; 0\left(\begin{array}{l}
{\left[\left(\alpha_{v}\right): \eta^{\prime}, \ldots, \eta^{(s)}, \gamma, \gamma\right]:\left[\left(\mathrm{m}^{\prime}\right): \rho^{\prime}\right] ; \ldots ;} \\
(\mathrm{s})
\end{array} 1 ; 1\right.} \begin{array}{l}
{\left[\left(\beta_{\in}\right): \zeta^{\prime}, \ldots, \zeta^{(s)}, \mu, \mu\right]:\left[\left(\ell^{\prime}\right): \tau^{\prime}\right] ; \ldots ;}
\end{array} \\
& \begin{array}{l}
{\left[\left(\mathrm{m}^{(\mathrm{s})}\right): \rho^{(\mathrm{s})}\right]:\left[\begin{array}{ll}
-\quad ;- \\
{\left[\left(\ell^{(\mathrm{s})}\right): \tau^{(\mathrm{s})}\right] ;[\alpha+1,1] ;[\beta+1,1] ;} & \mathbf{Z}_{1}^{\prime}, \ldots, \mathbf{Z}_{\mathrm{s}}^{\prime},-\mathbf{X t},(1-\mathbf{X}) t
\end{array}\right)}
\end{array} \\
& \boldsymbol{F}_{\mathrm{C}}^{\mathrm{C}}: \mathrm{D}^{\prime}, \mathrm{D}^{\prime \prime}\binom{\left[1-(\mathrm{a}): \theta^{\prime}, \theta^{\prime \prime}\right]:\left[1-\left(\mathrm{b}^{\prime \prime}\right): \phi^{\prime}\right] ;\left[1-\left(\mathrm{b}{ }^{\prime \prime}\right): \phi^{\prime \prime}\right]}{\left.\left[1-(\mathrm{c}): \psi^{\prime}, \psi^{\prime \prime}\right]:\left[1-\left(\mathrm{d}^{\prime}\right):=\mathrm{d}^{\prime}\right] ;\left[1-\left(\mathrm{d}^{\prime \prime}\right): \delta^{\prime \prime}\right]-\mathrm{Z}_{1} \mathrm{X}^{\mathrm{h}_{1}},-\mathrm{Z}_{2} \mathrm{X}^{\mathrm{h}_{2}}\right)} \\
& \text {. } H_{P_{1}, Q_{1}}^{M_{1}, N_{1}}\left[\tau_{1} X^{L_{1}} \left\lvert\, \begin{array}{l}
\left({ }^{\left({ }_{P} P_{1},{ }^{e} P_{1}\right)}\left({ }^{\left(b_{Q_{1}}, f_{Q_{1}}\right)}\right]\right.
\end{array}{ }_{P_{2}}{ }^{\alpha \prime} M_{Q_{2}}\left[\tau_{2} X^{L_{2}}\right] S_{V}^{U}\left[\tau_{3} X^{L_{3}}\right]\right.\right. \\
& \text { dx }
\end{aligned}
$$

$$
\left[1+\sigma+\mathrm{L}_{1} 7_{1}+\mathrm{L}_{2} \mathrm{k}_{2}+\mathrm{L}_{3} \mathrm{k}_{3}: \mathrm{h}_{1}, \mathrm{~h}_{2}\right],\left[1-(\mathrm{a}): \theta^{\prime} ; \theta^{\prime \prime}\right] ;
$$

where $\operatorname{Re}(\sigma)>0, \operatorname{Re}(\beta)<-1, \mathrm{~h}_{\mathrm{i}}>0, \mathrm{~L}_{1}, \mathrm{~L}_{2}, \mathrm{~L}_{3}, \tau_{2}, \tau_{3}>0, \mathrm{i}=1, \ldots, \mathrm{r},|\mathrm{t}|<1$ and the multiple series on the right of (10) converges absolutely.
(iii) Putting $\mathrm{A}=\mathrm{C}=\lambda=0$ in (9), we have

$$
\begin{align*}
& {\left[1-\sigma-\mathrm{L} \eta_{\mathrm{k}_{1}}-\mathrm{L}_{2} \mathrm{k}_{2}-\mathrm{L}_{3} \mathrm{k}_{3}+\alpha+\mathrm{n}: \mathrm{h}_{1}, \mathrm{~h}_{2}\right],\left[-\beta-\mathrm{h}-\sigma-\mathrm{L} \eta_{\mathrm{k}_{1}}-\mathrm{L}_{2} \mathrm{k}_{2}-\mathrm{L}_{3} \mathrm{k}_{3}: \mathrm{h}_{1}, \mathrm{~h}_{2}\right],} \\
& {\left[1-\left(\mathrm{b}^{\prime}\right): \phi^{\prime}\right] ; \ldots ;\left[1-\left(\mathrm{b}^{\prime}\right): \phi^{\prime}\right] ;}  \tag{10}\\
& \left.\left[\left(1-\left(\mathrm{d}^{\prime}\right): \delta^{\prime}\right] ; \ldots ;\left[1-\mathrm{d}^{\prime}\right): \delta^{\prime}\right] ;-\mathrm{Z}_{1},-\mathrm{Z}_{2}\right),
\end{align*}
$$

$$
\begin{aligned}
& \int_{0}^{1} X^{\sigma-1}(1-x)^{\beta} \mathrm{F}_{\in: \mathrm{N}^{\prime}, \ldots, \mathrm{N}^{(\mathrm{s})} ; 1 ; 1}^{v: \mathrm{M}^{\prime}, \ldots, \mathrm{M}^{(\mathrm{s})} ; 0 ; 0}\left(\begin{array}{l}
{\left[\left(\alpha_{v}\right): \eta^{\prime}, \ldots, \eta^{(\mathrm{s})}, \gamma, \gamma\right]:\left[\left(\mathrm{m}^{\prime}\right): \rho^{\prime}\right] ; \ldots ;} \\
{\left[\left(\beta_{\epsilon}\right): \zeta^{\prime}, \ldots, \zeta^{(\mathrm{s})}, \mu, \mu\right]:\left[\left(\ell^{\prime}\right): \tau^{\prime}\right] ; \ldots ;}
\end{array}\right. \\
& \begin{array}{l}
\left.\left[\left(\mathrm{m}^{(\mathrm{s})}\right): \rho^{(\mathrm{s})}\right]:-\quad ;-\quad ; \quad \mathrm{z}_{1}^{\prime}, \ldots, \mathrm{z}_{\mathrm{s}}^{\prime},-\mathrm{xt},(1-\mathrm{x}) \mathrm{t}\right) \\
{\left[\left(\ell^{(\mathrm{s})}\right): \tau^{(\mathrm{s})}\right][[\alpha+1,1] ;[\beta+1,1] ;}
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \cdot \prod_{i=1}^{r}\left\{\underset{B^{(i)}, D^{(i)}}{H^{\left(u^{(i)}, v^{(i)}\right.}}\left[z_{1} x^{h_{i}} \left\lvert\, \begin{array}{c}
{\left[\left(b^{(i)}\right): \phi^{(i)}\right.} \\
{\left[\left(d^{(i)}\right): \delta^{(i)}\right.}
\end{array}\right.\right]\right\} d x \\
& =\sum_{\tau_{4}=1}^{M_{1}} \sum_{\mathrm{k}_{3}=0}^{[\mathrm{V} / \mathrm{U}]} \sum_{\mathrm{n}, \mathrm{k}_{1}, \mathrm{k}_{2}=0}^{\infty} \frac{\prod_{\mathrm{j}=1}^{v}\left(\alpha_{\mathrm{j}}\right)_{\mathrm{n} \gamma_{\mathrm{j}}}}{(\alpha+1)_{\mathrm{n}}(\beta+1)_{\mathrm{n}} \prod_{\mathrm{j}=1}^{\epsilon}\left(\beta_{\mathrm{j}}\right)_{\mathrm{n} \mu_{\mathrm{j}}}}(-\mathrm{t})^{\mathrm{n}} \Gamma(\beta+\mathrm{n}+1) \mathrm{n}^{\mathrm{n}} \text { ! } \\
& \cdot \frac{(-1)^{\mathrm{k}_{1}}\left(\tau_{1}\right)^{\eta_{\mathrm{k}_{1}}} \phi\left(\eta_{\mathrm{k}_{1}}\right)\left(\mathrm{a}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{a}_{\mathrm{P}_{2}}\right)_{\mathrm{k}_{2}}\left(\tau_{2}\right)^{\mathrm{k}_{2}}}{\tau_{4}!\mathrm{f}_{\tau_{4}} \mathrm{k}_{1}!\mathrm{k}_{2}!\mathrm{k}_{3}!\left(\mathrm{b}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{~b}_{\mathrm{Q}_{2}}\right)_{\mathrm{k}_{2}} \Gamma\left(\alpha^{\prime} \mathrm{k}_{2}+1\right)}(-\mathrm{V})_{\mathrm{Uk}_{3}} \mathrm{~A}_{\mathrm{V}, \mathrm{k}_{3}}\left(\tau_{3}\right)^{\mathrm{k}_{3}}
\end{aligned}
$$

$$
\begin{aligned}
& \cdot \frac{(-1)^{\mathrm{k}_{1}}\left(\tau_{1}\right)^{\eta_{\mathrm{k}_{1}}} \phi\left(\eta_{\mathrm{k}_{1}}\right)\left(\mathrm{a}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{a}_{\mathrm{P}_{2}}\right)_{\mathrm{k}_{2}}\left(\tau_{2}\right)^{\mathrm{k}_{2}}}{\tau_{4}!\mathrm{f}_{\tau_{4}} \mathrm{k}_{1}!\mathrm{k}_{2}!\mathrm{k}_{3}!\left(\mathrm{b}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{~b}_{\mathrm{Q}_{2}}\right)_{\mathrm{k}_{2}} \Gamma\left(\alpha^{\prime} \mathrm{k}_{2}+1\right)}(-\mathrm{V})_{\mathrm{Uk}_{3}} \mathrm{~A}_{\mathrm{V}, \mathrm{k}_{3}}\left(\tau_{3}\right)^{\mathrm{k}_{3}}
\end{aligned}
$$

$$
\begin{aligned}
& \cdot F_{\mathrm{C}+2: \mathrm{D}^{\prime}, \mathrm{D}^{\prime \prime}}^{\mathrm{A}+2: \mathrm{B}^{\prime},{ }^{\prime \prime}} \sum_{\left[1-(\mathrm{c}): \psi^{\prime}, \psi^{\prime \prime}\right],}^{\left[1-\sigma-\mathrm{L}_{1} \eta_{\left.\mathrm{k}_{1}-\mathrm{L}_{2} \mathrm{k}_{2}-\mathrm{L}_{3} \mathrm{k}_{3}: \mathrm{h}_{1}, \mathrm{~h}_{2}\right],},\right.}
\end{aligned}
$$

$$
\begin{align*}
& {\left[1+\sigma+\mathrm{L}_{1} \eta_{\mathrm{k}_{1}}+\mathrm{L}_{2} \mathrm{k}_{2}+\mathrm{L}_{3} \mathrm{k}_{3}: \mathrm{h}_{1}, \ldots, \mathrm{~h}_{\mathrm{r}}\right],\left[1-(\mathrm{a}): \theta^{\prime}, \ldots, \theta^{(\mathrm{r})}\right] ;} \\
& {\left[1+\sigma+\alpha+\mathrm{n}: \mathrm{h}_{1}, \ldots, \mathrm{~h}_{\mathrm{r}}\right],\left[-\beta-\mathrm{n}-\mathrm{L}_{\mathrm{k}_{1}}-\mathrm{L}_{2} \mathrm{k}_{2}-\mathrm{L}_{3} \mathrm{k}_{3}: \mathrm{h}_{1}, \ldots, \mathrm{~h}_{\mathrm{r}}\right],} \\
& {\left[\left(\mathrm{b}^{\prime}\right): \phi^{\prime}\right] ; \ldots ;\left[\left(\mathrm{b}^{\mathrm{r})} \mathrm{r}\right): \phi^{(\mathrm{r})}{ }_{\mathrm{'}}\right] ;}  \tag{11}\\
& \left.\left[\left(\left(\mathrm{d}^{\prime}\right): \delta^{\prime}\right] ; \ldots ;\left[\mathrm{d}^{(\mathrm{r})}\right): \delta^{(\mathrm{r})^{\prime}}\right] ; \mathrm{Z}_{1}, \ldots, \mathrm{Z}_{\mathrm{r}}\right],
\end{align*}
$$

valid under the conditions obtainable from (9).
(iv) Taking $\mathrm{r}=2$ in (11), we have

$$
\begin{aligned}
& \int_{0}^{1} X^{\sigma-1}(1-x)^{\beta} \mathrm{F}_{\in: \mathrm{N}^{\prime}, \ldots, \mathrm{N}^{(s)} ; 1 ; 1}^{v: \mathrm{M}^{\prime}, \ldots, \mathrm{M}^{(\mathrm{s})} ; 0 ; 0}\left(\begin{array}{l}
{\left[\left(\alpha_{v}\right): \eta^{\prime}, \ldots, \eta^{(\mathrm{s})}, \gamma, \gamma\right]:\left[\left(\mathrm{m}^{\prime}\right): \rho^{\prime}\right] ; \ldots ;} \\
{\left[\left(\beta_{\in}\right): \zeta^{\prime}, \ldots, \zeta^{(\mathrm{s})}, \mu, \mu\right]:\left[\left(\ell^{\prime}\right): \tau^{\prime}\right] ; \ldots ;}
\end{array}\right. \\
& \begin{array}{l}
{\left[\left(\mathrm{m}^{(\mathrm{s})}\right): \rho^{(\mathrm{s})}\right]:-\quad ;-\quad ; \mathrm{Z}_{1}^{\prime}, \ldots, \mathrm{Z}_{\mathrm{s}}^{\prime},-\mathrm{Xt},(1-\mathrm{x}) \mathrm{t}} \\
{\left[\left(\ell^{(\mathrm{s})}\right): \tau^{(\mathrm{s})}\right][[\alpha+1,1] ;[\beta+1,1] ;}
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{\tau_{4}=1}^{\mathrm{M}_{1}} \sum_{\mathrm{k}_{3}=0}^{[\mathrm{V} / \mathrm{U}]} \sum_{\mathrm{n}, \mathrm{k}_{1}, \mathrm{k}_{2}=0}^{\infty} \frac{\left.\prod_{\mathrm{j}=1}^{v}(\alpha+1)_{\mathrm{j}}\right)_{\mathrm{n} \gamma_{\mathrm{j}}}(\beta+1)_{\mathrm{n}} \prod_{\mathrm{j}=1}^{\epsilon}\left(\beta_{\mathrm{j}}\right)_{\mathrm{n} \mu_{\mathrm{j}}}}{(-\mathrm{t})^{\mathrm{n}} \Gamma(\beta+\mathrm{n}+1)} \mathrm{n}^{\epsilon} \\
& \cdot \frac{(-1)^{\mathrm{k}_{1}}\left(\tau_{1}\right)^{\eta_{\mathrm{k}_{1}}} \phi\left(\eta_{\mathrm{k}_{1}}\right)\left(\mathrm{a}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{a}_{\mathrm{P}_{2}}\right)_{\mathrm{k}_{2}}\left(\tau_{2}\right)^{\mathrm{k}_{2}}}{\tau_{4}!\mathrm{f}_{\tau_{4}} \mathrm{k}_{1}!\mathrm{k}_{2}!\mathrm{k}_{3}!\left(\mathrm{b}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{~b}_{\mathrm{Q}_{2}}\right)_{\mathrm{k}_{2}} \Gamma\left(\alpha^{\prime} \mathrm{k}_{2}+1\right)}(-\mathrm{V})_{\mathrm{Uk}_{3}} \mathrm{~A}_{{\mathrm{V}, \mathrm{k}_{3}}}\left(\tau_{3}\right)^{\mathrm{k}_{3}}
\end{aligned}
$$

$$
\begin{align*}
& \mathrm{H}_{\mathrm{A}+2, \mathrm{C}+2:\left(\mathrm{B}^{\prime}, \mathrm{D}^{\prime}\right) ;\left(\mathrm{B}^{\prime \prime}, \mathrm{D}^{\prime \prime}\right)}^{0, \lambda+2:\left(\mathrm{u}^{\prime}, \mathrm{v}^{\prime}\right) ;\left(\mathrm{u}^{\prime \prime}, \mathrm{v}^{\prime \prime}\right)} \left\lvert\, \begin{array}{l}
{\left[1-\sigma-\mathrm{L}_{1} \eta_{\mathrm{k}_{1}}-\mathrm{L}_{2} \mathrm{k}_{2}-\mathrm{L}_{3} \mathrm{k}_{3}: \mathrm{h}_{1}, \mathrm{~h}_{2}\right],} \\
{\left[(\mathrm{c}): \psi^{\prime}, \psi^{\prime \prime}\right],}
\end{array}\right. \\
& {\left[1+\sigma+\mathrm{L}_{1} \eta_{\mathrm{k}_{1}}+\mathrm{L}_{2} \mathrm{k}_{2}+\mathrm{L}_{3} \mathrm{k}_{3}: \mathrm{h}_{1}, \ldots, \mathrm{~h}_{\mathrm{r}}\right],\left[1-(\mathrm{a}): \theta^{\prime}, \theta^{\prime \prime}\right] ;} \\
& {\left[1+\sigma+\alpha+\mathrm{n}: \mathrm{h}_{1}, \mathrm{~h}_{2}\right],\left[-\beta-\mathrm{n}-\mathrm{L} \eta_{\mathrm{k}_{1}}-\mathrm{L}_{2} \mathrm{k}_{2}-\mathrm{L}_{3} \mathrm{k}_{3}: \mathrm{h}_{1}, \mathrm{~h}_{2}\right],} \\
& \begin{array}{l}
{\left[\left(b^{\prime}\right): \phi^{\prime}\right] ;\left[\left(b^{\prime \prime}\right): \phi^{\prime \prime}\right] ;} \\
\left.\left[\left(\left(\mathrm{d}^{\prime}\right): \delta^{\prime}\right] ;\left[\mathrm{d}^{\prime \prime}\right): \delta^{\prime \prime}\right] ; \mathrm{Z}_{1}, \mathrm{Z}_{2}\right],
\end{array} \tag{12}
\end{align*}
$$

where $\quad \operatorname{Re}(\beta)>-1, \operatorname{Re}\left(\alpha+h_{1} \frac{d_{j}^{\prime}}{\delta_{j}^{\prime}}+h_{2} \frac{d_{j}^{\prime \prime}}{\delta_{j}^{\prime \prime}}+L \frac{b_{j^{\prime \prime \prime}}}{f_{j^{\prime} ' \prime}}\right)>0, j^{\prime}=1, \ldots, u^{(i)}, j^{\prime \prime}=1, \ldots, u^{\prime \prime}$, $j$ j"' $=1, \ldots, Q_{2}, T_{1}>0, T_{2}>0,\left|\arg \left(\mathrm{z}_{1}\right)\right|<\frac{1}{2} \mathrm{~T}_{1} \pi,\left|\arg \left(\mathrm{z}_{2}\right)\right|<\frac{1}{2} \mathrm{~T}_{2} \pi,|\mathrm{t}|<1$ and the series on the right of (12) absolutely convergent.
(v) putting $\mathrm{r}=1$ in (11), we find

$$
\begin{aligned}
& \int_{0}^{1} x^{\sigma-1}(1-x)^{\beta} F_{\in: N^{\prime}, \ldots, \ldots, N^{(s)} ; 1 ; 1}^{v: M^{\prime}, \ldots, M^{(s)} ; 0 ; 0}\left(\begin{array}{l}
{\left[\left(\alpha_{v}\right): \eta^{\prime}, \ldots, \eta^{(s)}, \gamma, \gamma\right]:\left[\left(m^{\prime}\right): \rho^{\prime}\right] ; \ldots ;} \\
{\left[\left(\beta_{\epsilon}\right): \zeta^{\prime}, \ldots, \zeta^{(s)}, \mu, \mu\right]:\left[\left(\ell^{\prime}\right): \tau^{\prime}\right] ; \ldots ;}
\end{array}\right. \\
& \begin{array}{l}
\left.\left[\left(\mathrm{m}^{(\mathrm{s})}\right): \rho^{(\mathrm{s})}\right]:-\quad ;-\quad ; \mathrm{z}_{1}^{\prime}, \ldots, \mathrm{z}_{\mathrm{s}}^{\prime},-\mathrm{xt},(1-\mathrm{x}) \mathrm{t}\right) \\
{\left[\left(\ell^{\mathrm{s})}\right): \tau^{(\mathrm{s})}\right][[\alpha+1,1] ;[\beta+1,1] ;}
\end{array}
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{\tau_{4}=1}^{M_{1}} \sum_{k_{3}=0}^{[V / U]} \sum_{n, k_{1}, k_{2}=0}^{\infty} \frac{\prod_{j=1}^{v}\left(\alpha_{j}\right)_{m \gamma_{j}}}{(\alpha+1)_{n}(\beta+1)_{n} \prod_{j=1}^{\epsilon}\left(\beta_{j}\right)_{n \mu_{j}}} \frac{(-t)^{n} \Gamma(\beta+n+1)}{n!(\alpha+1)_{n}(\beta+1)_{n}} \\
& \cdot \frac{(-1)^{k_{1}}\left(\tau_{1}\right)^{\eta_{k_{1}}} \phi\left(\eta_{\mathrm{k}_{1}}\right)\left(\mathrm{a}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{a}_{\mathrm{P}_{2}}\right)_{\mathrm{k}_{2}}\left(\tau_{2}\right)^{\mathrm{k}_{2}}}{\tau_{4}!\mathrm{f}_{\tau_{4}} \mathrm{k}_{1}!\mathrm{k}_{2}!\mathrm{k}_{3}!\left(\mathrm{b}_{1}\right)_{\mathrm{k}_{2}} \ldots\left(\mathrm{~b}_{\mathrm{Q}_{2}}\right)_{\mathrm{k}_{2}} \Gamma\left(\alpha^{\prime} \mathrm{k}_{2}+1\right)}(-\mathrm{V})_{\mathrm{U}, \mathrm{k}_{3}} A_{\mathrm{V}, \mathrm{k}_{3}}\left(\tau_{3}\right)^{\mathrm{k}_{3}} \\
& \cdot \operatorname{F}_{\epsilon: N^{\prime} ; \ldots ; \mathrm{N}^{(\mathrm{s})}}^{\mathrm{v}: \mathrm{M}^{\prime}, \ldots ; \mathrm{M}^{(\mathrm{s})}}\left(\begin{array}{l}
{\left[\left(\alpha_{v^{+}}+\mathrm{n} \gamma_{v}\right): \eta^{\prime}, \ldots, \eta^{(\mathrm{s})}\right]:\left[\left(\mathrm{m}^{\prime}\right): \rho^{\prime}\right] ; \ldots ;\left[\left(\mathrm{m}^{(\mathrm{s})}\right): \rho^{(\mathrm{s})}\right] ;} \\
{\left[\left(\beta_{\mathrm{t}}+\eta \mu_{\mathrm{t}}\right): \zeta^{\prime}, \ldots, \zeta^{(\mathrm{s})}\right]:\left[\left(\ell^{\prime}\right): \tau^{\prime}\right] ; \ldots ;\left[\left(\ell^{(\mathrm{s})}\right): \tau^{(\mathrm{s})}\right] ;}
\end{array} \quad \mathrm{z}_{1}, \ldots, \mathrm{z}_{\mathrm{s}}^{\prime}\right) \\
& H_{B^{\prime}+2, D^{\prime}+2}^{u^{\prime}, v^{\prime}+2}\left[Z_{1} \left\lvert\, \begin{array}{l}
{\left[1-\sigma-L_{1} \eta_{k_{1}}-L_{2} k_{2}-L_{3} k_{3}: h_{1}\right],} \\
{\left[\left(d^{\prime}\right): \delta^{\prime}\right],}
\end{array}\right.\right. \\
& \left.\begin{array}{l}
{\left[1-\sigma-L_{1} \eta_{k_{1}}-L_{2} k_{2}-L_{3} k_{3}+\alpha: h_{1}\right],\left[\left(b^{\prime}\right): \phi^{\prime}\right]} \\
{\left[1-\sigma+\alpha+n+L \eta_{k_{1}}+L_{2} k_{2}+L k_{3}: h_{1}\right],\left[-\sigma-\beta-n-L_{1} \eta_{k_{1}}-L_{2} k_{2}-\mathrm{Lk}_{3}: \mathrm{h}_{1}\right]}
\end{array}\right] \tag{13}
\end{align*}
$$

where $\operatorname{Re}(\beta)>-1, \mathrm{~h}_{1}>0, \tau_{2}, \tau_{3}>0, \mathrm{~L}_{1}, \mathrm{~L}_{2}, \mathrm{~L}_{3}>0, \operatorname{Re}\left(\sigma+\mathrm{h}_{1} \mathrm{~d}_{\mathrm{j}}^{\prime} / \delta_{\mathrm{j}}^{\prime}+\mathrm{L}_{1} \frac{\mathrm{~b}_{\mathrm{j}}^{\prime}}{\mathrm{f}_{\mathrm{j}}^{\prime}}\right) i \quad 0$, $\mathrm{j}=1, \ldots, \mathrm{u}^{\prime}, \mathrm{j}^{\prime}=1, \ldots, \mathrm{Q}_{2}, \mathrm{~T}_{1}>0, \mathrm{~T}_{2}>0,|\mathrm{t}|<1,\left|\arg \left(\mathrm{z}_{1}\right)\right|<\frac{1}{2} \mathrm{~T}_{1} \pi,\left|\arg \tau_{1}\right|<\frac{1}{2} \mathrm{~T}_{2} \pi$ and the series on the right of (13) is absolutely convergent.
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#### Abstract

In this study, microwave drying behaviour of shrimp was investigated. The drying study showed that the times taken for drying of shrimp from the initial moisture contents of $3.103 \%$ (d.b.) to final moisture content of around $0.01 \%$ (d.b.) were $11.75,7,4.75$ and 4 min in 200, 300, 400 and 500 W , respectively. The drying data were fitted to 7 thin-layer drying models. The performances of these models were compared using the determination of coefficient $\left(\mathrm{R}^{2}\right)$, reduced chi-square ( $\mathrm{X}^{2}$ ) and root mean square error (RMSE) between the observed and predicted moisture ratios. The results showed that Midilli model was found to satisfactorily describe the microwave drying curves of shrimp. The activation energy for moisture diffusion was found to be $12.834 \mathrm{~W} / \mathrm{g}$. Keywords : microwave drying; shrimp; modeling.


## I. INTRODUCTION

Drying is probably the oldest and the most important method of food preservation practiced by humans. This process improves the food stability, since it reduces considerably the water and microbiological activity of the material and minimizes physical and chemical changes during its storage.

Dried shrimp is one of the most important exported marine products in many countries such as Thailand, China, Malaysia and United States. Most of the studies on drying kinetics of shrimp have focused on convective, superheated steam and heat-pump drying methods $[1-8]$. There is no available report regarding the effectiveness of intermittent microwave drying of shrimp compared to conventional drying techniques.
One of the most important aspects of drying technology is the modeling of the drying process. Drying is a complex thermal process in which unsteady heat and moisture transfer occur simultaneously. From an engineering point of view, it is important to develop a better understanding of the controlling parameters of this complex process. Mathematical models of the drying processes are used for designing new or improving existing drying systems or even for the control of the drying process. Therefore, the objective of this work was to evaluate a suitable drying model for describing the microwave drying process of shrimp.

## II. Materials and Method

The shrimp samples used in this study were obtained from a local fish market, Tehran, Iran during the summer season of 2010. The selected samples were cleaned with tap water to make samples free from dust and foreign materials. In order to preserve its original quality, they were stored in a refrigerator at 4 flC until drying experiments. The

[^10]average initial moisture contents of the shrimp samples were found to be $3.103 \%$ (d.b.), as determined by using convective oven at at 103 ffi $1^{\circ} \mathrm{C}$ for 4 h [3].

The drying was done in a microwave dryer developed for this purpose. The schematic of the experimental microwave drying set-up is given in Fig. 1. The dryer consists of a microwave oven M945, Samsung Electronics Ins, a variable speed fan and a digital balance. The dimensions of the microwave cavity were $327 \times 370 \times 207 \mathrm{~mm}$.

The microwave oven was operated by a control terminal which could control both microwave power level and emission time. The microwave oven was operated by a control terminal which could control both microwave power level and emission time. In order to weigh the samples without taking them out of the oven, a weighing system was integrated to the oven. A digital balance (GF-600, A \& D, Japan) which has a sensitivity of 0.01 g and a plastic disc was mounted to the bottom of the microwave oven. The disc was rotated at 5 rpm on a ball bearing shaft driven by an electrical motor. The presence of the rotating disc was necessary to obtain homogeneous drying and to decrease the level of the reflected microwaves on to the magnetrons. The oven has ventilation holes on the top as well as on the bottom. Air velocity was kept at a constant value of $1 \mathrm{~m} / \mathrm{s}$ with an accuracy of ffi0.1 m/s measured with a Vane Probe anemometer AM- 4202 Lutron flowed perpendicular to the bed. Drying experiments were carried out with 200, 300, 400 and 500 W microwave power levels to investigate the effects of microwave power on drying of shrimp. Samples ( 46 ffi 0.5 g ) were placed in a single layer on a rotating glass plate in the oven. Moisture loss of the samples was recorded by means of the balance at 15 s intervals until no discernible weight change was observed. Rotating was stopped by pulling back the driving disc when recording the weight data.


Fig. 1 : Schematic illustration of the microwave drying set-up
The moisture content of drying sample at time $t$ can be transformed to be moisture ratio (MR):

$$
\begin{equation*}
M R=\frac{M_{t}-M_{e}}{M_{0}-M_{e}} \tag{1}
\end{equation*}
$$

where $M_{t}, M_{0}$ and $M_{e}$ are moisture content at any time of drying (kg water/kg dry matter), initial moisture content ( kg water $/ \mathrm{kg}$ dry matter) and equilibrium moisture content (kg water/kg dry matter), respectively.

The moisture ratio was simplified to $\mathrm{Mt} / \mathrm{M} 0$ instead of Eq. (1) by some investigators [9-11] due to the continuous fluctuation of the relative humidity of the drying air during microwave drying process.

Table 1: Mathematical models given by various authors for drying curves

| Model name | Model | Refe |
| :--- | :--- | :--- |
| Lewis | $\mathrm{MR}=\exp (-\mathrm{kt})$ | $[16]$ |
| Henderson and Pabis | $\mathrm{MR}=\mathrm{a} \exp (-\mathrm{kt})$ | $[17]$ |
| Page | $\mathrm{MR}=\exp (-\mathrm{kt})$ | $[18]$ |
| Wang and Singh | $\mathrm{MR}=1+\mathrm{bt}+\mathrm{at}^{2}$ | $[19]$ |
| Parabolic | $\mathrm{MR}=\mathrm{c}+\mathrm{bt}+\mathrm{at}^{2}$ | $[20]$ |
| Logarithmic | $\mathrm{MR}=\mathrm{a} \exp (-\mathrm{ktt}+\mathrm{b}$ | $[11]$ |
| Midilli | $\mathrm{MR}=\mathrm{a} \exp \left(-\mathrm{kt} \mathrm{t}^{\mathrm{n}}\right)+\mathrm{bt}$ | $[21]$ |

where, $k$ is the drying constant and $a, b, n$ are equation constants.
The drying data obtained were fitted to seven thin-layer drying models detailed in Table 1 using the nonlinear least squares regression analysis. Statistical analyses of the experimental data were performed by using the software SPSS 17.0. The coefficient of determination $\left(\mathrm{R}^{2}\right)$ is one of the primary criteria for selecting the best model to define the drying curves. In addition to $\mathrm{R}^{2}$, reduced chi-square $\left(\mathrm{X}^{2}\right)$ and root mean square error (RMSE) are used to determine the quality of the fit. These parameters can be calculated as follows:

$$
\begin{gather*}
\mathrm{R}^{2}=1-\frac{\sum_{i=1}^{\mathrm{N}}\left(\mathrm{MR}_{\text {pre }, \mathrm{i}}-\mathrm{MR}_{\exp , \mathrm{i}}\right)^{2}}{\sum_{\mathrm{i}=1}^{\mathrm{N}\left(\overline{M R}_{\text {pre }, \mathrm{i}}-M R_{\exp , \mathrm{i}}\right)^{2}}}  \tag{2}\\
\chi^{2}=\frac{\sum_{\mathrm{i}=1}^{\mathrm{N}\left(M R_{\text {pre }, \mathrm{i}}-M R_{\exp , \mathrm{i}}\right)^{2}}}{\mathrm{~N}-\mathrm{z}}  \tag{3}\\
\text { RMSE }=\left(\frac{\sum_{\mathrm{i}=1}^{\mathrm{N}}\left(\mathrm{MR}_{\mathrm{pre}, \mathrm{i}}-\mathrm{MR}_{\exp , \mathrm{i}}\right)^{2}}{\mathrm{~N}}\right)^{\frac{1}{2}} \tag{4}
\end{gather*}
$$

where $\mathrm{MR}_{\text {exp, } \mathrm{i}}$ is experimental moisture ratio; $\mathrm{MR}_{\text {pre, } \mathrm{i}}$ is predicted moisture ratio; N is number of observations; z is number of constants. The best model describing the drying characteristics of samples was chosen as the one with the highest coefficient of determination, the least reduced chi square, root mean square error and mean relative percent error [12-15].


Fig 2 : Moisture ratio versus drying time of shrimp at different microwave powers
III. ReSUlTS AND Discussion

The changes in moisture ratio with drying time of shrimp samples in microwave drying are presented in Fig. 2. According to the results in Fig. 2, the drying microwave power a significant effect on the moisture content of the shrimp samples as expected. The results showed that drying time decreased greatly when drying temperature increased. The drying time required to reach the final moisture content of samples were $11.75,7$, 4.75 and 4 min at the microwave powers of $200,300,400$ and 500 W , respectively. The results indicates that mass transfer within the sample was more rapid during higher microwave power heating because more heat was generated within the sample creating a

| Model no | P (W) | Model constants | R2 | X 2 | RMSE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Lewis | 500 | $\mathrm{k}=0.7917$ | 0.7454 | 0.0471 | 0.2105 |
|  | 400 | $\mathrm{k}=0.5803$ | 0.8447 | 0.0265 | 0.1586 |
|  | 300 | $\mathrm{k}=0.4531$ | 0.7816 | 0.0351 | 0.1840 |
|  | 200 | $\mathrm{k}=0.2019$ | 0.8508 | 0.0203 | 0.1409 |
| Henderson and Pabis | 500 | $\mathrm{a}=2.254, \mathrm{k}=1.0873$ | 0.8297 | 0.1599 | 0.3756 |
|  | 400 | $\mathrm{a}=1.7673, \mathrm{k}=0.7556$ | 0.9118 | 0.0549 | 0.2224 |
|  | 300 | $\mathrm{a}=2.1411, \mathrm{k}=0.6133$ | 0.8614 | 0.1053 | 0.3131 |
|  | 200 | $\mathrm{a}=1.6307, \mathrm{k}=0.2636$ | 0.9188 | 0.0295 | 0.1682 |
| Page | 500 | $\mathrm{k}=0.203, \mathrm{n}=2.077$ | 0.999 | 0.0002 | 0.0123 |
|  | 400 | $\mathrm{k}=0.182, \mathrm{n}=1.847$ | 0.999 | 0.0001 | 0.0109 |
|  | 300 | $\mathrm{k}=0.092, \mathrm{n}=1.865$ | 0.998 | 0.0003 | 0.0158 |
|  | 200 | $\mathrm{k}=0.033, \mathrm{n}=1.804$ | 0.999 | 0.0001 | 0.0116 |
| Wang Singh | 500 | $\mathrm{a}=0.0002, \mathrm{~b}=-0.2704$ | 0.9759 | 0.0034 | 0.0552 |
|  | 400 | $\mathrm{a}=0.0068, \mathrm{~b}=-0.2521$ | 0.9834 | 0.0021 | 0.0437 |
|  | 300 | $\mathrm{a}=0.0035, \mathrm{~b}=-0.1772$ | 0.9847 | 0.0019 | 0.0422 |
|  | 200 | $\mathrm{a}=0.0003, \mathrm{~b}=-0.0913$ | 0.9869 | 0.0014 | 0.0369 |
| Parabolic | 500 | $\mathrm{a}=0.019, \mathrm{~b}=-0.3636, \mathrm{c}=1.0962$ | 0.9861 | 0.0021 | 0.0419 |
|  | 400 | $\mathrm{a}=0.0185, \mathrm{~b}=-0.321, \mathrm{c}=1.084$ | 0.9917 | 0.0011 | 0.0310 |
|  | 300 | $\mathrm{a}=0.0091, \mathrm{~b}=-0.2252, \mathrm{c}=1.086$ | 0.9927 | 0.0009 | 0.0291 |
|  | 200 | $\mathrm{a}=0.0022, \mathrm{~b}=-0.1185, \mathrm{c}=1.081$ | 0.9945 | 0.0006 | 0.0239 |
| Logarithmic | 500 | $\mathrm{k}=0.115, \mathrm{a}=3.125, \mathrm{~b}=-2.033$ | 0.985 | 0.0022 | 0.0429 |
|  | 400 | $\mathrm{k}=0.141, \mathrm{a}=2.284, \mathrm{~b}=-1.204$ | 0.991 | 0.0013 | 0.0329 |
|  | 300 | $\mathrm{k}=0.101, \mathrm{a}=2.239, \mathrm{~b}=-1.156$ | 0.992 | 0.0011 | 0.0314 |
|  | 200 | $\mathrm{k}=0.044, \mathrm{a}=2.711, \mathrm{~b}=-1.632$ | 0.997 | 0.0007 | 0.0250 |
| Midilli | 500 | $\mathrm{k}=0.207, \mathrm{a}=1.008, \mathrm{~b}=-0.012, \mathrm{n}=1.944$ | 0.999 | 0.00006 | 0.0067 |
|  | 400 | $\mathrm{k}=0.187, \mathrm{a}=1.007, \mathrm{~b}=-0.011, \mathrm{n}=1.718$ | 0.999 | 0.00003 | 0.0053 |
|  | 300 | $\mathrm{k}=0.095, \mathrm{a}=1.002, \mathrm{~b}=-0.01, \mathrm{n}=1.718$ | 0.999 | 0.00011 | 0.0096 |
|  | 200 | $\mathrm{k}=0.038, \mathrm{a}=1.008, \mathrm{~b}=-0.006, \mathrm{n}=1.657$ | 0.999 | 0.00005 | 0.0066 |

large vapor pressure difference between the centre and the surface of the product due to characteristic microwave volumetric heating.

The statistical results from models are summarised in Tables 2. The best model describing the thin-layer drying characteristics of shrimp was chosen as the one with the highest $R^{2}$ values and the lowest $X^{2}$ and RMSE values. The $R^{2}$ for Henderson and Pabis, Logarithmic, Wang and Singh, Page, and Midilli models were all above 0.99, and that for Lewis model was lower, but still above 0.745 . The statistical parameter estimations showed that $\mathrm{R}^{2}, \mathrm{X}^{2}$ and RMSE values were ranged from 0.7454 to $0.9999,0.00003$ to 0.1599 , and 0.0053 to 0.3756 , respectively. Of all the models tested, the Midilli model gives the highest value of R2 and the lowest values of $X^{2}$ and RMSE. Fig. 3 compares
experimental data with those predicted with the Midilli model for shrimp samples at 200, 300 , 400 and 500 W . The prediction using the model showed MR values banded along the straight line, which showed the suitability of these models in describing drying characteristics of shrimp.


Fig 3 : Experimental versus predicted moisture ratio (MR) values for shrimp drying
It was determined that the value of k increased with the increase in the microwave power. This data indicates that with increase in microwave power drying curve becomes steeper indicating faster drying of the product. A similar trend was observed by Ozkan et al. [22] for spinach; Sharma and Prasad [20] for garlic cloves.

In this study, as the temperature is not measurable variable in the standard microwave oven used for drying process, the Arrhenius equation was used in a modified form to illustrate the relationship between the kinetic rate constant and the ratio of the microwave output power to sample amount instead of the temperature for calculation of the activation energy. After evaluation of the data, the dependence of the kinetic rate constant on the ratio of microwave output power to sample amount was represented with an exponential equation (6) derived by Ozbek and Dadali [23]:

$$
\begin{equation*}
\mathrm{k}=\mathrm{k}_{0} \exp \left(\frac{-\mathrm{E}_{\mathrm{a}} \cdot \mathrm{~m}}{\mathrm{P}}\right) \tag{6}
\end{equation*}
$$

where k is the drying rate constant obtained by using Midilli model $(1 / \mathrm{min}), \mathrm{k}_{0}$ is the pre-exponential constant $(1 / \mathrm{min}), \mathrm{E}_{\mathrm{a}}$ is the activation energy $(\mathrm{W} / \mathrm{g}), \mathrm{P}$ is the microwave output power ( W ) and $m$ is the mass of raw sample ( g ). The values of k versus m/P shown in Fig. 4 accurately fit to Eq. (6) with coefficient of determination ( $\mathrm{R}^{2}$ ) of 0.9869. Then, $\mathrm{k}_{0}$ and $\mathrm{E}_{\mathrm{a}}$ values were estimated as $0.722(1 / \mathrm{min})$ and $12.834 \mathrm{~W} / \mathrm{g}$.


Fig 4 : The relationship between the values of drying rate constant versus sample amount/power

## IV. CONCLUSION

The drying kinetics of shrimp was investigated in a microwave dryer as a single layer at the drying microwave powers of 200, 300, 400 and 500 W . Based on non-linear regression analysis, the Midilli model was considered adequate to describe the thin-layer drying behavior of shrimp. The drying rate constant increased with increasing microwave power and it followed an Arrhenius relationship. The activation energy for moisture diffusion was found to be $12.834 \mathrm{~W} / \mathrm{g}$.
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Abstract - We consider the third order boundary value problem associated with the differential equation on time scales

$$
y^{\Delta^{3}}=f\left(t, y, y^{\Delta}, y^{\Delta^{2}}\right), t \in\left[t_{1}, \sigma^{3}\left(t_{3}\right)\right]
$$

on time scales satisfying the conditions

$$
y\left(t_{1}\right)=y_{1}, y\left(t_{2}\right)=y_{2}, y\left(\sigma^{3}\left(t_{3}\right)\right)=t_{3}
$$

We establish the solution of the three point boundary value problem on time scales on $\left[t_{1}, \sigma^{3}\left(t_{3}\right)\right]$ by matching solutions on $\left[t_{1}, t_{2}\right]$ with solutions on $\left[t_{2}, \mathbb{R}^{3}\left(t_{3}\right)\right]$.
Keywords and phrases : Time scales, boundary value problem, dynamical equation, matching methods.

## I. INTRODUCTION

In this paper we consider, the existence and uniqueness of solutions of the three point boundary value problems associated with the differential equation on time scales

$$
\begin{equation*}
y^{\Delta^{3}}(t)=f\left(t, y(t), y^{\Delta}(t), y^{\Delta^{2}}(t)\right) \tag{1.1}
\end{equation*}
$$

With

$$
\begin{equation*}
y\left(t_{1}\right)=y_{1}, y\left(t_{2}\right)=y_{2}, y\left(\sigma^{3}\left(t_{3}\right)\right)=y_{3} \tag{1.2}
\end{equation*}
$$

where $\mathrm{f} \in \mathrm{C}_{\mathrm{rd}}\left[\left[\mathrm{t}_{1}, \sigma^{3}\left(\mathrm{t}_{3}\right)\right] \times \mathbb{R}^{3}, \mathbb{R}\right]$ and we assume through out that solutions of initial value problems associated with (1.1) exist, are unique and extend through out a fixed interval of $\mathbb{R}$. A monotonicity restriction on $f$ assumes that the two point boundary value problem for (1.1) satisfying any one of

$$
\begin{gather*}
y\left(t_{1}\right)=y_{1}, y\left(t_{2}\right)=y_{2}, y^{\Delta}\left(t_{2}\right)=m  \tag{1.3}\\
y\left(t_{1}\right)=y_{1}, y\left(t_{2}\right)=y_{2}, y^{\Delta^{2}}\left(t_{2}\right)=m  \tag{1.4}\\
y\left(t_{2}\right)=y_{2}, y^{\Delta}\left(t_{2}\right)=m, y\left(\sigma^{3}\left(t_{3}\right)\right)=y_{3} \tag{1.5}
\end{gather*}
$$

or

[^11]\[

$$
\begin{equation*}
y\left(t_{2}\right)=y_{2}, y^{\Delta^{2}}\left(t_{2}\right)=m, y\left(\sigma^{3}\left(t_{3}\right)\right)=y_{3} \tag{1.6}
\end{equation*}
$$

\]

have at most one solution and with added hypothesis, a unique solution of the three point boundary value problem (1.1), (1.2) is constructed by using differential inequalities. This is acheived by matching solutions of the boundary value problem (1.1), (1.3) with solutions of (1.1), (1.5) or solutions of the boundary value problem (1.1), (1.4) with solutions of (1.1), (1.6).

The technique of matching solutions was discussed by Bailey, Shamphine and Waltman [2] to obtain solutions of two-point boundary value problems for the second order equation by matching solutions of initial value problems. Later, many authors like Barr and Sherman [4], Barr and Miletta [3], Das and Lalli [8], Henderson [10, 11], Henderson and Taunton [13], Lakshmikantham and Murty [16], Moorti and Garner [17], Rao, Murty and Rao [18] have used this technique and obtained solutions three point bound-ary value problems by matching solutions of two two-point boundary value problems for ordinary differential equations. Henderson and Prasad [12] and Eggensperger, Kaufmann and Kasmatov [9] obtained solutions of three point boundary value problems using matching methods for boundary value problems on time scales.

In this paper, we are concerned with the existence and uniqueness of solutions of three point boundary value problems for a differential equation on time scales using differential inequalities. We state some basic definitions of time scales for ready reference.

Definition 1.1. A nonempty closed subset of $\mathbb{R}$ is called a time scale. It is denoted by $\mathbb{T}$. By an interval we mean the intersection of the given interval with a time scale. For $\mathrm{t}<$ $\sup \mathbb{T}$ and $r>\inf \mathbb{T}$, define the forward jump operator, $\sigma$ and backward jump operator, $\rho$, respectively, by

$$
\begin{aligned}
& \sigma(t)=\inf \{s \in \mathbb{T}: s>t\} \in \mathbb{T} \\
& \rho(r)=\sup \{s \in \mathbb{T}: s<r\} \in \mathbb{T}
\end{aligned}
$$

for all t , $\mathrm{r} \in \mathbb{T}$. If $\sigma(\mathrm{t})=\mathrm{t}$, t is said to be right dense, (otherwise t is said to be right scattered) and if $\rho(\mathrm{r})=\mathrm{r}, \mathrm{r}$ is said to be left dense, (otherwise r is said to be left scattered).

Definition 1.2. For $x: \mathbb{T} \rightarrow \mathbb{R}$ and $\mathrm{t} \in \mathbb{T}$ (if $\mathrm{t}=\sup \mathbb{T}$, assume t is not left scattered), define the delta derivative of $x(\mathrm{t})$, denoted by $x^{\Delta}(\mathrm{t})$, to be the number(when it exists), with the property that, for any $\epsilon>0$, there is a neighborhood $U$ of $t$ such that

$$
\left|[x(\sigma(t))-x(s)]-x^{\Delta}(t)[\sigma(t)-s]\right| \leq \epsilon|\sigma(t)-s|,
$$

for all $\mathrm{s} \in \mathrm{U}$.
If $x$ is delta differentiable for every $\mathrm{t} \in \mathbb{T}$; we say that $x: \mathbb{T} \rightarrow \mathbb{R}$ is delta differentiable on $\mathbb{T}$.

Definition 1.3. If the time scale $\mathbb{T}$ has a maximal element which is also left scattered, that point is called a degenerate point. Any subset of non- degenerate points of $\mathbb{T}$ is denoted by $\mathbb{T}^{k}$.

Definition 1.4. A function $x: \mathbb{T} \rightarrow \mathbb{R}$ is right dense continuous (rd- continuous) if it is continuous at every right dense point $t \in \mathbb{T}$ and its left hand limit exists at each left dense point $\mathrm{t} \in \mathbb{T}$.

The forward jump operator $\sigma: \mathbb{T} \rightarrow \mathbb{R}$ is right dense continuous and more generally if $x$ : $\mathbb{T} \rightarrow \mathbb{R}$ is continuous, then $x(\sigma): \mathbb{T} \rightarrow \mathbb{R}$ is right dense continuous. moreover, we say that $f$ is delta differentiable on $\mathbb{T}^{k}$ provided $f^{\Delta}(\mathrm{t})$ exists for all $\mathrm{t} \in \mathbb{T}^{k}$ : The function $f^{\Delta}: \mathbb{T}^{k}$ $\rightarrow \mathbb{R}$ is then called the delta derivative of f on $\mathbb{T}^{k}$.

Definition 1.5. A function $\mathbb{F}: \mathbb{T}^{k} \rightarrow \mathbb{R}$ is called an antiderivative of $f: \mathbb{T}^{k} \rightarrow \mathbb{R}$ provided $\mathbb{F}^{\Delta}(\mathrm{t})=f(\mathrm{t})$ holds for all $\mathrm{t} \in \mathbb{T}^{k}$. We then define the integral of $f$ by

$$
\int_{a}^{t} f(s) \Delta s=F(t)-F(a)
$$

Definition 1.6. The point $\mathrm{t}_{0}$ is a generalized zero of the function $y(\mathrm{t})$ if either $y\left(\mathrm{t}_{0}\right)=0$ or $y\left(\mathrm{t}_{0}\right) y\left(\sigma\left(\mathrm{t}_{0}\right)\right)<0$.

Theorem 1.1. Mean value theorem: if $y: \mathbb{T} \rightarrow \mathbb{R}$ is continuous and $y(\mathrm{t})$ has generalized zeros at a and b , then there exists $p \in[\mathrm{a}, \mathrm{b}]$ such that $y^{\Delta}$ has a generalized zero at $p$.

Proof. We refer to Bohner and Eloe [5].

## II. Differential Inequalities

In this section, we develop the theory of differential inequalities on time scales associated with the second order differential equation

$$
\begin{equation*}
y^{\Delta^{2}}(t)=f\left(t, y(t), y^{\Delta}(t)\right) \tag{2.1}
\end{equation*}
$$

For this, we need the following set.
Definition 2.1. Let $y \in \mathrm{C}_{r^{d}}^{2}\left[\left[\mathrm{t}_{1}, \sigma^{2}\left(\mathrm{t}_{2}\right)\right], \mathbb{R}\right]$. We say that a point $\mathrm{t}_{0} \in\left(\mathrm{t}_{1}, \sigma^{2}\left(\mathrm{t}_{2}\right)\right)$ is in the set $\Omega$ if $y\left(\mathrm{t}_{0}\right) \leq 0$ and $y^{\Delta}$ has a generalized zero at $\mathrm{t}_{0}$.

Lemma 2.1. Assume that $y \in \mathrm{C}_{\mathrm{rd}}^{2}\left[\left[\mathrm{t}_{1}, \sigma 2\left(\mathrm{t}_{2}\right)\right], \mathbb{R}\right]$ and $y$ has a generalized zero at $\mathrm{t}_{1}$ and suppose that $y^{\Delta 2}\left(\mathrm{t}_{0}\right)<0$ whenever $\mathrm{t}_{0} \in \Omega$. If $y\left(\mathrm{t}_{0}\right) \neq 0$ on $\left[\mathrm{t}_{1}, \sigma^{2}\left(\mathrm{t}_{2}\right)\right)$, then $y^{\Delta}$ has a generalized zero at $\mathrm{t}_{2}$ if and only if $y$ has a generalized zero at $\mathrm{t}_{2}$.
Proof. Suppose that $y$ has a generalized zero at $\mathrm{t}_{2}$ and $y(\mathrm{t}) \neq 0$ on $\left[\mathrm{t}_{1}, \sigma 2\left(\mathrm{t}_{2}\right)\right)$. For the sake of contradiction, we assume that $y^{\Delta}$ has no generalized zero at $t_{2}$. Since $y$ has generalized zeros at $\mathrm{t}_{1}$ and $\mathrm{t}_{2}, y^{\Delta}$ will have a generalized zero at some $r \in\left(\mathrm{t}_{1} ; \sigma 2\left(\mathrm{t}_{2}\right)\right)$ such that $y^{\Delta}$ has no generalized zero in $\left(r, \sigma^{2}\left(\mathrm{t}_{2}\right)\right) \cap \mathbb{T}$. From the definition of generalized zero, we have either $y^{\Delta}(r)=0$ or $y^{\Delta}(r) y^{\Delta}(\sigma(r))<0$. If r is right dense, then $y^{\Delta}(\mathrm{r})=0$ and if r is right scattered, then $y^{\Delta}(r) y^{\Delta}(\sigma(r))<0$. Let $y^{\Delta}(\mathrm{t})=0$ on $\left(r, \sigma^{2}\left(\mathrm{t}_{2}\right)\right] \cap \mathbb{T}$. (otherwise use $-y^{\Delta}(\mathrm{t})$.) Then $0<\int_{r}^{\mathrm{t} 2} y^{\Delta}(\mathrm{t}) \Delta(\mathrm{t})=y\left(\mathrm{t}_{2}\right)-y(r) \leq-y(r)$ which implies $y(r)<0$. Since $y(r)<0, y^{\Delta}$ has a generalized zero at $r$ and hence $r \in \Omega$ which implies by hypothesis that $y^{\Delta 2}(r)<0$. However, if $r$ is right dense (i.e. $\sigma(r)=r$ ), then

$$
y^{\Delta^{2}}(r)=\lim _{t \rightarrow \sigma(r)} \frac{y^{\Delta}(t)}{t-r}>0
$$

and if $r$ is right scattered (i.e. $\sigma(r)>r$ ) then

$$
y^{\Delta^{2}}(r)=\frac{y^{\Delta}(\sigma(r))-y^{\Delta}(r)}{\sigma(r)-r}>0
$$

Thus, in either case, we have obtained $y^{\Delta 2}(r)>0$, which is a contradiction. Thus, $y^{\Delta}$ has a generalized zero at $\mathrm{t}_{2}$. A similar argument holds if $y^{\Delta}$ has a generalized zero at $\mathrm{t}_{2}$.

Lemma 2.2. Assume that $y \in \mathrm{C}_{r d}^{2}\left[\left[\mathrm{t}_{1}, \sigma^{2}\left(\mathrm{t}_{2}\right)\right], \mathrm{R}\right]$ and $y$ has a generalized zero at $\mathrm{t}_{2}$ and further suppose that $y^{\Delta 2}(\mathrm{r})<0$ whenever $r \in \Omega$. If $y(\mathrm{t}) \neq 0$ on $\left[\mathrm{t}_{1}, \sigma^{2}\left(\mathrm{t}_{2}\right)\right)$ then $y^{\Delta}$ has a generalized zero at $t_{1}$ if and only if $y$ has a generalized zero $t_{1}$.

Proof is analogous to the proof of the Lemma 2.1.
Lemma 2.3. If $y(\mathrm{t})$ is any solution of (2.1) such that $y$ has generalized zeros at $\mathrm{t}_{1}$ and $\mathrm{t}_{2}$

Proof. For the sake of contradiction, we assume that $y(\mathrm{t}) \neq 0$ on $\left[\mathrm{t}_{1}, \sigma^{2}\left(\mathrm{t}_{2}\right)\right]$. Since $y(\mathrm{t}) \neq 0$ at any point in $\left(\mathrm{t}_{1}, \sigma^{2}\left(\mathrm{t}_{2}\right)\right), y$ must have a non zero extremum in $\left.\left(\mathrm{t}_{1}, \sigma^{2}\left(\mathrm{t}_{2}\right)\right)=\right) y^{\Delta}$ has a generalized zero at some $\mathrm{t}_{0} \in\left(\mathrm{t}_{1}, \sigma\left(\mathrm{t}_{2}\right)\right)$. i.e. either $y^{\Delta}\left(\mathrm{t}_{0}\right)=0$ or $y^{\Delta}\left(\mathrm{t}_{0}\right) y^{\Delta}\left(\sigma\left(\mathrm{t}_{0}\right)\right)<0$. If $\mathrm{t}_{0}$ is right dense, then $y^{\Delta}(\mathrm{t})=0$
and
if $\mathrm{t}_{0}$ is right scattered, then $y^{\Delta}\left(\mathrm{t}_{0}\right) y^{\Delta}\left(\sigma\left(\mathrm{t}_{0}\right)\right)<0$. Assume with out loss generality that $y^{\Delta}\left(\mathrm{t}_{0}\right)>0$ on $\left(\mathrm{t}_{0}, œ\left(\mathrm{t}_{2}\right)\right]$. Then $0<\int_{\mathrm{t} 0}^{\mathrm{t} 2} y^{\Delta}(\mathrm{t}) \Delta(\mathrm{t})=y\left(\mathrm{t}_{2}\right)-y\left(\mathrm{t}_{0}\right) \leq-y\left(\mathrm{t}_{0}\right)$ which implies $y\left(\mathrm{t}_{0}\right)<0$. Now $y\left(\mathrm{t}_{0}\right)<0$ and $y^{\Delta}\left(\mathrm{t}_{0}\right) \geq 0$ which implies by hypothesis that $y^{\Delta 2}\left(\mathrm{t}_{0}\right)<0$. How ever, if $t_{0}$ is right dense , then

$$
y^{\Delta^{2}}\left(t_{0}\right)=\lim _{t \rightarrow \sigma\left(t_{0}\right)} \frac{y^{\Delta}(t)}{t-t_{0}}>0
$$

and if $\mathrm{t}_{0}$ is right scattered, then

$$
y^{\Delta^{2}}\left(t_{0}\right)=\frac{y^{\Delta}\left(\sigma\left(t_{0}\right)\right)-y^{\Delta}\left(t_{0}\right)}{\sigma\left(t_{0}\right)-t_{0}}>0 .
$$

Hence, a contradiction. Thus, $y(\mathrm{t})=0$ on $\left[\mathrm{t}_{1}, \sigma^{2}\left(\mathrm{t}_{2}\right)\right]$.
Consider the boundary value problem

$$
\begin{align*}
& y^{\Delta^{2}}(t)=f\left(t, y(t), y^{\Delta}(t)\right)  \tag{2.3}\\
& y\left(t_{1}\right)=y_{1}, y\left(\sigma^{2}\left(t_{2}\right)\right)=y_{2}
\end{align*}
$$

Suppose $\Phi(\mathrm{t})$ and $\Psi(\mathrm{t})$ are two solutions of the above boundary value problem. Write $\chi(\mathrm{t})=\Phi(\mathrm{t})-\Psi(\mathrm{t})$. Then

$$
\begin{aligned}
\chi^{\Delta^{2}}(t) & =\Phi^{\Delta^{2}}(t)-\Psi^{\Delta^{2}}(t) \\
& =f\left(t, \Phi(t), \Phi^{\Delta}(t)\right)-f\left(t, \Psi(t), \Psi^{\Delta}(t)\right) \\
& =f\left(t, \chi(t)+\Psi(t), \chi^{\Delta}(t)+\psi^{\Delta}(t)\right)-f\left(t, \Psi(t), \Psi^{\Delta}(t)\right) \\
& =F\left(t, \chi(t), \chi^{\Delta}(t)\right)
\end{aligned}
$$

Clearly $\mathrm{F}(\mathrm{t}, 0,0)=0, \chi\left(\mathrm{t}_{1}\right)=0, \chi\left(\mathrm{t}_{2}\right)=0$. Thus, we have the following theorem.

Theorem 2.1. The boundary value problem

$$
\begin{align*}
& y^{\Delta^{2}}(t)=F\left(t, y(t), y^{\Delta}(t)\right) \\
& y\left(t_{1}\right)=0, y\left(\sigma^{2}\left(t_{2}\right)\right)=0 \tag{2.2}
\end{align*}
$$

where $\mathrm{F}(\mathrm{t}, 0,0)=0$ has only the trivial solution if and only if the following boundary value problem

$$
\begin{align*}
& y^{\Delta^{2}}(t)=f\left(t, y(t), y^{\Delta}(t)\right)  \tag{2.3}\\
& y\left(t_{1}\right)=y_{1}, y\left(\sigma^{2}\left(t_{2}\right)\right)=y_{2}
\end{align*}
$$

has a unique solution.
Proof. Suppose (2.2) has only the trivial solution $\chi(\mathrm{t})$. Then $\chi(\mathrm{t})=0 \forall \mathrm{t} \in\left[\mathrm{t}_{1}, \sigma^{2}\left(\mathrm{t}_{2}\right)\right]$ and hence $\Phi(\mathrm{t})=\Psi(\mathrm{t})$. Conversely, suppose that (2.3) has a unique solution. Then, $\chi(\mathrm{t})$ $=\Phi(\mathrm{t})-\Psi(\mathrm{t})$. Obviously $\chi\left(\mathrm{t}_{1}\right)=\chi\left(\mathrm{t}_{2}\right)=0$ and $\chi^{\Delta 2}(\mathrm{t})=\mathrm{F}\left(\mathrm{t}, \chi(\mathrm{t}), \chi^{\Delta}(\mathrm{t})\right)$ and $\mathrm{F}(\mathrm{t}, 0$, $0)=0$. Hence $\chi(\mathrm{t})$ is the only solution of (2.2). Thus, the proof of the theorem is complete.
We now develop the theory of differential inequalities associated with the third order differential equation. For this, we need the following sets and classes of functions.

Definition 2.2. Let $y \in \mathrm{C}_{\mathrm{rd}}^{3}\left[\left[\mathrm{t}_{1}, \sigma^{3}\left(\mathrm{t}_{3}\right)\right], \mathbb{R}\right]$. We say that a point $\mathrm{t}_{0} \in \Omega_{1}$ if $y\left(\mathrm{t}_{0}\right) \leq 0, y^{\Delta}\left(\mathrm{t}_{0}\right)>$ 0 and $y^{\Delta 2}$ has a generalized zero at $\mathrm{t}_{0}$ for some $\mathrm{t}_{0} \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right]$ and $\mathrm{t}_{0} \in \Omega_{2}$ if $y\left(\mathrm{t}_{0}\right) \geq 0, y^{\Delta}\left(\mathrm{t}_{0}\right)>$ 0 and $y^{\Delta 2}$ has a generalized zero at $\mathrm{t}_{0}$ for some $\mathrm{t}_{0} \in\left[\mathrm{t}_{2}, \sigma^{3}\left(\mathrm{t}_{3}\right)\right]$.
Definition 2.3. We say that a function
$f\left(\mathrm{t}, y(\mathrm{t}), y^{\Delta}(\mathrm{t}), y^{\Delta^{2}}(\mathrm{t})\right) \in \mathbb{C r d}\left[\left[\mathrm{t}_{1}, \sigma^{3}\left(\mathrm{t}_{3}\right)\right] \times \mathbb{R}^{3}, \mathbb{R}\right]$ is in the set $\mathrm{G}_{1}$ if $f\left(\mathrm{t}, y(\mathrm{t}), y^{\Delta}(\mathrm{t}), y^{\Delta 2}(\mathrm{t})\right)$ $\geq 0 \forall \mathrm{t} \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right], f\left(\mathrm{t}, y(\mathrm{t}), y^{\Delta}(\mathrm{t}), y^{\Delta 2}(\mathrm{t})\right)$ is non decreasing in $y$ and strictly increasing in $y^{\Delta}$ and belongs to the set $\mathrm{G}_{2}$ if $f\left(\mathrm{t}, y(\mathrm{t}), y^{\Delta}(\mathrm{t}), y^{\Delta 2}(\mathrm{t})\right) \geq 0 \forall \mathrm{t} \in\left[\mathrm{t}_{2}, \sigma^{3}\left(\mathrm{t}_{3}\right)\right], f\left(\mathrm{t}, y(\mathrm{t}), y^{\Delta}(\mathrm{t})\right.$, $\left.y^{\Delta^{2}}(\mathrm{t})\right)$ is non decreasing in y and strictly increasing in $y^{\Delta}$.

Lemma 2.4. Let $y(\mathrm{t})$ be a solution of (1.1) such that $y$ has generalized zeros at $\mathrm{t}_{1}$ and $\mathrm{t}_{2}$ with $f(\mathrm{t}, 0,0,0)=0$. Further suppose that $y^{\Delta 3}\left(\mathrm{t}_{0}\right)>0$ whenever $\mathrm{t}_{0} \in \Omega_{1}$. If either $y^{\Delta}$ or $y^{\Delta^{2}}$ has a generalized zero at $\mathrm{t}_{2}$, then $y(\mathrm{t})=0$ for all $\mathrm{t} \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right]$.

Proof. We first suppose that $y^{\Delta}$ has a generalized zero at $\mathrm{t}_{2}$. Then we claim that $y^{\Delta 2}$ also has a generalized zero at $\mathrm{t}_{2}$. To the contrary, assume that $y^{\Delta^{2}}$ has no generalized zero at $\mathrm{t}_{2}$. With out loss of generality we can assume that $y^{\Delta 2}(\mathrm{t} 2)<0$. So, $\exists \mathrm{a} q \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right)$ such that $y^{\Delta 2}$ has a generalized zero at $q$ and $y^{\Delta 2}(\mathrm{t})<0 \forall \mathrm{t} \in\left(q, \mathrm{t}_{2}\right]$. Then

$$
0>\int_{t}^{t_{2}} y^{\Delta^{2}}(t) \Delta t=y^{\Delta}\left(t_{2}\right)-y^{\Delta}(t) \geq-y^{\Delta}(t)
$$

which implies $y^{\Delta}(\mathrm{t})>0 \forall \mathrm{t} \in\left(q, \mathrm{t}_{2}\right]$. Since $y^{\Delta 2}(\mathrm{t})<0 \forall \mathrm{t} \in\left(q, \mathrm{t}_{2}\right]$, it follows that $y^{\Delta}(\mathrm{t})$ is decreasing for $\mathrm{t}>q$ and $y^{\Delta}(q)$ is positive. Again $0<\int_{\mathrm{q}}^{\mathrm{t} 2} y^{\Delta}(\mathrm{t}) \Delta \mathrm{t}=y(\mathrm{t} 2)-y(\mathrm{q}) \leq-y(q)$ which implies $y(q)<0$. Thus, $y(q)<0, y^{\Delta}(q)>0$ and $y^{\Delta 2}$ has a generalized zero at $q$, which implies $q \in \Omega_{1}$ which implies by hypothesis that $y^{\Delta 3}(q)>0$.

However, if $q$ is right dense,

$$
y^{\Delta^{3}}(q)=\lim _{t \rightarrow \sigma(q)} \frac{y^{\Delta^{2}}(t)-y^{\Delta^{2}}(q)}{t-q}=\lim _{t \rightarrow \sigma(q)} \frac{y^{\Delta^{2}}(t)}{t-q} \leq 0
$$

and if $q$ is right scattered,

$$
y^{\Delta^{3}}(q)=\frac{y^{\Delta^{2}}(\sigma(q))-y^{\Delta^{2}}(q)}{\sigma(q)-q} \leq 0
$$

Hence, a contradiction.
Thus, $y^{\Delta 2}$ has a generalized zero at $\mathrm{t}_{2}$. Since $y$ has a generalized zero at $\mathrm{t}_{2}, y^{\Delta}$ has a generalized zero at $\mathrm{t}_{2}, y^{\Delta 2}$ has a generalized zero at $\mathrm{t}_{2}$ and $\mathrm{f}(\mathrm{t}, 0,0,0)=0$, it follows that $y(\mathrm{t})=0 \forall \mathrm{t} \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right]$.
Next, we suppose that $y^{\Delta 2}$ has a generalized zero at $\mathrm{t}_{2}$. Then it is claimed that $y^{\Delta}$ has a generalized zero at $t_{2}$. To the contrary, suppose that $y^{\Delta}$ has no generalized zero at $t_{2}$. With out loss of generality we can assume that $y^{\Delta}\left(\mathrm{t}_{2}\right)>0$. Since y has generalized zeros at $\mathrm{t}_{1}$ and $\mathrm{t}_{2}$, it follows from mean value theorem that there exists an $\mathrm{r} \in\left(\mathrm{t}_{1}, \mathrm{t}_{2}\right)$ such that $y^{\Delta}$ has a generalized zero at $r$ and $y^{\Delta}$ has no generalized zero in $\left(r, \mathrm{t}_{2}\right)$. Assume without loss of generality that $y^{\Delta}(\mathrm{t})>0$ forall $\mathrm{t} \in\left(r, \mathrm{t}_{2}\right)$. We claim that there exists a $\mathrm{p} \in\left[r, \mathrm{t}_{2}\right)$ such that $y^{\Delta 2}(p)>0$. To the contrary, suppose that $y^{\Delta 2}(p) \leq 0$. Then $0 \geq \int_{\mathrm{r}}^{\mathrm{t}} y^{\Delta 2}(\mathrm{t}) \Delta \mathrm{t}=y^{\Delta}(\mathrm{t})$ $-y^{\Delta}(r) \geq-y^{\Delta}(r)$ which implies $y^{\Delta}(\mathrm{t}) \leq 0 \forall \mathrm{t} \in\left(r, \mathrm{t}_{2}\right)$, which is a contradiction. Hence, the claim. Now, there exists a $q \in\left(p, \mathrm{t}_{2}\right)$ such that $y^{\Delta 2}$ has a generalized zero at $q$ and $y^{\Delta 2}(\mathrm{t})$ $>0$ forall $\mathrm{t} \in(p, q)$. Again $0<\int_{\mathrm{q}}^{\mathrm{t} 2} y^{\Delta}(\mathrm{t}) \Delta \mathrm{t}=y\left(\mathrm{t}_{2}\right)-\mathrm{y}(\mathrm{q}) \geq-y(q)$.

Thus $y(q)<0, y^{\Delta}(q)>0$ and $y^{\Delta 2}$ has a generalized zero at $q$ and hence $q \in \Omega_{1}$ which implies by hypothesis, $y^{\Delta 3}(q)>0$. However, if $q$ is right dense,

$$
y^{\Delta^{3}}(q)=\lim _{t \rightarrow \rho(q)} \frac{y^{\Delta^{2}}(t)-y^{\Delta^{2}}(q)}{t-q}=\lim _{t \rightarrow \rho(q)} \frac{y^{\Delta^{2}}(t)}{t-q} \leq 0
$$

and if $q$ is right scattered,

$$
y^{\Delta^{3}}(q)=\frac{y^{\Delta^{2}}(\rho(q))-y^{\Delta^{2}}(q)}{\rho(q)-q} \leq 0
$$

Hence, a contradiction. Thus $y^{\Delta}$ has a generalized zero at $\mathrm{t}_{2}$. Since $y, y^{\Delta}, y^{\Delta^{2}}$ has generalized zeros at $\mathrm{t}_{2}$ and $f(\mathrm{t}, 0,0,0)=0$, it follows that $y(\mathrm{t})=0 \forall \mathrm{t} \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right]$.
Lemma 2.5. Let $y(\mathrm{t})$ be a solution of (1.1) such that $y$ has a generalized zero at $\mathrm{t}_{1}$ and $\mathrm{t}_{2}$ with $f(\mathrm{t}, 0,0,0)=0$. Further suppose that $y^{\Delta 3}\left(\mathrm{t}_{0}\right)>0$ whenever $\mathrm{t}_{0} \in \Omega_{2}$. If either $y^{\Delta}$ or $y^{\Delta 2}$ has a generalized zero at $\mathrm{t}_{1}$, then $y(\mathrm{t})=0$ for all $\mathrm{t} \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right]$.

Proof. We first suppose that $y^{\Delta}$ has a generalized zero at $\mathrm{t}_{1}$. Then we claim that $y^{\Delta 2}$ also has a generalized zero at $\mathrm{t}_{1}$. To the contrary, assume that $y^{\Delta 2}$ has no generalized zero at $\mathrm{t}_{1}$. With out loss of generality we can assume that $y^{\Delta 2}\left(\mathrm{t}_{1}\right)>0$. So, $\exists$ a $q \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right)$ such that $y^{\Delta 2}$ has a generalized zero at $q$ and $y^{\Delta 2}(\mathrm{t})>0 \forall \mathrm{t} \in\left[\mathrm{t}_{1}, \mathrm{q}\right)$. Then

$$
0<\int_{t_{1}}^{t} y^{\Delta^{2}}(t) \Delta t=y^{\Delta}(t)-y^{\Delta}\left(t_{1}\right) \leq y^{\Delta}(t)
$$

which implies $y^{\Delta}(\mathrm{t})>0 \forall \mathrm{t} \in\left[\mathrm{t}_{1}, q\right)$. Since $y^{\Delta \Delta}(\mathrm{t})>0 \forall \mathrm{t} \in\left[\mathrm{t}_{1}, q\right)$, it follows that $y^{\Delta}(\mathrm{t})$ is decreasing for $\mathrm{t}<q$ and $y^{\Delta}(\mathrm{t})$ is positive. Again $0<\int_{\mathrm{t} 1}^{\mathrm{q}} y^{\Delta}(\mathrm{t}) \Delta \mathrm{t}=y(q)-y\left(\mathrm{t}_{1}\right) \leq y(q)$ which implies $y(q)>0$. Thus, $y(q)>0, y^{\Delta}(q)>0$ and $y^{\Delta 2}$ has a generalized zero at $q$, which implies $q \in \Omega_{2}$ which implies by hypothesis that $y^{\Delta 3}(q)>0$.
However, if $q$ is right dense,

$$
y^{\Delta^{3}}(q)=\lim _{t \rightarrow \rho(q)} \frac{y^{\Delta^{2}}(t)-y^{\Delta^{2}}(q)}{t-q}=\lim _{t \rightarrow \rho(q)} \frac{y^{\Delta^{2}}(t)}{t-q} \leq 0
$$

and if $q$ is right scattered,

$$
y^{\Delta^{3}}(q)=\frac{y^{\Delta^{2}}(\rho(q))-y^{\Delta^{2}}(q)}{\rho(q)-q} \leq 0
$$

Hence, a contradiction. Thus, $y^{\Delta 2}$ has a generalized zero at $t_{1}$. Since $y$ has a generalized zero at $\mathrm{t}_{1}, y^{\Delta}$ has a generalized zero at $\mathrm{t}_{1}, y^{\Delta 2}$ has a generalized zero at $\mathrm{t}_{1}$ and $f(\mathrm{t}, 0,0,0)$ $=0$, it follows that $y(\mathrm{t})=0 \forall \mathrm{t} \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right]$. Next, we suppose that $y^{\Delta 2}$ has a generalized zero at $\mathrm{t}_{1}$. Then it is claimed that $y^{\Delta}$ has a generalized zero at $\mathrm{t}_{1}$. To the contrary, suppose that $y^{\Delta}$ has a generalized zero at $\mathrm{t}_{1}$. With out loss of generality we can assume that $y^{\Delta}\left(\mathrm{t}_{1}\right)$ $>0$. Since $y$ has generalized zeros at $\mathrm{t}_{1}$ and $\mathrm{t}_{2}$, it follows from mean value theorem that there exists an $r \in\left(\mathrm{t}_{1}, \mathrm{t}_{2}\right)$ such that $y^{\Delta}$ has a generalized zero at $r$ and $y^{\Delta}$ has no generalized zero in $\left[\mathrm{t}_{1}, r\right)$. Assume with out loss of generality that $y^{\Delta}(\mathrm{t})>0$ forall $\mathrm{t} 2\left[\mathrm{t}_{1}\right.$, $r)$. We claim that $\exists$ a $p \in\left[\mathrm{t}_{1}, r\right)$ such that $y^{\Delta 2}(\mathrm{p})<0$. To the contrary, suppose that $y^{\Delta 2}(p) \geq 0$. Then

$$
0 \leq \int_{t}^{r} y^{\Delta^{2}}(t) \Delta t=y^{\Delta}(r)-y^{\Delta}(t) \leq-y^{\Delta}(t)
$$

which implies $y^{\Delta}(\mathrm{t}) \leq 0 \forall \mathrm{t} \in\left[\mathrm{t}_{1}, r\right)$, which is a contradiction. Hence, the claim. Now, $\exists$ a $q$ $\in\left[\mathrm{t}_{1}, p\right)$ such that $y^{\Delta 2}$ has a generalized zero at $q$ and $y^{\Delta 2}(\mathrm{t})<0 \forall \mathrm{t} \in(q, p)$. Again

$$
0<\int_{t_{1}}^{q} y^{\Delta}(t) \Delta t=y(q)-y\left(t_{1}\right) \leq y(q)
$$

Thus $y(q)>0, y^{\Delta}(q)>0$ and $y^{\Delta 2}$ has a generalized zero at $q$ and hence $q \in \Omega_{2}$, which implies by hypothesis that $y^{\Delta 3}(q)>0$. However, if $q$ is right dense,

$$
y^{\Delta^{3}}(q)=\lim _{t \rightarrow \sigma(q)} \frac{y^{\Delta^{2}}(t)-y^{\Delta^{2}}(q)}{t-q}=\lim _{t \rightarrow \sigma(q)} \frac{y^{\Delta^{2}}(t)}{t-q} \leq 0
$$

and if $q$ is right scattered,

$$
y^{\Delta^{3}}(q)=\frac{y^{\Delta^{2}}(\sigma(q))-y^{\Delta^{2}}(q)}{\sigma(q)-q} \leq 0
$$

Hence, a contradiction. Thus $y^{\Delta}$ has a generalized zero at $\mathrm{t}_{1}$. Since $y, y^{\Delta}, y^{\Delta 2}$ has generalized zeros at $\mathrm{t}_{1}$ and $f(\mathrm{t}, 0,0,0)=0$, it follows that $y(\mathrm{t})=0$ forall $\mathrm{t} \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right]$.

Lemma 2.6. Let $y(\mathrm{t})$ be a solution of (1.1) such that $y$ has a generalized zero at $\mathrm{t}_{2}$ and $\mathrm{t}_{3}$ with $f(\mathrm{t}, 0,0,0)=0$. Further suppose that $y^{\Delta 3}\left(\mathrm{t}_{0}\right)>0$ whenever $\mathrm{t}_{0} \in \Omega_{2}$. If either $y^{\Delta}$ or $y^{\Delta 2}$ has a generalized zero at $\mathrm{t}_{2}$, then $y(\mathrm{t})=0$ for all $\mathrm{t} \in\left[\mathrm{t}_{2}, \sigma^{3}\left(\mathrm{t}_{3}\right)\right]$.

Lemma 2.7. Let $y(\mathrm{t}) \in \mathrm{C}^{3}{ }_{r d}\left[\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right], \mathbb{R}\right] \ni y$ has generalized zeros at $\mathrm{t}_{1}$ and $\mathrm{t}_{2}, y^{\Delta 3}\left(\mathrm{t}_{0}\right)>0$ for some $\mathrm{t}_{0} \in \Omega_{1}$ and either $y^{\Delta}\left(\mathrm{t}_{2}\right)<0$ or $y^{\Delta 2}\left(\mathrm{t}_{2}\right)<0$. Then, $\exists$ a $p \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right)$ such that $y^{\Delta}$ has a generalized zero at $p$ and $y^{\Delta}(\mathrm{t})<0$ on $\left(p, \mathrm{t}_{2}\right]$ and $y(\mathrm{t})>0$ on $\left[p, \mathrm{t}_{2}\right)$.

Proof. We first suppose that $y^{\Delta 2}\left(\mathrm{t}_{2}\right)<0$. Then, there exists a $q \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right)$ such that $y^{\Delta 2}$ has a generalized zero at $q$ and $y^{\Delta^{2}}(\mathrm{t})<0 \forall \mathrm{t} \in\left(q, \mathrm{t}_{2}\right]$. We first claim that $y^{\Delta}(\mathrm{t})<0 \forall \mathrm{t} \in\left[q, \mathrm{t}_{2}\right]$. To the contrary, suppose that $y^{\Delta}(\mathrm{t})>0 \forall \mathrm{t} \in\left[q, \mathrm{t}_{2}\right]$. Then $0<\int_{\mathrm{q}}^{\mathrm{t}} y^{\Delta}(\mathrm{t}) \Delta \mathrm{t}=y\left(\mathrm{t}_{2}\right)-y(q)$ $\leq-y(q)$ which implies $y(q)<0$. Thus $y(q)<0, y^{\Delta}(q)>0$ and $y^{\Delta 2}$ has a generalized zero at $q$ and hence $q \in \Omega_{1}$, implies by hypothesis that $y^{\Delta 3}(q)>0$.
However, if $q$ is right dense, then

$$
y^{\Delta^{3}}(q)=\lim _{t \rightarrow \sigma(q)} \frac{y^{\Delta^{2}}(t)-y^{\Delta^{2}}(q)}{t-q} \leq 0
$$

and if $q$ is right scattered, then

$$
y^{\Delta^{3}}(q)=\frac{y^{\Delta^{2}}(\sigma(q))-y^{\Delta^{2}}(q)}{\sigma(q)-q} \leq 0
$$

which is a contradiction.Hence, $y^{\Delta}(\mathrm{t}) \leq 0$ forall $\mathrm{t} \in\left[q, \mathrm{t}_{2}\right)$. therefore there exists $a p \in[q$, $\mathrm{t}_{2}$ ) such that $y^{\Delta}$ has a generalized zero at $p$ and $y^{\Delta}(\mathrm{t})<0$ forall $\mathrm{t} \in\left(p, \mathrm{t}_{2}\right]$ which implies 0 $>\int_{\mathrm{t}}^{\mathrm{t} 2} y^{\Delta}(\mathrm{t}) \Delta \mathrm{t}=y\left(\mathrm{t}_{2}\right)-y(\mathrm{t}) \geq-y(\mathrm{t})$ which implies $y(\mathrm{t})<0$ on $\left[p, \mathrm{t}_{2}\right)$. A similar argument holds if $y^{\Delta}\left(\mathrm{t}_{2}\right)<0$.

Lemma 2.8. Let $y(\mathrm{t}) \in \mathrm{C}^{3}{ }_{r \mathrm{~d}}\left[\left[\mathrm{t}_{2}, \sigma^{3}\left(\mathrm{t}_{3}\right)\right], \mathbb{R}\right] \ni y$ has generalized zeros at $\mathrm{t}_{2}$ and $\mathrm{t}_{3}, y^{\Delta 3}\left(\mathrm{t}_{0}\right)>0$ for some $\mathrm{t}_{0} \in \Omega_{2}$ and either $y^{\Delta}\left(\mathrm{t}_{2}\right)>0$ or $y^{\Delta 2}\left(\mathrm{t}_{2}\right)>0$. Then, $\exists a p \in\left(\mathrm{t}_{2}, \sigma^{3}\left(\mathrm{t}_{3}\right)\right]$ such that $y^{\Delta}$ has a generalized zero at $p$ and $y^{\Delta}(\mathrm{t})<0$ on $\left[\mathrm{t}_{2}, p\right)$ and $y(\mathrm{t})<0$ on $\left(\mathrm{t}_{2}, p\right]$.
Proof. We first suppose that $y^{\Delta 2}\left(\mathrm{t}_{2}\right)>0$. Then, there exists a $q \in\left(\mathrm{t}_{2}, \sigma^{3}\left(\mathrm{t}_{3}\right)\right]$ such that $y^{\Delta 2}$ has a generalized zero at $q$ and $y^{\Delta 2}(\mathrm{t})>0$ forall $\mathrm{t} \in\left[\mathrm{t}_{2}, q\right)$. Then it is claimed that $y^{\Delta}(\mathrm{t}) \leq$ 0 forall $\mathrm{t} \in\left(\mathrm{t}_{2}, q\right]$. For the sake of contradiction, we assume that $y^{\Delta}(\mathrm{t})>0 \forall \mathrm{t} \in\left(\mathrm{t}_{2}, q\right]$. Then $0<\int_{\mathrm{t} 2}^{\mathrm{q}} y^{\Delta}(\mathrm{t}) \Delta \mathrm{t}=y(q)-y\left(\mathrm{t}_{2}\right) \leq y(q)$ which implies $y(q)>0$. Thus $y(\mathrm{q})>0, y^{\Delta}(q)>$ 0 and $y^{\Delta 2}$ has a generalized zero at $q$ and hence $q \in \Omega_{2}$, implies by hypothesis that $y^{\Delta 3}(q)>$ 0.

However, if q is right dense, then

$$
y^{\Delta^{3}}(q)=\lim _{t \rightarrow \rho(q)} \frac{y^{\Delta^{2}}(t)-y^{\Delta^{2}}(q)}{t-q} \leq 0
$$

and if $q$ is right scattered, then

$$
y^{\Delta^{3}}(q)=\frac{y^{\Delta^{2}}(\rho(q))-y^{\Delta^{2}}(q)}{\rho(q)-q} \leq 0
$$

which is a contradiction. Hence, $y^{\Delta}(\mathrm{t}) \leq 0$ forall $\mathrm{t} \in\left(\mathrm{t}_{2}, q\right]$. Therefore there exists a $p \in\left(\mathrm{t}_{2}\right.$, q] such that $y^{\Delta}$ has a generalized zero at p and $y^{\Delta}(\mathrm{t})<0$ forall $\mathrm{t} \in\left[\mathrm{t}_{2}, p\right)$ which implies $0>$ $\int_{\mathrm{t} 2}^{\mathrm{t}} y^{\Delta}(\mathrm{t}) \Delta \mathrm{t}=y(\mathrm{t})-y\left(\mathrm{t}_{2}\right) \geq y(\mathrm{t})$ which implies $y(\mathrm{t})<0$ on $\left(\mathrm{t}_{2}, p\right]$. A similar argument holds if $y^{\Delta}\left(\mathrm{t}_{2}\right)>0$.

## iiI. MAIN RESULT

In this section we establish existence and uniqueness of solutions (1.1),(1.2). We first show that there exists at most one solution to (1.1) satisfying one of (1.3), (1.4) ,(1.5) or (1.6).
Lemma 3.1. Assume that $f \in \mathrm{C}_{\mathrm{rd}}\left[\left[\mathrm{t}_{1}, \sigma^{3}\left(\mathrm{t}_{3}\right)\right] \times \mathbb{R}_{3}, \mathbb{R}\right]$ and let $f \in \mathrm{G}_{1}, \mathrm{f}_{2} \mathrm{G}_{2}$.
Assume that when $\mathrm{u}_{1} \leq \mathrm{u}_{2}, \mathrm{v}_{1}>\mathrm{v}_{2}$ and $\mathrm{w}_{1}=\mathrm{w}_{2}$, then $f\left(\mathrm{t}, \mathrm{u}_{1}, \mathrm{v}_{1}, \mathrm{w}_{1}\right)-f\left(\mathrm{t}, \mathrm{u}_{2}, \mathrm{v}_{2}, \mathrm{w}_{2}\right) \geq 0 \forall$ $t \in\left[t_{1}, t_{2}\right)$.
Also assume that when $\mathrm{u}_{1} \geq \mathrm{u}_{2}, \mathrm{v}_{1}>\mathrm{v}_{2}$ and $\mathrm{w}_{1}=\mathrm{w}_{2}$, then $f\left(\mathrm{t}, \mathrm{u}_{1}, \mathrm{v}_{1}, \mathrm{w}_{1}\right)-f\left(\mathrm{t}, \mathrm{u}_{2}, \mathrm{v}_{2}, \mathrm{w}_{2}\right) \geq$ $0 \forall \mathrm{t} \in\left(\mathrm{t}_{2}, \sigma^{3}\left(\mathrm{t}_{3}\right)\right]$.

Then for each $m \in \mathbb{R}, \exists$ at most one solution to (1.1) satisfying one of (1.3), (1.4), (1.5) or (1.6).
Proof. The proof of (1.1),(1.4) will be given. Similar argument holds for other boundary problems. Suppose that $\Phi(\mathrm{t})$ and $\Psi(\mathrm{t})$ are each solutions of the boundary value problem (1.1),(1.4).

Write $\chi(\mathrm{t})=\Phi(\mathrm{t})-\Psi(\mathrm{t})$.
Clearly $\chi\left(\mathrm{t}_{1}\right)=0, \chi\left(\mathrm{t}_{2}\right)=0$ and $\chi^{\Delta_{2}}\left(\mathrm{t}_{2}\right)=0$.
Hence

$$
\begin{aligned}
\chi^{\Delta^{3}}(t) & =\Phi^{\Delta^{3}}(t)-\Psi^{\Delta^{3}}(t) \\
& =f\left(t, \Phi(t), \Phi^{\Delta}(t), \Phi^{\Delta^{2}}(t)\right)-f\left(t, \Psi(t), \Psi^{\Delta}(t), \Psi^{\Delta^{2}}(t)\right)>0 .
\end{aligned}
$$

Now $\chi(\mathrm{t})$ satisfies the hypothesis of Lemma 2.4.
So, $\chi(\mathrm{t})=0$ or $\Phi(\mathrm{t})=\Psi(\mathrm{t})$.
Theorem 3.1. Assume that
(i) for each $m \in \mathbb{R}, \exists$ solutions for each of the boundary value problem (1.1) satisfying one of (1.3) , (1.4), (1.5) or (1.6).
(ii) $f \in \mathrm{G}_{1}$ and if $\mathrm{u}_{1} \leq \mathrm{u}_{2}, \mathrm{v}_{1}>\mathrm{v}_{2}$ and $\mathrm{w}_{1}=\mathrm{w}_{2}$, then $f\left(\mathrm{t}, \mathrm{u}_{1}, \mathrm{v}_{1}, \mathrm{w}_{1}\right)-f\left(\mathrm{t}, \mathrm{u}_{2}, \mathrm{v}_{2}, \mathrm{w}_{2}\right) \geq$ $0 \forall \mathrm{t} \in\left[\mathrm{t}_{1}, \mathrm{t}_{2}\right)$
(iii) $\quad f \in G_{2}$ and if $\mathrm{u}_{1} \geq \mathrm{u}_{2}, \mathrm{v}_{1}>\mathrm{v}_{2}$ and $\mathrm{w}_{1}=\mathrm{w}_{2}$, then $f\left(\mathrm{t}, \mathrm{u}_{1}, \mathrm{v}_{1}, \mathrm{w}_{1}\right)-f\left(\mathrm{t}, \mathrm{u}_{2}, \mathrm{v}_{2}, \mathrm{w}_{2}\right) \geq$ $0 \forall \mathrm{t} \in\left(\mathrm{t}_{2}, \sigma 3\left(\mathrm{t}_{3}\right)\right]$.
Then the boundary value problem (1.1),(1.2) has a unique solution.
Proof. By Lemma 3.1, the solutions of (1.1) satisfying one of (1.3) ,(1.4) ,(1.5) or (1.6), whenever they exists, are unique. Let $\Phi(\mathrm{t}, m)$ denotes the solution of the boundary value problem (1.1), (1.4).
Set $\chi(\mathrm{t})=\Phi\left(\mathrm{t}, m_{1}\right)-\Phi\left(\mathrm{t}, m_{2}\right)$.
Clearly if $m_{2}>m_{1}, \chi\left(\mathrm{t}_{1}\right)=0, \chi\left(\mathrm{t}_{2}\right)=0$, and $\chi^{\Delta 2}\left(\mathrm{t}_{2}\right)=0$. If $\mathrm{t} \in \Omega_{1}$, then $\chi(\mathrm{t}) \leq 0, \chi^{\Delta}(\mathrm{t})$ $>0$ and $\chi^{\Delta 2}(\mathrm{t})$ has a generalized zero at t and hence using (ii),

$$
\begin{aligned}
\chi^{\Delta^{3}}(t)= & f\left(t, \Phi\left(t, m_{1}\right), \Phi^{\Delta}\left(t, m_{1}\right), \Phi^{\Delta^{2}}\left(t, m_{1}\right)\right) \\
& -f\left(t, \Phi\left(t, m_{2}\right), \Phi^{\Delta}\left(t, m_{2}\right), \Phi^{\Delta^{2}}\left(t, m_{2}\right)\right) \geq 0
\end{aligned}
$$

Thus Lemma 2.7 yields $\chi^{\Delta}(\mathrm{t})<0, \mathrm{t} \in\left(p, \mathrm{t}_{2}\right]$. In particular,

$$
\chi^{\Delta}\left(t_{2}\right)=\Phi^{\Delta}\left(t_{2}, m_{1}\right)-\Phi^{\Delta}\left(t_{2}, m_{2}\right)<0 .
$$

Hence, it follows that $\Phi^{\Delta}\left(\mathrm{t}_{2}, m\right)$ is a strictly increasing function of $m$. A similar reasoning given above demonstrates that $\Psi^{\Delta}\left(\mathrm{t}_{2}, m\right)$ is a strictly decreasing function of $m$, where $\Psi(\mathrm{t}, m)$ is the solution of the boundary value problem (1.1),(1.6).

It now follows from the fact that solutions of $(1.1),(1.4)$ and $(1.1),(1.6)$ are unique and the ranges of $\Phi^{\Delta}\left(\mathrm{t}_{2}, m\right)$ and $\Psi^{\Delta}\left(\mathrm{t}_{2}, m\right)$ are the set of all reals, that there exists a unique $m_{0} \in$ $\mathbb{R}$ such that $\Phi^{\Delta}\left(\mathrm{t}_{2}, m_{0}\right)=\Psi^{\Delta}\left(\mathrm{t}_{2}, m_{0}\right)$. Thus $y(\mathrm{t})$ defined by

$$
y(t)= \begin{cases}\Phi(t, m), & \mathrm{t}_{1} \leq \mathrm{t} \leq \mathrm{t}_{2} \\ \Psi(t, m), & \mathrm{t}_{2} \leq \mathrm{t} \leq \sigma^{3}\left(\mathrm{t}_{3}\right)\end{cases}
$$

is a solution of $(1.1),(1.2)$.
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Original research paper: Such papers are reports of high-level significant original research work.
Review papers: These are concise, significant but helpful and decisive topics for young researchers.
Research articles: These are handled with small investigation and applications
Research letters: The letters are small and concise comments on previously published matters.

## 5.STRUCTURE AND FORMAT OF MANUSCRIPT

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words also. Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as follows:

Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and comprise:
(a)Title should be relevant and commensurate with the theme of the paper.
(b) A brief Summary, "Abstract" (less than 150 words) containing the major results and conclusions.
(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus.
(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared.
(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; sources of information must be given and numerical methods must be specified by reference, unless non-standard.
(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to have adequate numerical treatments of the data will be returned un-refereed;
(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing.
(h) Brief Acknowledgements.
(i) References in the proper form.

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial correction.

The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness.

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines.

## Format

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, that manuscripts should be professionally edited.

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. Statistics and measurements should at all times be given in figures, e.g. 16 min , except for when the number begins a sentence. When the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater.

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed by the conventional abbreviation in parentheses.

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 1.4 I rather than $1.4 \times 10-3 \mathrm{~m} 3$, or 4 mm somewhat than $4 \times 10-3 \mathrm{~m}$. Chemical formula and solutions must identify the form used, e.g. anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear.

## Structure

All manuscripts submitted to Global Journals Inc. (US), ought to include:

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the email address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining and indexing.

## Abstract, used in Original Papers and Reviews:

## Optimizing Abstract for Search Engines

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most public part of your paper.

## Key Words

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and Internet resources.

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible keywords and phrases to try.

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses "operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing research paper are very helpful guideline of research paper.

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as possible about keyword search:

- One should start brainstorming lists of possible keywords before even begin searching. Think about the most important concepts related to research work. Ask, "What words would a source have to include to be truly valuable in research paper?" Then consider synonyms for the important words.
- It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most databases, the keywords under which a research paper is abstracted are listed with the paper.
- One should avoid outdated words.

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are bound to improve with experience and time.

Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references.

Acknowledgements: Please make these as concise as possible.

## References

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions will cause delays.

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the Editorial Board.

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not being noticeable.

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management and formatting.

## Tables, Figures and Figure Legends

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used.

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them.

Preparation of Electronic Figures for Publication
Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible).

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: $>650 \mathrm{dpi}$.

Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and return a color work agreement form before your paper can be published.

Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, the first 100 characters of any legend should notify the reader, about the key aspects of the figure.

## 6. AFTER ACCEPTANCE

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the Global Journals Inc. (US).

### 6.1 Proof Corrections

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must therefore be provided for the related author.

Acrobat Reader will be required in order to read this file. This software can be downloaded
(Free of charge) from the following website:
www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for any corrections to be added. Further instructions will be sent with the proof.

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt.
As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please note that the authors are responsible for all statements made in their work, including changes made by the copy editor.

### 6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print)

The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles cannot be cited in the conventional way.

### 6.3 Author Services

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article once it has been accepted - through the production process to publication online and in print. Authors can check the status of their articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is provided when submitting the manuscript.

### 6.4 Author Material Archive Policy

Please note that if not specifically requested, publisher will dispose off hardcopy \& electronic information submitted, after the two months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as possible.

### 6.5 Offprint and Extra Copies

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org .
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various data of that subject. Sometimes, detailed information plays a vital role, instead of short information.
2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. They are here to evaluate your paper. So, present your Best.
3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and automatically you will have your answer.
4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your outline must be related to the topic you have chosen.
5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the supervisor to help you with the alternative. He might also provide you the list of essential readings.
6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious.
7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet.
8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model research paper. From the internet library you can download books. If you have all required books make important reading selecting and analyzing the specified information. Then put together research paper sketch out.
9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth.
10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier.
11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it.
12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and always give an evaluator, what he wants.
13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it either in your computer or in paper. This will help you to not to lose any of your important.
14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those diagrams, which are made by your own to improve readability and understandability of your paper.
15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but if study is relevant to science then use of quotes is not preferable.
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will confuse the evaluator. Avoid the sentences that are incomplete.
17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be possible that evaluator has already seen it or maybe it is outdated version.
18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that suits you choose it and proceed further.
19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your target.
20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use language that is simple and straight forward. put together a neat summary.
21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with records.
22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute will degrade your paper and spoil your work.
23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot.
24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in trouble.
25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.
26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.
27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also improve your memory.
28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have several ideas, which will be helpful for your research.
29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits.
30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their descriptions, and page sequence is maintained.
31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be
sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. Amplification is a billion times of inferior quality than sarcasm.
32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way to put onward earth-shaking thoughts. Give a detailed literary review.
33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples.
34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

## Informal Guidelines of Research Paper Writing

## Key points to remember:

- Submit all work in its final form.
- Write your paper in the form, which is presented in the guidelines using the template.
- Please note the criterion for grading the final paper by peer-reviewers.


## Final Points:

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, submitted in the order listed, each section to start on a new page.

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness of prior workings.

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, and controlled record keeping are the only means to make straightforward the progression.

## General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines.

To make a paper clear

- Adhere to recommended page limits


## Mistakes to evade

Insertion a title at the foot of a page with the subsequent text on the next page

- Separating a table/chart or figure - impound each figure/table to a single page
- Submitting a manuscript with pages out of sequence

In every sections of your document

- Use standard writing style including articles ("a", "the," etc.)
- Keep on paying attention on the research topic of the paper
- Use paragraphs to split each significant point (excluding for the abstract)
- Align the primary line of each section
- Present your points in sound order
- Use present tense to report well accepted
- Use past tense to describe specific results
- Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives
- Shun use of extra pictures - include only those figures essential to presenting results


## Title Page:

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed lines. It should include the name(s) and address (es) of all authors.

## Abstract:

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript-must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references at this point.

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no more than one ruling each.

- Reason of the study - theory, overall issue, purpose
- Fundamental goal
- To the point depiction of the research
- Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results of any numerical analysis should be reported
- Significant conclusions or questions that track from the research(es)

Approach:

- Single section, and succinct
- As a outline of job done, it is always written in past tense
- A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table
- Center on shortening results - bound background information to a verdict or two, if completely necessary
- What you account in an conceptual must be regular with what you reported in the manuscript
- Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) are just as significant in an abstract as they are anywhere else


## Introduction:

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the protocols here. Following approach can create a valuable beginning:

- Explain the value (significance) of the study
- Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its appropriateness from a abstract point of vision as well as point out sensible reasons for using it.
- Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them.
- Very for a short time explain the tentative propose and how it skilled the declared objectives.

Approach:

- Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is done.
- Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a least of four paragraphs.
- Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the whole thing you know about a topic.
- Shape the theory/purpose specifically - do not take a broad view.
- As always, give awareness to spelling, simplicity and correctness of sentences and phrases.


## Procedures (Methods and Materials):

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the whole thing you did, nor is a methods section a set of orders.

Materials:

- Explain materials individually only if the study is so complex that it saves liberty this way.
- Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.
- Do not take in frequently found.
- If use of a definite type of tools.
- Materials may be reported in a part section or else they may be recognized along with your measures.


## Methods:

- Report the method (not particulars of each process that engaged the same methodology)
- Describe the method entirely
- To be succinct, present methods under headings dedicated to specific dealings or groups of measures
- Simplify - details how procedures were completed not how they were exclusively performed on a particular day.
- If well known procedures were used, account the procedure by name, possibly with reference, and that's all.

Approach:

- It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use third person passive voice.
- Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences.

What to keep away from

- Resources and methods are not a set of information.
- Skip all descriptive information and surroundings - save it for the argument.
- Leave out information that is immaterial to a third party.


## Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not be submitted at all except requested by the instructor.

## Content

- Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.
- In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate.
- Present a background, such as by describing the question that was addressed by creation an exacting study.
- Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if appropriate.
- Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. What to stay away from
- Do not discuss or infer your outcome, report surroundings information, or try to explain anything.
- Not at all, take in raw data or intermediate calculations in a research manuscript.
- Do not present the similar data more than once.
- Manuscript should complement any figures or tables, not duplicate the identical information.
- Never confuse figures with tables - there is a difference.

Approach

- As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
- Put figures and tables, appropriately numbered, in order at the end of the report
- If you desire, you may place your figures and tables properly within the text of your results part.

Figures and tables

- If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix materials, such as raw facts
- Despite of position, each figure must be numbered one after the other and complete with subtitle
- In spite of position, each table must be titled, numbered one after the other and complete with heading
- All figure and table must be adequately complete that it could situate on its own, divide from text


## Discussion:

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and generally accepted information, if suitable. The implication of result should be visibly described. Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it drop at that.

- Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."
- Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that you have, and take care of the study as a finished work
- You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea.
- Give details all of your remarks as much as possible, focus on mechanisms.
- Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted.
- Try to present substitute explanations if sensible alternatives be present.
- One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best studies unlock new avenues of study. What questions remain?
- Recommendations for detailed papers will offer supplementary suggestions.

Approach:

- When you refer to information, differentiate data generated by your own studies from available information
- Submit to work done by specific persons (including you) in past tense.
- Submit to generally acknowledged facts and main beliefs in present tense.


## Administration Rules Listed Before <br> Submitting Your Research Paper to Global Journals Inc. (US)
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