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# Abstract - In this work we propose a new approach for investigating the local and global existence of classical solutions of nonlinear parabolic equations This approach gives new results 
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## I. Introduction

In this paper we investigate the Cauchy problem

$$
\begin{gather*}
u_{t}-(\Delta+m) u=\lambda|u|^{p-1} u, \quad t \in[0, \infty), x \in \mathbb{R}^{n}  \tag{1.1}\\
u(0, x)=u_{0}(x), \quad x \in \mathbb{R}^{n} \tag{1.2}
\end{gather*}
$$

where $n \geq 2$ is fixed, $\Delta=\partial_{x_{1}}^{2}+\cdots+\partial_{x_{n}}^{2}, \lambda, m \in \mathbb{R}, p \geq 1, u_{0}(x) \in \mathcal{C}^{2}\left(\mathbb{R}^{n}\right),\left|u_{0}(x)\right| \leq P$, $\left|\left(u_{0}\right)_{x_{i}}(x)\right| \leq P$ for every $i=1,2, \ldots, n$ and for every $x \in \mathbb{R}^{n}, P>0$ is given constant. Here we propose new approach for invetsigating of this problem which gives new results.

The Cauchy problem for the equation (1.1) is investigated by many authors. For instance see [1] and references therein. Obviously the problem for existence of solutions to the Cauchy problem (1.1), (1.2) is connected with the Fujita's exponent, which depends of the dimension $n$ and the values of the parameter $p$. Here we propose new conception about this problem. Our thesis is that this problem depends only of the integral representation for the solutions which is used. In this work we propose new integral representation. Our conception tell us that there are cases in which there is a global existence of solutions under specific set and local existence and blow up under another specific set. We will illustrate our new conception with the following example.

Example. Let $\lambda=-1, p=3, m=0$. Then

$$
u(t, x)=\frac{1}{\sqrt{2}} \frac{1}{\sqrt{t+1}}
$$

is a solution to the problem

$$
\begin{gather*}
u_{t}-\Delta u=-|u|^{2} u, \quad t \in[0, \infty), \quad x \in \mathbb{R}^{n} \\
u(0, x)=\frac{1}{\sqrt{2}}, \quad x \in \mathbb{R}^{n} \tag{1.3}
\end{gather*}
$$

Really, for $u(t, x)=\frac{1}{\sqrt{2}} \frac{1}{\sqrt{t+1}}$ we have

$$
\begin{gathered}
u_{t}=-\frac{1}{2 \sqrt{2}(t+1)^{\frac{3}{2}}} \\
u_{t}-\Delta u=-|u|^{2} u \Longleftrightarrow \\
-\frac{1}{2 \sqrt{2}(t+1)^{\frac{3}{2}}}=-\frac{1}{2(t+1)} \frac{1}{\sqrt{2} \sqrt{t+1}}
\end{gathered}
$$

[^0]This example and our main result we can consider as counter - example of the well known theory.
Our new nice result is due to our new integral representation.
This approach is used for hyperbolic equations in [2].
Our main result is
Theorem 1.1. Let $n \geq 2$ be fixed, $p \geq 1$ be fixed, $P>0$ be fixed, $\lambda, m \in \mathbb{R}$ be fixed, $u_{0}(x) \in \mathcal{C}^{2}\left(\mathbb{R}^{n}\right)$, $\left|u_{0}(x)\right| \leq P,\left|\left(u_{0}\right)_{x_{i}}(x)\right| \leq P$ for every $i=1,2, \ldots, n$ and for every $x \in \mathbb{R}^{n}$. Then the Cauchy problem (1.1), (1.2) has a solution $u \in \mathcal{C}^{1}\left([0, \infty), \mathcal{C}^{2}\left(\mathbb{R}^{n}\right)\right)$.

## II. Proof of Theorem 1.1

Let $\epsilon$ is fixed so that $1>\epsilon>0$. For fixed $P>0$ we choose the constants $A_{i}, i=1,2, \ldots, n$, so that

$$
\begin{align*}
& |\lambda|\left(A_{1} A_{2} \ldots A_{n}\right)^{2} P^{p-1}+(3+|m|)\left(A_{1} A_{2} \ldots A_{n}\right)^{2} \\
& +\left(A_{1} A_{2} \ldots A_{n-1}\right)^{2}+\left(A_{1} A_{2} \ldots A_{n-2} A_{n}\right)^{2}+\cdots+\left(A_{2} A_{3} \ldots A_{n}\right)^{2} \leq(1-\epsilon) \\
& \left(|\lambda|\left(A_{1} A_{2} \cdots A_{j-1} A_{j+1} \cdots A_{n}\right)^{2} P^{p-1}+(4+|m|)\left(A_{1} A_{2} \cdots A_{j-1} A_{j+1} \cdots A_{n}\right)^{2}\right.  \tag{2.1}\\
& \left.+\left(A_{1} A_{2} \cdots A_{j-1} A_{j+1} \cdots A_{n-1}\right)^{2}+\cdots+\left(A_{2} \cdots A_{j-1} A_{j+1} \cdots A_{n}\right)^{2}\right) A_{j} \leq(1-\epsilon) \\
& \forall j=1,2, \ldots, n
\end{align*}
$$

where $A_{0}=A_{n+1}=1$. There exist such constants $A_{1}, A_{2}, \ldots, A_{n}$, for which the inequalities (2.1) are possible. For instance when $1>A_{i}>0$ are enough small, $i=1,2, \ldots, n$.

With $B_{1}$ we will denote the set

$$
B_{1}=\left\{x \in \mathbb{R}^{n}: 0 \leq x_{i} \leq A_{i}, \quad i=1,2, \ldots, n\right\}
$$

Firstly we will prove that the Cauchy problem

$$
\begin{gather*}
u_{t}-(\Delta+m) u=\lambda|u|^{p-1} u, \quad t \in[0,1], x \in B_{1}  \tag{2.2}\\
u(0, x)=u_{0}(x), \quad x \in B_{1} \tag{2.3}
\end{gather*}
$$

has a solution $u$ for which $u \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right)$. For this purpose we will use fixed point arguments. Therefore we have a need to define an operator whose fixed points satisfy the above Cauchy problem.

Our observation is
Lemma 2.1. If $u \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right)$ satisfies the integral equation

$$
\begin{align*}
& \lambda \int_{0}^{t} \int_{x}^{A} \int_{z}^{A}|u|^{p-1} u d s d z d y+m \int_{0}^{t} \int_{x}^{A} \int_{z}^{A} u(y, s) d s d z d y+\sum_{i=1}^{n} \int_{0}^{t} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A} u\left(y, \hat{s}_{i}\right) d \bar{s}_{i} d \bar{z}_{i} d y  \tag{2.4}\\
& -\int_{x}^{A} \int_{z}^{A} u(t, s) d s d z+\int_{x}^{A} \int_{z}^{A} u_{0}(s) d s d z=0, t \in[0,1], x \in B_{1}
\end{align*}
$$

then $u$ is a solution to the Cauchy problem (2.2), (2.3).
Here

$$
\begin{aligned}
& \bar{s}_{i}=\left(s_{1}, \ldots, s_{i-1}, s_{i+1}, \ldots, s_{n}\right), \quad \hat{s}_{i}=\left(s_{1}, \ldots, s_{i-1}, x_{i}, s_{i+1}, \ldots, s_{n}\right) \\
& \int_{x}^{A}=\int_{x_{1}}^{A_{1}} \cdots \int_{x_{n}}^{A_{n}}, \quad \int_{\bar{x}_{i}}^{A}=\int_{x_{1}}^{A_{1}} \cdots \int_{x_{i-1}}^{A_{i-1}} \int_{x_{i+1}}^{A_{i+1}} \cdots \int_{x_{n}}^{A_{n}}
\end{aligned}
$$

Proof. We differentiate in $t$ the equality (2.4) and obtain

$$
\begin{aligned}
& \lambda \int_{x}^{A} \int_{z}^{A}|u|^{p-1} u d s d z+m \int_{x}^{A} \int_{z}^{A} u(t, s) d s d z+\sum_{i=1}^{n} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A} u\left(t, \hat{s}_{i}\right) d \bar{s}_{i} d \bar{z}_{i} \\
& -\int_{x}^{A} \int_{z}^{A} u_{t}(t, s) d s d z=0
\end{aligned}
$$

Now we differentiate twice in $x_{1}$, after which twice in $x_{2}$ and etc. twice in $x_{n}$ and we obtain

$$
u_{t}-(\Delta+m) u=\lambda|u|^{p-1} u
$$

We put $t=0$ in (2.4) and we obtain

$$
-\int_{x}^{A} \int_{z}^{A} u(0, s) d s d z+\int_{x}^{A} \int_{z}^{A} u_{0}(s) d s d z=0
$$

After we differentiate the last equality twice in $x_{1}$, after which twice in $x_{2}$ and etc. twice in $x_{n}$ we obtain

$$
u_{0}(x)=u(0, x)
$$

Consequently $u(t, x)$ is a solution to the Cauchy problem (2.2), (2.3).
The above lemma motivate us to define the integral operator

$$
\begin{aligned}
& L_{11}(u)=u(t, x)+m \int_{0}^{t} \int_{x}^{A} \int_{z}^{A} u(y, s) d s d z d y+\lambda \int_{0}^{t} \int_{x}^{A} \int_{z}^{A}|u|^{p-1} u d s d z d y \\
& +\sum_{i=1}^{n} \int_{0}^{t} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A} u\left(y, \hat{s}_{i}\right) d \bar{s}_{i} d \bar{z}_{i} d y-\int_{x}^{A} \int_{z}^{A}\left(u(t, s)-u_{0}(s)\right) d s d z, \quad t \in[0,1], \quad x \in B_{1} .
\end{aligned}
$$

Our aim is to prove that the operator $L_{11}$ has a fixed point. We will use the following fixed point theorem.

Theorem 2.2. (see [3], Corrolary 2.4, pp. 3231) Let $X$ be a nonempty closed convex subset of a Banach space $Y$. Suppose that $T$ and $S$ map $X$ into $Y$ such that
(i) $S$ is continuous, $S(X)$ resides in a compact subset of $Y$;
(ii) $T: X \longrightarrow Y$ is expansive and onto.

Then there exists a point $x^{\star} \in X$ with $S x^{\star}+T x^{\star}=x^{\star}$.
Here we will use the following definition for expansive operator.
Definition. (see [3], pp. 3230) Let $(X, d)$ be a metric space and $M$ be a subset of $X$. The mapping $T: M \longrightarrow X$ is said to be expansive, if there exists a constant $h>1$ such that

$$
d(T x, T y) \geq h d(x, y) \quad \forall x, y \in M
$$

For this purpose we will use the representation of the operator $L_{11}$ as follows

$$
L_{11}(u)=T_{11}(u)+S_{11}(u)
$$

where

$$
\begin{aligned}
& T_{11}(u)=(1+\epsilon) u(t, x) \\
& S_{11}(u)=-\epsilon u(t, x)+m \int_{0}^{t} \int_{x}^{A} \int_{z}^{A} u(y, s) d s d z d y+\lambda \int_{0}^{t} \int_{x}^{A} \int_{z}^{A}|u|^{p-1} u d s d z d y \\
& +\sum_{i=1}^{n} \int_{0}^{t} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A} u\left(y, \hat{s}_{i}\right) d \bar{s}_{i} d \bar{z}_{i} d y-\int_{x}^{A} \int_{z}^{A}\left(u(t, s)-u_{0}(s)\right) d s d z
\end{aligned}
$$

Also, we define the sets

$$
\begin{aligned}
& M_{11}=\left\{u(t, x) \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right), \quad \max _{t \in[0,1]} \max _{x \in B_{1}}|u(t, x)| \leq P\right. \\
& \left.\max _{t \in[0,1]} \max _{x \in B_{1}}\left|u_{x_{i}}(t, x)\right| \leq P, \quad i=0,1,2, \ldots, n\right\}
\end{aligned}
$$

$$
\begin{aligned}
& N_{11}=\left\{u(t, x) \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right), \quad \max _{t \in[0,1]} \max _{x \in B_{1}}|u(t, x)| \leq(1+\epsilon) P\right. \\
& \left.\max _{t \in[0,1]} \max _{x \in B_{1}}\left|u_{x_{i}}(t, x)\right| \leq(1+\epsilon) P, \quad i=0,1,2, \ldots, n\right\}
\end{aligned}
$$

where $u_{x_{0}}=u_{t}$. In these sets we define a norm as follows

$$
\|u\|_{2}=\sup \left\{|u(t, x)|:(t, x) \in[0,1] \times B_{1}\right\} .
$$

Lemma 2.3. The sets $M_{11}$ and $N_{11}$ are closed, compact and convex spaces in $\mathcal{C}\left([0,1] \times B_{1}\right)$ in the sense of norm $\|\cdot\|_{2}$.

Proof. We will prove our assertion for $M_{11}$.
Let $\left\{u_{n}\right\}$ is a sequence of elements of $M_{11}$ and $u_{n} \longrightarrow_{n \longrightarrow \infty} u$ in the sense of the norm $\|\cdot\|_{2}$.
Evidently $u \in \mathcal{C}\left([0,1] \times B_{1}\right)$ and $|u(t, x)| \leq P$ for every $(t, x) \in[0,1] \times B_{1}$.
We suppose that $u \notin \mathcal{C}^{1}\left([0,1] \times B_{1}\right)$. Then there exists $j \in\{0,1,2, \ldots, n\}$ and $\epsilon>0$ so that for every $\delta_{1}=\delta_{1}(\epsilon)>0$ and $|h|<\delta_{1}, h \neq 0,\left(x_{0}, x_{1}, \ldots, x_{j-1}, x_{j}+h, x_{j+1}, \ldots, x_{n}\right) \in[0,1] \times B_{1}$, we have

$$
\begin{equation*}
\left|\frac{u\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-u\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}\right|>\epsilon \tag{2.5}
\end{equation*}
$$

On the other hand since $u_{n} \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right)$ we have that there exists $\delta_{2}=\delta_{2}(\epsilon)>0$ so that from $|h|<\delta_{2}, h \neq 0,\left(x_{0}, x_{1}, \ldots, x_{j-1}, x_{j}+h, x_{j+1}, \ldots, x_{n}\right) \in[0,1] \times B_{1}$, we have

$$
\begin{equation*}
\left|\frac{u_{n}\left(x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-u_{n}\left(x_{1}, \cdots, x_{n}\right)}{h}\right|<\frac{\epsilon}{3} . \tag{2.6}
\end{equation*}
$$

Also, from $u_{n} \longrightarrow_{n \longrightarrow \infty} u$ in the sense of the norm $\|\cdot\|_{2}$ we have for enough large $n$ and $|h|<$ $\min \left\{\delta_{1}, \delta_{2}\right\}, h \neq 0,\left(x_{0}, x_{1}, x_{2}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right) \in[0,1] \times B_{1}$ that

$$
\begin{equation*}
\left|\frac{u_{n}\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-u_{n}\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}-\frac{u\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-u\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}\right|<\frac{\epsilon}{3} . \tag{2.7}
\end{equation*}
$$

Then from (2.7), (2.6), (2.5) we obtain for $|h|<\min \left\{\delta_{1}, \delta_{2}\right\}, h \neq 0,\left(x_{0}, x_{1}, x_{2}, \cdots, x_{j-1}, x_{j}+\right.$ $\left.h, x_{j+1}, \cdots, x_{n}\right) \in[0,1] \times B_{1}$, for enough large $n$,

$$
\begin{aligned}
& \epsilon<\left|\frac{u\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-u\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}\right| \\
& \leq\left|\frac{u_{n}\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-u_{n}\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}\right| \\
& +\left|\frac{u_{n}\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-u_{n}\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}-\frac{u\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-u\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}\right|<2 \frac{\epsilon}{3},
\end{aligned}
$$

which is a contradiction with our assumption that $u \notin \mathcal{C}^{1}\left([0,1] \times B_{1}\right)$.
Therefore $u \in \mathcal{C}^{1}\left([0,1] \times B_{1}\right)$
We suppose that $u \notin \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right)$. Then there exists $j \in\{1,2, \ldots, n\}$ and $\epsilon_{1}>0$ so that for every $\delta_{3}=\delta_{3}\left(\epsilon_{1}\right)>0$ and $|h|<\delta_{3}, h \neq 0,\left(x_{0}, x_{1}, \ldots, x_{j-1}, x_{j}+h, x_{j+1}, \ldots, x_{n}\right) \in[0,1] \times B_{1}$ we have

$$
\begin{equation*}
\left|\frac{u_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-u_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}\right|>\epsilon_{1} \tag{2.8}
\end{equation*}
$$

On the other hand since $u_{n} \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right)$ we have that there exists $\delta_{4}=\delta_{4}\left(\epsilon_{1}\right)>0$ so that from $|h|<\delta_{2}, h \neq 0,\left(x_{0}, x_{1}, \ldots, x_{j-1}, x_{j}+h, x_{j+1}, \ldots, x_{n}\right) \in[0,1] \times B_{1}$ we have

$$
\begin{equation*}
\left|\frac{\left(u_{n}\right)_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-\left(u_{n}\right)_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}\right|<\frac{\epsilon}{3} \tag{2.9}
\end{equation*}
$$

Also, from $u_{n} \longrightarrow_{n \longrightarrow \infty} u$ in the sense of the norm $\|\cdot\|_{2}$ we have for enough large $n$ and $|h|<$ $\min \left\{\delta_{3}, \delta_{4}\right\}, h \neq 0,\left(x_{1}, x_{2}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right) \in B_{1}$ that

$$
\begin{equation*}
\left|\frac{\left(u_{n}\right)_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-\left(u_{n}\right)_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}-\frac{u_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-u_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}\right|<\frac{\epsilon_{1}}{3} . \tag{2.10}
\end{equation*}
$$

Then from (2.10), (2.9), (2.8) we obtain for $|h|<\min \left\{\delta_{3}, \delta_{4}\right\}, h \neq 0,\left(x_{1}, x_{2}, \cdots, x_{j-1}, x_{j}+\right.$ $\left.h, x_{j+1}, \cdots, x_{n}\right) \in B_{1}$, for enough large $n$,

$$
\begin{aligned}
& \epsilon_{1}<\left|\frac{u_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-u_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}\right| \\
& \leq\left|\frac{\left(u_{n}\right)_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-\left(u_{n}\right)_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}\right| \\
& +\left|\frac{\left(u_{n}\right)_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-\left(u_{n}\right)_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}-\frac{u_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{j-1}, x_{j}+h, x_{j+1}, \cdots, x_{n}\right)-u_{x_{j}}\left(x_{0}, x_{1}, \cdots, x_{n}\right)}{h}\right|<2 \frac{\epsilon_{1}}{3},
\end{aligned}
$$

which is a contradiction with our assumption that $u \notin \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right)$.
Therefore $u \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right)$.
Now we suppose that there exists $j \in\{0,1, \ldots, n\}$ and $(\tilde{t}, \tilde{x}) \in[0,1] \times B_{1}$ so that

$$
\left|u_{x_{j}}(\tilde{t}, \tilde{x})\right|>P .
$$

Then there exists $\epsilon_{2}>0$ so that

$$
\left|u_{x_{j}}(\tilde{t}, \tilde{x})\right| \geq P+\epsilon_{2}
$$

From here there exists $\delta_{5}=\delta_{5}\left(\epsilon_{2}\right)>0$ such that from $|h|<\delta_{5}, h \neq 0,\left(\tilde{t}, \tilde{x}_{1}, \ldots, \tilde{x}_{j-1}, \tilde{x}_{j}+\right.$ $\left.h, \tilde{x}_{j+1}, \ldots \tilde{x}_{n}\right) \in[0,1] \times B_{1}$ we have

$$
\left|\frac{u\left(\tilde{t}, \tilde{x}_{1}, \ldots, \tilde{x}_{j-1}, \tilde{x}_{j}+h, \tilde{x}_{j+1}, \ldots \tilde{x}_{n}\right)-u(\tilde{t}, \tilde{x})}{h}\right| \geq P+\epsilon_{2}
$$

On the other hand, since $u_{n}(\tilde{t}, \tilde{x}) \longrightarrow u(\tilde{t}, \tilde{x})$ in sense of $\|\cdot\|_{2}$, as $n \longrightarrow \infty$, follows that there exists $\delta_{6}=\delta_{6}\left(\epsilon_{2}\right)>0$ so that we have from $|h|<\delta_{6}, h \neq 0,\left(\tilde{t}, \tilde{x}_{1}, \ldots, \tilde{x}_{j-1}, \tilde{x}_{j}+h, \tilde{x}_{j+1}, \ldots \tilde{x}_{n}\right) \in[0,1] \times B_{1}$

$$
\left|\frac{u_{n}\left(\tilde{t}, \tilde{x}_{1}, \ldots, \tilde{x}_{j-1}, \tilde{x}_{j}+h, \tilde{x}_{j+1}, \ldots \tilde{x}_{n}\right)-u_{n}(\tilde{t}, \tilde{x})}{h}-\frac{u\left(\tilde{t}, \tilde{x}_{1}, \ldots, \tilde{x}_{j-1}, \tilde{x}_{j}+h, \tilde{x}_{j+1}, \ldots \tilde{x}_{n}\right)-u(\tilde{t}, \tilde{x})}{h}\right|<\epsilon_{2}
$$

and since $\left|\left(u_{n}\right)_{x_{j}}\right| \leq P$ in $[0,1] \times B_{1}$

$$
\left|\frac{u_{n}\left(\tilde{t}, \tilde{x}_{1}, \ldots, \tilde{x}_{j-1}, \tilde{x}_{j}+h, \tilde{x}_{j+1}, \ldots \tilde{x}_{n}\right)-u_{n}(\tilde{t}, \tilde{x})}{h}\right| \leq P
$$

for enough large $n$. From here, for enough large $n$ and for $|h|<\min \left\{\delta_{5}, \delta_{6}\right\}, h \neq 0,\left(\tilde{t}, \tilde{x}_{1}, \ldots, \tilde{x}_{j-1}, \tilde{x}_{j}+\right.$ $\left.h, \tilde{x}_{j+1}, \ldots \tilde{x}_{n}\right) \in[0,1] \times B_{1}$ we have

$$
\begin{aligned}
& \epsilon_{2}=P+\epsilon_{2}-P \\
& \leq\left|\frac{u\left(\tilde{t}, \tilde{x}_{1}, \ldots, \tilde{x}_{j-1}, \tilde{x}_{j}+h, \tilde{x}_{j+1}, \ldots \tilde{x}_{n}\right)-u(\tilde{t}, \tilde{x})}{h}\right|-\left|\frac{u_{n}\left(\tilde{t}, \tilde{x}_{1}, \ldots, \tilde{x}_{j-1}, \tilde{x}_{j}+h, \tilde{x}_{j+1}, \ldots \tilde{x}_{n}\right)-u_{n}(\tilde{t}, \tilde{x})}{h}\right| \\
& \leq\left|\frac{u\left(\tilde{t}, \tilde{x}_{1}, \ldots, \tilde{x}_{j-1}, \tilde{x}_{j}+h, \tilde{x}_{j+1}, \ldots \tilde{x}_{n}\right)-u(\tilde{t}, \tilde{x})}{h}-\frac{u_{n}\left(\tilde{t}, \tilde{x}_{1}, \ldots, \tilde{x}_{j-1}, \tilde{x}_{j}+h, \tilde{x}_{j+1}, \ldots \tilde{x}_{n}\right)-u_{n}(\tilde{t}, \tilde{x})}{h}\right|<\epsilon_{2},
\end{aligned}
$$

which is a contradiction. Therefore $\left|u_{x_{j}}\right| \leq P$ in $[0,1] \times B_{1}$ for every $j=0,1, \ldots, n$. Consequently $u \in M_{11}$ and $M_{11}$ is closed in $\mathcal{C}\left([0,1] \times B_{1}\right)$ in sense of $\|\cdot\|_{2}$. Using Arzela - Ascoli Theorem the set $M_{11}$ is a compact set in $\mathcal{C}\left([0,1] \times B_{1}\right)$ in sense of $\|\cdot\|_{2}$.

Let now $\lambda \in[0,1]$ is arbitrary chosen and fixed and $u_{1}, u_{2} \in M_{11}$. Then for $(t, x) \in[0,1] \times B_{1}$ we have $\lambda u_{1}(t, x)+(1-\lambda) u_{2}(t, x) \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right)$ and

$$
\begin{aligned}
& \left|u_{i}(t, x)\right| \leq P,\left|u_{i x_{j}}(t, x)\right| \leq P \quad \text { for } \quad j=0,1, \ldots, n, i=1,2 \\
& \left|\lambda u_{1}(t, x)+(1-\lambda) u_{2}(t, x)\right| \leq \lambda\left|u_{1}(t, x)\right|+(1-\lambda)\left|u_{2}(t, x)\right| \leq \lambda P+(1-\lambda) P=P \\
& \left|\lambda u_{1 x_{j}}(t, x)+(1-\lambda) u_{2 x_{j}}(t, x)\right| \leq \lambda\left|u_{1 x_{j}}(t, x)\right|+(1-\lambda)\left|u_{2 x_{j}}(t, x)\right| \leq \lambda P+(1-\lambda) P=P, \quad j=0,1, \ldots, n .
\end{aligned}
$$

Therefore $M_{11}$ is convex.
As in above we can prove that $N_{11}$ is closed, compact and convex in $\mathcal{C}\left([0,1] \times B_{1}\right)$ in sense of $\|\cdot\|_{2}$.
Lemma 2.4. The operator $T_{11}: M_{11} \longrightarrow N_{11}$ is an expansive operator and onto.
Proof. Let $u \in M_{11}$. Then $u \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right)$, from here $(1+\epsilon) u \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right)$, i.e. $T_{11}(u) \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right)$ and $\left|T_{11}(u)\right| \leq(1+\epsilon) P,\left|\left(T_{11}(u)\right)_{x_{i}}\right| \leq(1+\epsilon) P, i=0,1,2, \ldots, n$. Let now $u, v \in M_{11}$. Then we have

$$
\left\|T_{11}(u)-T_{11}(v)\right\|_{2}=(1+\epsilon)\|u-v\|_{2}
$$

From here and above follows that $T_{11}: M_{11} \longrightarrow N_{11}$ is an expansive operator.
Now we will see that $T_{11}: M_{11} \longrightarrow N_{11}$ is onto. Really, let $v \in N_{11}, v \neq 0$. Let also $u=\frac{v}{1+\epsilon}$. From here $\max _{t \in[0,1]} \max _{x \in B_{1}}|u| \leq P, \max _{t \in[0,1]} \max _{x \in B_{1}}\left|u_{x_{i}}\right| \leq P$ for $i=0,1,2, \ldots, n$. Therefore $u \in M_{11}$ and the operator $T_{11}: M_{11} \longrightarrow N_{11}$ is onto.

Lemma 2.5. We have

$$
S_{11}: M_{11} \longrightarrow M_{11}
$$

is continuous.
Proof. Let $u \in M_{11}$ is arbitrary chosen element. Then, using the definition of the operator $S_{11}$, we have

$$
\begin{aligned}
& \left|S_{11}(u)\right| \leq \epsilon|u(t, x)|+|m| \int_{0}^{t} \int_{x}^{A} \int_{z}^{A}|u(y, s)| d s d z d y+|\lambda| \int_{0}^{t} \int_{x}^{A} \int_{z}^{A}|u|^{p} d s d z d y \\
& +\sum_{i=1}^{n} \int_{0}^{t} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A}\left|u\left(y, \hat{s}_{i}\right)\right| d \bar{s}_{i} d \bar{z}_{i} d y+\int_{x}^{A} \int_{z}^{A}\left(|u(t, s)|+\left|u_{0}(s)\right|\right) d s d z \\
& \leq \epsilon P+|m|\left(A_{1} A_{2} \ldots A_{n}\right)^{2} P+|\lambda|\left(A_{1} A_{2} \ldots A_{n}\right)^{2} P^{p}+3\left(A_{1} A_{2} \ldots A_{n}\right)^{2} P \\
& +P\left(\left(A_{1} A_{2} \ldots A_{n-1}\right)^{2}+\left(A_{1} A_{2} \ldots A_{n-2} A_{n}\right)^{2}+\cdots+\left(A_{2} A_{3} \ldots A_{n}\right)^{2}\right) \leq \epsilon P+(1-\epsilon) P=P
\end{aligned}
$$

Also,

$$
\begin{aligned}
& \left(S_{11}(u)\right)_{t}=-\epsilon u_{t}(t, x)+m \int_{x}^{A} \int_{z}^{A} u(t, s) d s d z+\lambda \int_{x}^{A} \int_{z}^{A}|u|^{p-1} u d s d z+\sum_{i=1}^{n} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A} u\left(t, \hat{s}_{i}\right) d \bar{s}_{i} d \bar{z}_{i} \\
& -\int_{x}^{A} \int_{z}^{A} u_{t}(t, s) d s d z
\end{aligned}
$$

Then

$$
\begin{aligned}
& \left|\left(S_{11}(u)\right)_{t}\right| \leq \epsilon\left|u_{t}(t, x)\right|+|m| \int_{x}^{A} \int_{z}^{A}|u(t, s)| d s d z+|\lambda| \int_{x}^{A} \int_{z}^{A}|u|^{p} d s d z \\
& +\sum_{i=1}^{n} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A}\left|u\left(t, \hat{s}_{i}\right)\right| d \bar{s}_{i} d \bar{z}_{i}+\int_{x}^{A} \int_{z}^{A}\left|u_{t}(t, s)\right| d s d z \\
& \leq \epsilon P+|\lambda|\left(A_{1} A_{2} \ldots A_{n}\right)^{2} P^{p}+(2+|m|)\left(A_{1} A_{2} \ldots A_{n}\right)^{2} P \\
& +P\left(\left(A_{1} A_{2} \ldots A_{n-1}\right)^{2}+\left(A_{1} A_{2} \ldots A_{n-2} A_{n}\right)^{2}+\cdots+\left(A_{2} A_{3} \ldots A_{n}\right)^{2}\right) \\
& \leq \epsilon P+(1-\epsilon) P=P .
\end{aligned}
$$

Let now $j=1,2, \cdots, n$, is arbitrary chosen and fixed. Then

$$
\begin{aligned}
& \left(S_{11}(u)\right)_{x_{j}}=-\epsilon u_{x_{j}}(t, x)-m \int_{0}^{t} \int_{\bar{x}_{j}}^{A} \int_{\hat{z}_{j}}^{A} u(y, s) d s d \bar{z}_{j} d y-\lambda \int_{0}^{t} \int_{\bar{x}_{j}}^{A} \int_{\hat{z}_{j}}^{A}|u|^{p-1} u d s d \bar{z}_{j} d y \\
& -\sum_{i=1, i \neq j}^{n} \int_{0}^{t} \int_{\bar{x}_{i_{j}}}^{A} \int_{\hat{\bar{z}}_{i_{j}}}^{A} u\left(y, \hat{s}_{i}\right) d \bar{s}_{i} d \bar{z}_{i} d y+\int_{0}^{t} \int_{\bar{x}_{j}}^{A} \int_{\bar{z}_{j}}^{A} u_{x_{j}}\left(y, \hat{s}_{j}\right) d \bar{s}_{j} d \bar{z}_{j} d y \\
& +\int_{\bar{x}_{j}}^{A} \int_{\hat{z}_{j}}^{A}\left(u\left(t, \hat{s}_{j}\right)-u_{0}\left(\hat{s}_{j}\right)\right) d \hat{s}_{j} d \bar{z}_{j}
\end{aligned}
$$

where

$$
\begin{aligned}
\int_{\bar{x}_{i j}}^{A} & =\int_{x_{1}}^{A_{1}} \cdots \int_{x_{i-1}}^{A_{i-1}} \int_{x_{i+1}}^{A_{i+1}} \cdots \int_{x_{j-1}}^{A_{j-1}} \int_{x_{j+1}}^{A_{j+1}} \cdots \int_{x_{n}}^{A_{n}} \\
\int_{\hat{z}_{j}}^{A} & =\int_{z_{1}}^{A_{1}} \cdots \int_{z_{j-1}}^{A_{j-1}} \int_{x_{j}}^{A_{j}} \int_{z_{j+1}}^{A_{j+1}} \cdots \int_{z_{n}}^{A_{n}}
\end{aligned}
$$

and from here

$$
\begin{aligned}
& \left|\left(S_{11}(u)\right)_{x_{j}}\right| \leq \epsilon\left|u_{x_{j}}(t, x)\right|+|m| \int_{0}^{t} \int_{\bar{x}_{j}}^{A} \int_{\hat{z}_{j}}^{A}|u(y, s)| d s d \bar{z}_{j} d y+|\lambda| \int_{0}^{t} \int_{\bar{x}_{j}}^{A} \int_{\hat{z}_{j}}^{A}|u|^{p} d s d \bar{z}_{j} d y \\
& +\sum_{i=1, i \neq j}^{n} \int_{0}^{t} \int_{\bar{x}_{i j}}^{A} \int_{\hat{z}_{i j}}^{A}\left|u\left(y, \hat{s}_{i}\right)\right| d \bar{s}_{i} d \bar{z}_{i} d y+\int_{0}^{t} \int_{\bar{x}_{j}}^{A} \int_{\bar{z}_{j}}^{A}\left|u_{x_{j}}\left(y, \hat{s}_{j}\right)\right| d \bar{s}_{j} d \bar{z}_{j} d y \\
& +\int_{\bar{x}_{j}}^{A} \int_{\hat{z}_{j}}^{A}\left(\left|u\left(t, \hat{s}_{j}\right)\right|+\left|u_{0}\left(\hat{s}_{j}\right)\right|\right) d \hat{s}_{j} d \bar{z}_{j} \\
& \leq \epsilon P+|\lambda|\left(A_{1} A_{2} \cdots A_{j-1} A_{j+1} \cdots A_{n}\right)^{2} A_{j} P^{p}+(4+|m|)\left(A_{1} A_{2} \cdots A_{j-1} A_{j+1} \cdots A_{n}\right)^{2} A_{j} P \\
& +\left(\left(A_{1} A_{2} \cdots A_{j-1} A_{j+1} \cdots A_{n-1}\right)^{2}+\cdots+\left(A_{2} \cdots A_{j-1} A_{j+1} \cdots A_{n}\right)^{2}\right) A_{j} P \leq \epsilon P+(1-\epsilon) P=P .
\end{aligned}
$$

Consequently

$$
S_{11}: M_{11} \longrightarrow M_{11}
$$

From the above estimates for $\left|S_{11}(u)\right|,\left|\left(S_{11}(u)\right)_{x_{j}}\right|, j=0,1,2, \ldots, n$, follows that if $v_{n} \longrightarrow_{n \longrightarrow \infty} v$ in the sense of the topology of the set $M_{11}, v_{n}, v \in M_{11}$, we have that $S_{11}\left(v_{n}\right) \longrightarrow_{n \longrightarrow \infty} S_{11}(v)$ in the sense of topology of the set $M_{11}$. Therefore the operator $S_{11}: M_{11} \longrightarrow M_{11}$ is a continuous operator.

Using Lemma 2.3, Lemma 2.4, Lemma 2.5 we apply Theorem 2.2 as the operator $S$ in Theorem 2.2 corresponds of $S_{11}$, the operator $T$ in Theorem 2.2 corresponds of $T_{11}$, the set $X$ in Theorem 2.2 corresponds of $M_{11}$ and $Y$ in Theorem 2.2 corresponds of $N_{11}$ and therefore follows that there exists $u^{11} \in M_{11}$ so that $u^{11}=S\left(u^{11}\right)+T\left(u^{11}\right)$, i.e. $u^{11}$ is a fixed point of the operator $L_{11}$. From here and Lemma 2.1 follows that $u^{11}$ is a solution to the Cauchy problem (2.2), (2.3), for which $u^{11} \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{1}\right)\right)$.

Now we define the set

$$
B_{2}=\left\{x \in \mathbb{R}^{n}: A_{1} \leq x_{1} \leq 2 A_{1}, 0 \leq x_{i} \leq A_{i}, \quad i=2, \ldots, n\right\}
$$

the operators

$$
\begin{aligned}
& L_{12}(u)=u(t, x)+m \int_{0}^{t} \int_{x}^{A} \int_{z}^{A} u(y, s) d s d z d y+\lambda \int_{0}^{t} \int_{x}^{A} \int_{z}^{A}|u|^{p-1} u d s d z d y \\
& +\sum_{i=2}^{n} \int_{0}^{t} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A} u\left(y, \hat{s}_{i}\right) d \bar{s}_{i} d \bar{z}_{i} d y \\
& -\int_{x}^{A} \int_{z}^{A}\left(u(t, s)-u^{11}(0, s)\right) d s d z \\
& +\int_{0}^{t} \int_{\bar{x}_{1}}^{A} \int_{\bar{z}_{1}}^{A}\left(u\left(y, x_{1}, s_{2}, \ldots, s_{n}\right)-u^{11}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)+\left(A_{1}-x_{1}\right) u_{x_{1}}^{11}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)\right) d \bar{s}_{1} d \bar{z}_{1} d y, \\
& t \in[0,1], \quad x \in B_{2}, \\
& \quad L_{12}(u)=T_{12}(u)+S_{12}(u),
\end{aligned}
$$

where

$$
\begin{aligned}
& T_{12}(u)=(1+\epsilon) u(t, x), \quad t \in[0,1], x \in B_{2} \\
& S_{12}(u)=-\epsilon u(t, x)+m \int_{0}^{t} \int_{x}^{A} \int_{z}^{A} u(y, s) d s d z d y+\lambda \int_{0}^{t} \int_{x}^{A} \int_{z}^{A}|u|^{p-1} u d s d z d y \\
& +\sum_{i=2}^{n} \int_{0}^{t} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A} u\left(y, \hat{s}_{i}\right) d \bar{s}_{i} d \bar{z}_{i} d y \\
& -\int_{x}^{A} \int_{z}^{A}\left(u(t, s)-u^{11}(0, s)\right) d s d z \\
& +\int_{0}^{t} \int_{\bar{x}_{1}}^{A} \int_{\bar{z}_{1}}^{A}\left(u\left(y, x_{1}, s_{2}, \ldots, s_{n}\right)-u^{11}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)+\left(A_{1}-x_{1}\right) u_{x_{1}}^{11}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)\right) d \bar{s}_{1} d \bar{z}_{1} d y \\
& t \in[0,1], x \in B_{2}
\end{aligned}
$$

the sets

$$
M_{12}=\left\{u(t, x) \in \mathcal{C}^{1}\left([0,1], \mathcal{C}^{2}\left(B_{2}\right)\right), \quad \max _{t \in[0,1]} \max _{x \in B_{2}}|u(t, x)| \leq P\right.
$$

in these sets we define a norm as follows

$$
\|u\|_{2}=\sup \left\{|u(t, x)|:(t, x) \in[0,1] \times B_{2}\right\}
$$

The sets $M_{12}$ and $N_{12}$ are closed, convex and compact in $\mathcal{C}\left([0,1] \times B_{2}\right)$ in sense of $\|\cdot\|_{2}$.
As in above we conclude that there exists $u^{12} \in M_{12}$ so that $L_{12} u^{12}=u^{12}$, i.e. $u^{12}$ is a solution to the Cauchy problem

$$
\begin{aligned}
& u_{t}-(\Delta+m) u=\lambda|u|^{p-1} u, \quad t \in[0,1], x \in B_{2} \\
& u(0, x)=u^{11}(0, x), x \in B_{2}
\end{aligned}
$$

For $u^{12}$ we have

$$
\begin{align*}
& m \int_{0}^{t} \int_{x}^{A} \int_{z}^{A} u^{12}(y, s) d s d z d y+\lambda \int_{0}^{t} \int_{x}^{A} \int_{z}^{A}\left|u^{12}\right|^{p-1} u^{12} d s d z d y \\
& +\sum_{i=2}^{n} \int_{0}^{t} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A} u^{12}\left(y, \hat{s}_{i}\right) d \bar{s}_{i} d \bar{z}_{i} d y \\
& -\int_{x}^{A} \int_{z}^{A}\left(u^{12}(t, s)-u^{11}(0, s)\right) d s d z \\
& +\int_{0}^{t} \int_{\bar{x}_{1}}^{A} \int_{\bar{z}_{1}}^{A}\left(u^{12}\left(y, x_{1}, s_{2}, \ldots, s_{n}\right)-u^{11}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)+\left(A_{1}-x_{1}\right) u_{x_{1}}^{11}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)\right) d \bar{s}_{1} d \bar{z}_{1} d y=0 \tag{2.11}
\end{align*}
$$

Now we put $x_{1}=A_{1}$ in the last equality and we obtain

$$
\int_{0}^{t} \int_{\bar{x}_{1}}^{A} \int_{\bar{z}_{1}}^{A}\left(u^{12}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)-u^{11}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)\right) d \bar{s}_{1} d \bar{z}_{1} d y=0
$$

and we differentiate it in $t$, twice in $x_{2}$ and etc. twice in $x_{n}$ and we obtain

$$
u_{\left.\right|_{x_{1}=A_{1}}}^{12}=u_{\left.\right|_{x_{1}=A_{1}}}^{11} .
$$

Now we differentiate in $x_{1}$ the equality (2.11), after which we put $x_{1}=A_{1}$ and we obtain

$$
\int_{0}^{t} \int_{\bar{x}_{1}}^{A} \int_{\bar{z}_{1}}^{A}\left(u_{x_{1}}^{12}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)-u_{x_{1}}^{11}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)\right) d \bar{s}_{1} d \bar{z}_{1} d y=0
$$

and we differentiate it in $t$, twice in $x_{2}$ and etc. twice in $x_{n}$ and we obtain

$$
\left(u_{x_{1}}^{12}\right)_{\left.\right|_{x_{1}=A_{1}}}=\left(u_{x_{1}}^{11}\right)_{\left.\right|_{x_{1}=A_{1}}} .
$$

Using the equalities

$$
\begin{aligned}
& u_{t}^{11}-(\Delta+m) u^{11}=\lambda\left|u^{11}\right|^{p-1} u^{11}, \quad u_{t}^{12}-(\Delta+m) u^{12}=\lambda\left|u^{12}\right|^{p-1} u^{12} \\
& u_{\left.\right|_{x_{1}=A_{1}} ^{11}}^{11}=u_{\left.\right|_{x_{1}=A_{1}} ^{12}}^{12},\left(u_{x_{1}}^{11}\right)_{\left.\right|_{x_{1}=A_{1}}}=\left(u_{x_{1}}^{12}\right)_{\left.\right|_{x_{1}=A_{1}}}
\end{aligned}
$$

we conclude that

$$
\left(u_{x_{1} x_{1}}^{11}\right)_{\left.\right|_{x_{1}=A_{1}}}=\left.\left(u_{x_{1} x_{1}}^{12}\right)\right|_{x_{1}=A_{1}} .
$$

In this way we obtain that the function

$$
u= \begin{cases}u^{11} & t \in[0,1], 0 \leq x_{1} \leq A_{1}, 0 \leq x_{2} \leq A_{2}, \ldots, 0 \leq x_{n} \leq A_{n} \\ u^{12} & t \in[0,1], A_{1} \leq x_{1} \leq 2 A_{1}, 0 \leq x_{2} \leq A_{2}, \ldots, 0 \leq x_{n} \leq A_{n}\end{cases}
$$

is a solution to the Cauchy problem

$$
\begin{aligned}
& u_{t}-(\Delta+m) u=\lambda|u|^{p-1} u, \quad t \in[0,1], 0 \leq x_{1} \leq 2 A_{1}, 0 \leq x_{2} \leq A_{2}, \ldots, 0 \leq x_{n} \leq A_{n} \\
& u(0, x)=u_{0}(x), 0 \leq x_{1} \leq 2 A_{1}, 0 \leq x_{2} \leq A_{2}, \ldots, 0 \leq x_{n} \leq A_{n}
\end{aligned}
$$

Repeat the above steps in $x_{1}, x_{2}$ and etc. $x_{n}$ we obtain a solution $u_{1}$ to the Cauchy problem (1.1), (1.2) which belongs to the space $\left.\mathcal{C}^{1}([0,1]), \mathcal{C}^{2}\left(\mathbb{R}^{n}\right)\right)$.

Now we consider the Cauchy problem

$$
\begin{align*}
& u_{t}-(\Delta+m) u=\lambda|u|^{p-1} u, \quad t \in[1,2], \quad x \in B_{1} \\
& u(1, x)=u_{1}(1, x), \quad x \in B_{1} \tag{2.12}
\end{align*}
$$

For this purpose we consider the operator

$$
L_{11}^{1}(u)=T_{11}^{1}(u)+S_{11}^{1}(u)
$$

where

$$
\begin{aligned}
& T_{11}^{1}(u)=(1+\epsilon) u(t, x) \\
& S_{11}^{1}(u)=-\epsilon u(t, x)+m \int_{1}^{t} \int_{x}^{A} \int_{z}^{A} u(y, s) d s d z d y+\lambda \int_{1}^{t} \int_{x}^{A} \int_{z}^{A}|u|^{p-1} u d s d z d y \\
& +\sum_{i=1}^{n} \int_{1}^{t} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A} u\left(y, \hat{s}_{i}\right) d \bar{s}_{i} d \bar{z}_{i} d y-\int_{x}^{A} \int_{z}^{A}\left(u(t, s)-u_{1}(1, s)\right) d s d z
\end{aligned}
$$

Also, we define the sets

$$
\begin{gathered}
M_{11}^{1}=\left\{u(t, x) \in \mathcal{C}^{1}\left([1,2], \mathcal{C}^{2}\left(B_{1}\right)\right), \quad \max _{t \in[1,2]} \max _{x \in B_{1}}|u(t, x)| \leq P,\right. \\
\left.\max _{t \in[1,2]} \max _{x \in B_{1}}\left|u_{x_{i}}(t, x)\right| \leq P, \quad i=0,1,2, \ldots, n\right\}, \\
N_{11}^{1}=\left\{u(t, x) \in \mathcal{C}^{1}\left([1,2], \mathcal{C}^{2}\left(B_{1}\right)\right), \quad \max _{t \in[1,2]} \max _{x \in B_{1}}|u(t, x)| \leq(1+\epsilon) P,\right. \\
\left.\max _{t \in[1,2]} \max _{x \in B_{1}}\left|u_{x_{i}}(t, x)\right| \leq(1+\epsilon) P, \quad i=0,1,2, \ldots, n\right\} .
\end{gathered}
$$

In these sets we define a norm as follows

$$
\|u\|_{2}=\sup \left\{|u(t, x)|:(t, x) \in[1,2] \times B_{1}\right\}
$$

these sets are closed, convex and compact in $\mathcal{C}\left([1,2] \times B_{1}\right)$ in sense of $\|\cdot\|$.
As in above we conclude that the problem (2.12) has a solution $u_{1}^{11} \in \mathcal{C}^{1}\left([1,2], \mathcal{C}^{2}\left(B_{1}\right)\right)$.
Now we consider the Cauchy problem

$$
\begin{align*}
& u_{t}-(\Delta+m) u=\lambda|u|^{p-1} u, \quad t \in[1,2], \quad x \in B_{2}, \\
& u(1, x)=u_{1}(1, x)  \tag{2.13}\\
& L_{12}^{1}(u)=u(t, x)+m \int_{1}^{t} \int_{x}^{A} \int_{z}^{A} u(y, s) d s d z d y+\lambda \int_{1}^{t} \int_{x}^{A} \int_{z}^{A}|u|^{p-1} u d s d z d y \\
& +\sum_{i=2}^{n} \int_{1}^{t} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A} u\left(y, \hat{s}_{i}\right) d \bar{s}_{i} d \bar{z}_{i} d y \\
& -\int_{x}^{A} \int_{z}^{A}\left(u(t, s)-u_{1}(1, s)\right) d s d z \\
& +\int_{1}^{t} \int_{\bar{x}_{1}}^{A} \int_{\bar{z}_{1}}^{A}\left(u\left(y, x_{1}, s_{2}, \ldots, s_{n}\right)-u_{1}^{11}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)+\left(A_{1}-x_{1}\right) u_{x_{1}}^{11}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)\right) d \bar{s}_{1} d \bar{z}_{1} d y
\end{align*}
$$

$t \in[1,2], \quad x \in B_{2}$,

$$
L_{12}^{1}(u)=T_{12}^{1}(u)+S_{12}^{1}(u)
$$

where

$$
\begin{aligned}
& T_{12}^{1}(u)=(1+\epsilon) u(t, x), \quad t \in[1,2], x \in B_{2} \\
& S_{12}^{1}(u)=-\epsilon u(t, x)+m \int_{1}^{t} \int_{x}^{A} \int_{z}^{A} u(y, s) d s d z d y+\lambda \int_{1}^{t} \int_{x}^{A} \int_{z}^{A}|u|^{p-1} u d s d z d y \\
& +\sum_{i=2}^{n} \int_{1}^{t} \int_{\bar{x}_{i}}^{A} \int_{\bar{z}_{i}}^{A} u\left(y, \hat{s}_{i}\right) d \bar{s}_{i} d \bar{z}_{i} d y \\
& -\int_{x}^{A} \int_{z}^{A}\left(u(t, s)-u_{1}(1, s)\right) d s d z \\
& +\int_{1}^{t} \int_{\bar{x}_{1}}^{A} \int_{\bar{z}_{1}}^{A}\left(u\left(y, x_{1}, s_{2}, \ldots, s_{n}\right)-u_{1}^{11}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)+\left(A_{1}-x_{1}\right) u_{1_{x_{1}}}^{11}\left(y, A_{1}, s_{2}, \ldots, s_{n}\right)\right) d \bar{s}_{1} d \bar{z}_{1} d y \\
& t \in[1,2], x \in B_{2}
\end{aligned}
$$

the sets

$$
\begin{gathered}
M_{12}^{1}=\left\{u(t, x) \in \mathcal{C}^{1}\left([1,2], \mathcal{C}^{2}\left(B_{2}\right)\right), \quad \max _{t \in[1,2]} \max _{x \in B_{2}}|u(t, x)| \leq P\right. \\
\left.\max _{t \in[1,2]} \max _{x \in B_{2}}\left|u_{x_{i}}(t, x)\right| \leq P, \quad i=0,1,2, \ldots, n\right\} \\
N_{12}^{1}=\left\{u(t, x) \in \mathcal{C}^{1}\left([1,2], \mathcal{C}^{2}\left(B_{2}\right)\right), \quad \max _{t \in[1,2]} \max _{x \in B_{2}}|u(t, x)| \leq(1+\epsilon) P\right. \\
\left.\max _{t \in[1,2]} \max _{x \in B_{2}}\left|u_{x_{i}}(t, x)\right| \leq(1+\epsilon) P, \quad i=0,1,2, \ldots, n\right\}
\end{gathered}
$$

in these sets we define a norm as follows

$$
\|u\|_{2}=\sup \left\{|u(t, x)|:(t, x) \in[1,2] \times B_{2}\right\}
$$

The sets $M_{12}^{1}$ and $N_{12}^{1}$ are closed, convex and compact in $\mathcal{C}\left([1,2] \times B_{2}\right)$ in sense of $\|\cdot\|_{2}$. As in the step 1 we conclude that the problem $(2.13)$ has a solution $u_{1}^{12} \in \mathcal{C}^{1}\left([1,2], \mathcal{C}^{2}\left(B_{2}\right)\right)$.

Since $u_{1}^{12}(1, x)=u_{1}(1, x)$ for $x \in B_{2}$ and $u_{1}^{11}(1, x)=u_{1}(1, x)$ for $x \in B_{1}$ we have that

$$
\begin{aligned}
& \left.u_{1}^{12}\right|_{t=1, x_{1}=A_{1}}=u_{\left.\right|_{t=1, x_{1}=A_{1}}} \\
& \left(u_{1}^{12}\right)_{\left.x_{1}\right|_{t=1, x_{1}=A_{1}}}=\left(u_{1}\right)_{\left.x_{1}\right|_{t=1, x_{1}=A_{1}}}
\end{aligned}
$$

$$
\begin{align*}
& \left(u_{1}^{12}\right)_{\left.x_{1} x_{1}\right|_{t=1, x_{1}=A_{1}}}=\left(u_{1}\right)_{\left.x_{1} x_{1}\right|_{t=1, x_{1}=A_{1}}},  \tag{2.14}\\
& \left.u_{1}^{11}\right|_{t=1, x_{1}=A_{1}}=u_{1_{t=1, x_{1}=A_{1}}}, \\
& \left(u_{1}^{11}\right)_{\left.x_{1}\right|_{t=1, x_{1}=A_{1}}}=\left(u_{1}\right)_{\left.x_{1}\right|_{t=1, x_{1}=A_{1}}}, \\
& \left(u_{1}^{11}\right)_{\left.x_{1} x_{1}\right|_{t=1, x_{1}=A_{1}}}=\left(u_{1}\right)_{\left.x_{1} x_{1}\right|_{t=1, x_{1}=A_{1}}},
\end{align*}
$$

## $\mathrm{N}_{\text {otes }}$

as in the case $t \in[0,1]$ we have

$$
\begin{align*}
& \left.u_{1}^{12}\right|_{x_{1}=A_{1}}=u_{\left.1\right|_{x_{1}=A_{1}} ^{11}}^{1} \\
& \left(u_{1}^{12}\right)_{\left.x_{1}\right|_{x_{1}=A_{1}}}=\left(u_{1}^{11}\right)_{\left.x_{1}\right|_{x_{1}=A_{1}}},  \tag{2.15}\\
& \left(u_{1}^{12}\right)_{\left.x_{1} x_{1}\right|_{x_{1}=A_{1}}}=\left(u_{1}^{11}\right)_{\left.x_{1} x_{1}\right|_{x_{1}=A_{1}}}
\end{align*}
$$

for $t \in[1,2]$ and etc. In this way we obtain a solution $u_{2} \in \mathcal{C}^{1}\left([1,2], \mathcal{C}^{2}\left(\mathbb{R}^{n}\right)\right)$ to the Cauchy problem

$$
\begin{aligned}
& u_{t}-(\Delta+m) u=\lambda|u|^{p-1} u, \quad t \in[1,2], x \in \mathbb{R}^{n} \\
& u(1, x)=u_{1}(1, x), \quad x \in \mathbb{R}^{n}
\end{aligned}
$$

Using reasonings as $(2.14),(2.15)$ we have that

$$
\begin{cases}u_{1} & t \in[0,1], x \in \mathbb{R}^{n} \\ u_{2} & t \in[1,2], x \in \mathbb{R}^{n}\end{cases}
$$

is a solution to the Cauchy problem

$$
\begin{aligned}
& u_{t}-(\Delta+m) u=\lambda|u|^{p-1} u \quad t \in[0,2], x \in \mathbb{R}^{n} \\
& u(0, x)=u_{0}(x) \quad x \in \mathbb{R}^{n}
\end{aligned}
$$

which belongs to the space $\mathcal{C}^{1}\left([0,2], \mathcal{C}^{2}\left(\mathbb{R}^{n}\right)\right)$ and etc. we obtain a solution to the problem (1.1), (1.2) which belongs to the space $\mathcal{C}^{1}\left([0, \infty), \mathcal{C}^{2}\left(\mathbb{R}^{n}\right)\right)$.
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# The Collatz 3n+1 Conjecture is Unprovable 

Craig Alan Feinstein

Abstract - In this paper, we show that any proof of the Collatz $3 n+1$ Conjecture must have an infinite number of lines; therefore, no formal proof is possible.

In 2005, the famous mathematician Freeman Dyson was asked, "What do you believe is true even though you cannot prove it?" He answered:
"Since I am a mathematician, I give a precise answer to this question. Thanks to Kurt Gödel, we know that there are true mathematical statements that cannot be proved. But I want a little more than this. I want a statement that is true, unprovable, and simple enough to be understood by people who are not mathematicians. Here it is.
"Numbers that are exact powers of two are 2, 4, 8, 16, 32, 64, 128 and so on. Numbers that are exact powers of five are $5,25,125,625$ and so on. Given any number such as 131072 (which happens to be a power of two), the reverse of it is 270131, with the same digits taken in the opposite order. Now my statement is: it never happens that the reverse of a power of two is a power of five.
"The digits in a big power of two seem to occur in a random way without any regular pattern. If it ever happened that the reverse of a power of two was a power of five, this would be an unlikely accident, and the chance of it happening grows rapidly smaller as the numbers grow bigger. If we assume that the digits occur at random, then the chance of the accident happening for any power of two greater than a billion is less than one in a billion. It is easy to check that it does not happen for powers of two smaller than a billion. So the chance that it ever happens at all is less than one in a billion. That is why I believe the statement is true.
"But the assumption that digits in a big power of two occur at random also implies that the statement is unprovable. Any proof of the statement would have to be based on some non-random property of the digits. The assumption of randomness means that the statement is true just because the odds are in its favor. It cannot be proved because there is no deep mathematical reason why it has to be true. (Note for experts: this argument does not work if we use powers of three instead of powers of five. In that case the statement is easy to prove because the reverse of a number divisible by three is also divisible by three. Divisibility by three happens to be a non-random property of the digits).
"It is easy to find other examples of statements that are likely to be true but unprovable. The essential trick is to find an infinite sequence of events, each of which might happen by accident, but with a small total probability for even one of them happening. Then the statement that none of the events ever happens is probably true but cannot be proved." [1]

In the spirit of Dyson's observation, we shall give an example of a statement that is likely to be true and then take things one step further by presenting a formal proof that the statement is unprovable. Consider the following function:

[^1]Definition 1: Let $T: \mathbb{N} \rightarrow \mathbb{N}$ be a function such that $T(n)=\frac{3 n+1}{2}$ if $n$ is odd and $T(n)=\frac{n}{2}$ if $n$ is even.

The Collatz $3 n+1$ Conjecture states that for each $n \in \mathbb{N}$, there exists a $k \in \mathbb{N}$ such that $T^{(k)}(n)=1$, where $T^{(k)}(n)$ is the function $T$ iteratively applied $k$ times to $n$ [2]. As of May 10, 2011, this conjecture has been verified for all positive integers up to about $2^{60}$ [3]. Furthermore, one can give a heuristic probabilistic argument [4] that since every iterate of the function $T$ decreases on average by a multiplicative factor of about $\left(\frac{3}{2}\right)^{1 / 2}\left(\frac{1}{2}\right)^{1 / 2}=\left(\frac{3}{4}\right)^{1 / 2}$, all iterates will eventually converge into the infinite cycle $\{1,2,1,2, \ldots\}$, assuming that each $T^{(k)}$ sufficiently mixes up $n$ as if each $T^{(k)}(n)$ $(\bmod 2)$ were drawn at random from the set $\{0,1\}$.

However, the Collatz $3 n+1$ Conjecture has never been formally proven. We shall prove that the Collatz $3 n+1$ Conjecture can, in fact, never be formally proven, even though there is a lot of evidence for its truth. The underlying assumption in our argument is that any proof of a theorem can be written in a computer text-file, which is composed of bits (zeroes and ones). First, let us present a definition of "random".

Definition 2: We shall say that vector $\mathrm{x} \in\{0,1\}^{k}$ is random if x cannot be specified in less than $k$ bits in a computer text-file [5].

For example, the vector of one million concatenations of the vector $(0,1)$ is not random, since we can specify it in less than two million bits in a computer text-file by just writing, "the vector of one million concatenations of the vector $(0,1)$ " in the text-file. However, the vector of outcomes of one million coin-tosses has a good chance of fitting our definition of "random", since much of the time the most compact way of specifying such a vector is to simply make a list of the results of each coin-toss, in which one million bits are necessary. We now prove three theorems.

Theorem 1: For any vector $\mathbf{x} \in\{0,1\}^{k}$, there exists an $n \in \mathbb{N}$ such that $\mathbf{x}=(n, T(n)$, $\left.\ldots, T^{(k-1)}(n)\right)(\bmod 2)$.

Proof : A proof of this can be found in "The $3 x+1$ problem and its generalizations" [2].
Theorem 2: If $k, n \in \mathbb{N}$ and $T^{(k)}(n)=1$, then in order to prove that $T^{(k)}(n)=1$, it is necessary to specify the values of $\left(n, T(n), \ldots, T^{(k-1)}(n)\right) \quad(\bmod 2)$ in the proof.
Proof : Let the vector $\left(x_{0}(n), x_{1}(n), \ldots, x_{k-1}(n)\right)$ equal $\left(n, T(n), \ldots, T^{(k-1)}(n)\right)(\bmod 2)$. Then notice that the formula, $T^{(k)}(n)=\lambda_{k}(n) n+\rho_{k}(n)$ [2], where

$$
\lambda_{k}(n)=\frac{3^{x_{0}(n)+\ldots+x_{k-1}(n)}}{2^{k}}
$$

and

$$
\rho_{k}(n)=\sum_{i=0}^{k-1} x_{i}(n) \frac{3^{x_{i+1}(n)+\ldots+x_{k-1}(n)}}{2^{k-i}},
$$

is determined by the values of $\left(n, T(n), \ldots, T^{(k-1)}(n)\right)(\bmod 2)$ and there is a one-to-one correspondence between all of the possible formulas for $T^{(k)}(n)$ and all of the possible values of $\left(n, T(n), \ldots, T^{(k-1)}(n)\right)(\bmod 2)$;therefore, in order to prove that $T^{(k)}(n)=1$, it
is necessary to specify the values of $\left(n, T(n), \ldots, T^{(k-1)}(n)\right)(\bmod 2)$ in the proof, since in order to prove that $T^{(k)}(n)=1$, it is necessary to specify the formula for $T^{(k)}(n)$ in the proof.

Theorem 3: It is impossible to prove the Collatz $3 n+1$ Conjecture.
Proof: Suppose that there exists a proof of the Collatz $3 n+1$ Conjecture, and let $L$ be the number of bits in such a proof. Now, let $x \in\{0,1\}^{L+1}$ be a random vector, as defined above. (It is not difficult to prove that at least half of all vectors in $\{0,1\}^{L+1}$ are random [5].) By Theorem 1, there exists an $n \in \mathbb{N}$ such that $\mathbf{x}=\left(n, T(n), \ldots, T^{(L)}(n)\right)(\bmod 2)$ and $T^{(L+1)}(n)=T^{(L)}(n)(\bmod 2)$. Then $T^{(L)}(n)>2$, so if $T^{(k)}(n)=1$, then $k>L$. Hence, by Theorem 2 it is necessary to specify the values of $\left(n, T(n), \ldots, T^{(L)}(n)\right)(\bmod 2)$ in order to prove that there exists a $k \in \mathbb{N}$ such that $T^{(k)}(n)=1$. But since $(n, T(n), \ldots$, $\left.T^{(L)}(n)\right)(\bmod 2)$ is a random vector, at least $L+1$ bits are necessary to specify $\left(n, T(n), \ldots, T^{(L)}(n)\right)(\bmod 2)$, contradicting our assumption that the proof contains only $L$ bits; therefore, a formal proof of the Collatz $3 n+1$ Conjecture cannot exist.
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# Linear Canonical Transforms On the Zemanian Spaces 

Gudadhe A S


#### Abstract

The objective of this paper is to make the theory of Linear canonical transform mathematically rigorous. Here we define the linear canonical transform on the Zemanian space $\boldsymbol{S}$, the space of functions of rapid descent, and prove some results. We have also discussed some operation formulae for linear canonical transform on this space. Keywords : Fractional Fourier transform, Linear canonical transform, space $\mathcal{S}$.


## I. Introduction

The linear canonical transform is a much more general integral transform which has the Fourier transform, Fractional Fourier transform, Fresnel transform etc as its special cases. As it is well known that fractional Fourier transform (FrFT) is the powerful mathematical tool and is widely used for spectral analysis, signal processing, optical system analysis etc.[6], the LCT which is the generalization of FrFT has obviously more ability and potential due to its three parameters. Especially it is used to analyze optical systems with prisms or shifted lenses.

Since Namias [5] had introduced Fractional Fourier transform, many mathematicians had studied it thoroughly e.g. Almeida [2] studied its convolution and product, Akay [1] discussed unitary operators on it, where as Kerr [4] extended it to the spaces of distributions.
As compared to this, Linear Canonical transform is less attended integral transform. We have studied its analytic properties [3] and here we want to study it in some Zemanian spaces.
Definition : The linear canonical transform (LCT) is a four parameter (a, b, c, d), class of integral transform given by,

$$
\begin{array}{rlrl}
F_{A}(u)=[\operatorname{LCT} f(t)](u) & =\frac{1}{\sqrt{2 \pi i b}} e^{\frac{i d}{2 b} u^{2}} \int_{-\infty}^{\infty} e^{\frac{i a}{2 b} t^{2}} e^{\frac{-i}{b} u t} f(t) d t & \text { for } b \neq 0 \\
& =\sqrt{d} e^{\frac{i}{2} c d u^{2}} f(d u) & & \text { for } b=0 \tag{1}
\end{array}
$$

It is characterized by a general $2 \times 2$ matrix, $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ with $a d-b c=1$, moreover the entries $a, b, c, d$ are real or complex but for this paper we assume that they are real parameters. Inverse Linear canonical transform is given by

$$
\begin{equation*}
\left[F_{A}^{-1}(u)\right](t)=f(t)=\int_{-\infty}^{\infty} F_{A}(u) K_{A}^{-1}(t, u) d u \tag{2}
\end{equation*}
$$

where $K_{A}^{-1}(t, u)$ is the Hermitian conjugate of $K_{A}(t, u)$ that is $K_{A}^{-1}(t, u)=K_{A}^{*}(u, t)$.
This paper attempts to provide the necessary mathematical framework for extending LCT to the spaces of generalized functions. We begin by recalling the definition of the space $\mathcal{S}$, the space of functions of rapid descent and some properties of the Fourier transform on it.

Section 2 is devoted to define LCT on the space $\mathcal{S}$ and prove the basic properties of the concerned transform. In section 3 some operational formulae are developed. Application of the
theory is discussed by solving one example in section 4 and finally we conclude in the last section.

This work is under the Major Research Project sanctioned by UGC (F No. 40-241/2011)
Notations as per Zemanian [7].

## II. Preliminaries

In this section we note some of the results which will be used later on.
Let $\mathcal{S}$ be the vector space of all smooth functions $\varphi$ such that,
$\gamma_{m, n}(\varphi)=\sup _{t \in R}\left|t^{m} \varphi^{(n)}(t)\right|<\infty$, for all $m, n \in\{0,1,2, \ldots\}$.
Clearly $\mathcal{S}$ is equipped with the topology generated by the collection of seminorms $\left\{\gamma_{m, n}\right\}_{m, n=0}^{\infty}$ also $\mathcal{S}$ is a Frechet space.

Fourier transform defined on $\mathcal{S}$

$$
\begin{equation*}
\mathcal{F}(\varphi(t))=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-i t w} \varphi(t) d t, \quad \varphi \in \mathcal{S}, w \in R \tag{3}
\end{equation*}
$$

Some useful results as in [3] :
a) $\mathcal{F}: \mathcal{S} \rightarrow \mathcal{S}$ is a homeomorphism.
b) $\left(\mathcal{F}^{-1}(\varphi(t))(w)=(\mathcal{F} \varphi(t))(-x) \quad \varphi \in \mathcal{S}, w \in R\right.$.
c) If $f(t)=e^{\frac{1}{2} A t^{2}}, A \in C$ then for $n=0,1,2, \ldots$. ,

$$
\begin{gathered}
f^{(2 n)}(t)=e^{\frac{1}{2} A t^{2}} \sum_{r=0}^{n} \alpha_{r} A^{2 n-r} x^{2 n-2 r} \\
f^{(2 n+1)}(t)=e^{\frac{1}{2} A t^{2}} \sum_{r=0}^{n} \beta_{r} A^{2 n+1-r} x^{2 n+1-2 r}
\end{gathered}
$$

where the constants $\alpha_{r}$ and $\beta_{r}$ are independent of $A$.

## III. Linear Canonical Transform on $\mathcal{S}$ Spaces

For each $f \in \mathcal{S}$, the Linear canonical transform of f as given by,

$$
F_{A}(u)=\left[L C T_{A} f(t)\right](u)=\int_{-\infty}^{\infty} f(t) K_{A}(t, u) d t
$$

where $K_{A}(t, u)=\frac{1}{\sqrt{2 \pi i b}} e^{\frac{i}{2 b}\left(a t^{2}+d u^{2}\right)} e^{\frac{-i}{b} u t}$ for $b \neq 0$
$=\sqrt{d} e^{\frac{i}{2} c d u^{2}} f(d u)$ for $b=0$
where $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ and $a, b, c, d$ are real.
a) Proposition : $F_{A}(u)=\frac{1}{\sqrt{i b}} e^{\frac{i d}{2 b} u^{2}}\left[\mathcal{F}\left(e^{\frac{i a}{2 b} t^{2}} f(t)\right)\right]\left(\frac{u}{b}\right)$ where $\mathcal{F}$ is the Fourier transform as explained above.
Proof : The result is very clear from the definition (1) and (2).
Also we note that
b) Proposition : $F_{A}(u)$, Linear canonical transform of $f(t)$, is the homeomorphism on $\mathcal{S}$ with inverse as given by (3).

Proof : We know that $\mathcal{F}$, Fourier transform is homeomorphism on $\mathcal{S}$ [7]. Also the function $h(u)=e^{\frac{i d}{2 b} u^{2}} g(u)$, for $g(u) \in \mathcal{S}$, is a homeomorphism on $\mathcal{S}$. Therefore by 2.1, Linear canonical transform of $f(t)$, is the homeomorphism on $\mathcal{S}$.

Now it remains to show that (2) represents the inverse under the space $\mathcal{S}$.

$$
\begin{aligned}
& {\left[L C T_{A}^{-1} \operatorname{LCT}_{A} f(t)\right](v)=\int_{-\infty}^{\infty} f(t) K_{A}(t, u) \int_{-\infty}^{\infty} K_{A}^{-1}(u, v) d t d u} \\
& =C_{1} e^{\frac{-i a}{2 b} v^{2}} \int_{-\infty}^{\infty} e^{\frac{i d}{2 b} u^{2}} \int_{-\infty}^{\infty} C_{1}^{*} e^{\frac{-i v u}{b}} e^{\frac{i a}{2 t^{2}}} e^{\frac{-i d}{2 b} u^{2}} e^{\frac{i u t}{b}} d t d u
\end{aligned}
$$

where $C_{1}=\frac{1}{\sqrt{2 \pi i b}}$ and $C_{1}^{*}$ is its conjugate.

$$
\begin{aligned}
=\frac{1}{2 \pi|b|} & e^{\frac{-i a}{2 b} v^{2}} \int_{-\infty}^{\infty}\left\{\int_{-\infty}^{\infty}\left[e^{\frac{i a}{2 b} t^{2}} f(t)\right] e^{\frac{i u t}{b}} d t\right\} e^{\frac{-i u v}{b}} d u \\
& =e^{\frac{-i a}{2 b} v^{2}}\left[\mathcal{F}^{-1} \mathcal{F}\left\{e^{\frac{i a}{2 b} t^{2}} f(t)\right\}\right](v) \\
& =f(v)
\end{aligned}
$$

Hence the result follows.
c) Theorem : For each $f \in \mathcal{S},\left\{L C T_{A} f(t)\right\}(u)$ converges to $f(t)$ with respect to the topology of $\mathcal{S}$ as $b \rightarrow 0^{+}$and $a \rightarrow 1$.
Proof : Since Fourier transform is a homeomorphism on $\mathcal{S}$, equivalently we prove that, $L C T_{A} \mathcal{F} f$ converges to $\mathcal{F} f$ as $b \rightarrow 0^{+}$in $\mathcal{S}$ where $\mathcal{F}$ denotes the Fourier transform of f .

$$
\begin{gathered}
\left(F_{A} \mathcal{F} f\right)(v)=\left[L C T_{A} \mathcal{F} f\right](v)=\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi i b}} e^{\frac{i}{2 b}\left(a u^{2}+d v^{2}\right)} e^{\frac{-i}{b} u v}\left\{\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-i t u} f(t) d t\right\} d u \\
=\frac{1}{\sqrt{2 \pi i b}} \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{\frac{i d v^{2}}{2 b}}\left\{\sqrt{\frac{2 \pi i b}{a}} e^{\frac{i}{2 a}\left(\frac{v}{b}+t\right)^{2}}\right\} f(t) d t
\end{gathered}
$$

$\operatorname{Using} \int_{-\infty}^{\infty} e^{i a u^{2}} e^{i b u} d u=\sqrt{\frac{\pi i}{a}} e^{\frac{-i b^{2}}{4 a}} \quad$ if $a>0$.

$$
\begin{align*}
& =\frac{1}{\sqrt{2 \pi a}} \int_{-\infty}^{\infty} e^{\frac{i d v^{2}}{2 b}} e^{-\frac{i b}{2 a}\left(\frac{v^{2}}{b^{2}}+\frac{2}{b} v t+t^{2}\right)} f(t) d t \\
= & \frac{1}{\sqrt{2 \pi a}} e^{\frac{i\left(d-\frac{1}{a}\right) v^{2}}{2 b}} \int_{-\infty}^{\infty} e^{-\frac{i b}{2 a} t^{2}} f(t) e^{-\frac{i}{a} v t} d t \tag{1}
\end{align*}
$$

$\therefore v^{m}\left(D_{v}^{n} F_{A} \mathcal{F} f\right)(v)=\frac{v^{m}}{\sqrt{2 \pi a}} \sum_{k=0}^{n}\binom{n}{k} D_{v}^{k} e^{\frac{i\left(d-\frac{1}{a}\right) v^{2}}{2 b}} D_{v}^{n-k} \int_{-\infty}^{\infty} e^{\frac{-i b}{2 a} t^{2}} f(t) e^{-\frac{i}{a} v t} d t$
$=\frac{1}{\sqrt{2 \pi a}} \sum_{k=0}^{n} \sum_{r=0}^{\left[\frac{k}{2}\right]}\binom{n}{k} a_{r}\left(\frac{i}{2 b}\left(d-\frac{1}{a}\right)\right)^{k-r} e^{\frac{i\left(d-\frac{1}{a}\right) v^{2}}{2 b}} v^{m+k-2 r} \int_{-\infty}^{\infty} e^{-\frac{i b}{2 a} t^{2}} f(t)\left(\frac{-i t}{a}\right)^{n-k} e^{-\frac{i}{a} v t} d t$

$$
\begin{equation*}
=\frac{1}{\sqrt{2 \pi a}} \sum_{k=0}^{n} \sum_{r=0}^{\left[\frac{k}{2}\right]}\binom{n}{k} a_{r}\left(\frac{i}{2 b}\left(d-\frac{1}{a}\right)\right)^{k-r} e^{\frac{i\left(d-\frac{1}{a}\right) \nu^{2}}{2 b}} \int_{-\infty}^{\infty} e^{-\frac{i b}{2 a} t^{2}} f(t)\left(\frac{-i t}{a}\right)^{n-k} v^{m+k-2 r} e^{-\frac{i}{a} \nu t} d t \tag{2}
\end{equation*}
$$

Now,

$$
D_{t}^{m+k-2 r}\left(e^{\frac{-i v t}{a}}\right)=\left(\frac{-i v}{a}\right)^{m+k-2 r} e^{\frac{-i v t}{a}}
$$

Hence (3) becomes,

$$
\begin{aligned}
& =\frac{1}{\sqrt{2 \pi a}} \sum_{k=0}^{n} \sum_{r=0}^{\left[\frac{k}{2}\right]}\binom{n}{k} a_{r}\left(\frac{i}{2 b}\left(d \frac{1}{a}\right)\right)^{k-r}(i a)^{m+2 k-2 r-n} e^{\frac{i\left(d-\frac{1}{a}\right.}{2 b} v^{2}} \int_{-\infty}^{\infty} e^{-\frac{i}{a} \nu t} D_{t}^{m+k-2 r}\left\{e^{-\frac{i b}{2 a} t^{2}} f(t)\right. \\
& \text { by }[7 \mathrm{p} 49] \\
& =\frac{1}{\sqrt{2 \pi a}} \sum_{k=0}^{n} \sum_{r=0}^{\left[\frac{k}{2}\right]}\binom{n}{k} a_{r}\left(\frac{i}{2 b}\left(d \frac{1}{a}\right)\right)^{k-r}(i a)^{m+2 k-2 r-n} e^{\frac{i\left(d-\frac{1}{a}\right) v^{2}}{2 b}} \int_{-\infty}^{\infty} e^{-\frac{i}{a} v t} \\
& \qquad \sum_{j=0}^{m+k-2 r}\binom{m+k-2 r}{j} D_{t}^{j} e^{-\frac{i b}{2 a} t^{2}} D_{t}^{m+k-2 r-j}\left(t^{n-k} f(t)\right) d t \\
& =\frac{1}{\sqrt{2 \pi a}} \sum_{k=0}^{n} \sum_{r=0}^{\left[\frac{k}{2}\right]}\binom{n}{k} a_{r}\left(\frac{i}{2 b}\left(d-\frac{1}{a}\right)\right)^{k-r}(i a)^{m+2 k-2 r-n} e^{\frac{i\left(d-\frac{1}{a}\right) v^{2}}{2 b}} \int_{-\infty}^{\infty} e^{-\frac{i}{a} v t} \\
& \qquad \sum_{j=0}^{m+k-2 r} \sum_{l=0}^{\left[\frac{j}{2}\right]} b_{r}\binom{m+k-2 r}{j}\left(\frac{b}{i a}\right)^{j-l} t^{j-2 l} D_{t}^{m+k-2 r-j}\left(t^{n-k} f(t)\right) d t \\
& =\sum_{k=0}^{n} \sum_{r=0}^{\left[\frac{k}{2}\right]} \sum_{j=0}^{m+k-2 r} \sum_{l=0}^{\left[\frac{j}{2}\right]}\binom{n}{k}\binom{m+k-2 r}{j} a_{r} b_{r}\left(\frac{i}{2 b}\left(d-\frac{1}{a}\right)\right)^{k-r}(i a)^{m+2 k-2 r-n}\left(\frac{b}{i a}\right)^{j-l} \\
& \int_{-\infty}^{\infty} e^{-\frac{i}{a} v t} t^{j-2 l} D_{t}^{m+k-2 r-j}\left(t^{n-k} f(t)\right) d t \\
& =\sum_{k=0}^{n} \sum_{r=0}^{\left[\frac{k}{2}\right]} \sum_{j=0}^{m+k-2 r} \sum_{l=0}^{\left[\frac{j}{2}\right]} G_{j, k, r, l}
\end{aligned}
$$

where, $\quad G_{j, k, r, l}=\binom{n}{k}\binom{m+k-2 r}{j} a_{r} b_{r}\left(\frac{i}{2 b}\left(d-\frac{1}{a}\right)\right)^{k-r}(i a)^{m+2 k-2 r-n}\left(\frac{b}{i a}\right)^{j-l}$

$$
\int_{-\infty}^{\infty} e^{-\frac{i}{a} v t} t^{j-2 l} D_{t}^{m+k-2 r-j}\left(t^{n-k} f(t)\right) d t
$$

$\therefore\left|G_{j, k, r, l}\right|$
$=\left|\binom{n}{k}\binom{m+k-2 r}{j} a_{r} b_{r}\left(\frac{i}{2 b}\left(-\frac{1}{a}\right)\right)^{k-r}(i a)^{m+2 k-2 r-n}\left(\frac{b}{i a}\right)^{j-l} \int_{-\infty}^{\infty} e^{-\frac{i}{a} v t} t^{j-2 l} D_{t}^{m+k-2 r-j}\left(t^{n-k} f(t)\right) d t\right|$
Since $\left|e^{-\frac{i}{a} \nu t}\right|=1$
$\left|G_{j, k, r, l}\right|=$
$\left\lvert\,\binom{ n}{k}\binom{m+k-2 r}{j} a_{r} b_{r}\left(\frac{i}{2 b}(d-\right.\right.$
$\left.\left.\frac{1}{a}\right)\right)^{k-r}(i a)^{m+2 k-2 r-n}\left(\frac{b}{i a}\right)^{j-l} \int_{-\infty}^{\infty} t^{j-2 l} D_{t}^{m+k-2 r-j}\left(t^{n-k} f(t)\right) d t$
$=\left|\binom{n}{k}\binom{m+k-2 r}{j} a_{r} b_{r}\left(\frac{i}{2 b}\left(\frac{b c}{a}\right)\right)^{k-r}(i a)^{m+2 k-2 r-n}\left(\frac{b}{i a}\right)^{j-l} \int_{-\infty}^{\infty} t^{j-2 l} D_{t}^{m+k-2 r-j}\left(t^{n-k} f(t)\right) d t\right|$
$=\left|\binom{n}{k}\binom{m+k-2 r}{j} a_{r} b_{r}\left(\frac{i}{2}\left(\frac{c}{a}\right)\right)^{k-r}(i a)^{m+2 k-2 r-n}\left(\frac{b}{i a}\right)^{j-l} \int_{-\infty}^{\infty} t^{j-2 l} D_{t}^{m+k-2 r-j}\left(t^{n-k} f(t)\right) d t\right|$

Now $\int_{-\infty}^{\infty} t^{j-2 l} D_{t}^{m+k-2 r-j}\left(t^{n-k} f(t)\right) d t$, is independent of the parameters $a, b, c, d$, hence $\left|G_{j, k, r, l}\right| \rightarrow 0$ as $b \rightarrow 0$ and $a \rightarrow 1$ provided $j-l>0$, which is always true.
$\therefore\left|v^{m}\left(D_{v}^{n} F_{A} \mathcal{F} f\right)(v)-v^{m} \frac{D_{v}^{n}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} f(t) e^{-i v t} d t\right|<\infty$, since $f \in \mathcal{S}$.
Hence the theorem is proved.

## IV. Some Properties of Linear Canonical Transform in $\mathcal{S}$

a) Theorem : For each $f \in \mathcal{S}, F_{A} F_{B}=F_{C}$ where $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right], B=\left[\begin{array}{ll}p & q \\ r & s\end{array}\right]$ and $C=B A$. Proof: Consider,

$$
\begin{aligned}
{\left[F_{B} F_{A} f(t)\right](v) } & =L C T_{B} \frac{1}{\sqrt{2 \pi i b}} \int_{-\infty}^{\infty} e^{\frac{i}{2 b}\left(a t^{2}+d u^{2}\right)} e^{\frac{-i}{b} u t} f(t) d t \\
& =\frac{1}{\sqrt{2 \pi i b}} \frac{1}{\sqrt{2 \pi i q}} \int_{-\infty}^{\infty} e^{\frac{i}{2 q}\left(p u^{2}+s v^{2}\right)} e^{\frac{-i}{q} u v}\left\{\int_{-\infty}^{\infty} e^{\frac{i}{2 b}\left(a t^{2}+d u^{2}\right)} e^{\frac{-i}{b} u t} f(t) d t\right\} d u \\
& =\frac{1}{\sqrt{2 \pi i b}} \frac{1}{\sqrt{2 \pi i q}}\left[\int_{-\infty}^{\infty} e^{\frac{i}{2}\left(\frac{p}{q}+\frac{d}{b}\right) u^{2}-i\left(\frac{v}{q}+\frac{t}{b}\right) u} d u\right] e^{\frac{i a t^{2}}{2 b}} e^{\frac{i s v^{2}}{2 q}} f(t) d t \\
& =\frac{1}{\sqrt{2 \pi i b}} \frac{1}{\sqrt{2 \pi i q}} \int_{-\infty}^{\infty} \frac{\sqrt{i} \sqrt{2 \pi b q}}{\sqrt{b p+d q}} e^{\frac{-i(b v+q)^{2}}{2(b p+d q)}} e^{\frac{i t^{2}}{2 b}} e^{\frac{i s v^{2}}{2 q}} f(t) d t \\
& =\frac{1}{\sqrt{2 \pi i(b p+d q)}} \int_{-\infty}^{\infty} e^{\frac{i}{2 b\left(a-\frac{q}{(b p+d q)}\right) t^{2}} e^{\frac{i}{2 q}\left(s-\frac{b}{(b p+d q)}\right) v^{2}} e^{\frac{-i v t}{(b p+d q)}} f(t) d t}
\end{aligned}
$$

Now by simple calculations and using $a d-b c=1$ and $p s-r q=1$, it can be shown that the right hand side is nothing but,

$$
=\left[F_{C} f(t)\right](v)
$$

b) Theorem : For $f \in \mathcal{S}$, and $\tau \in R$,

$$
F_{A} f(t-\tau)=e^{\frac{-i a c \tau^{2}}{2}} e^{i c u \tau}\left[F_{A} f(t)\right](u-a \tau)
$$

Proof : As $f \in \mathcal{S}$ implies $f(t-\tau) \in \mathcal{S}$, (by ex. 3, p 102 [2]) so that both sides of above equation are defined as elements of $\mathcal{S}$. We shall prove the result for $f \in \mathcal{D}$, the space of smooth functions of compact support, then the result will be clear from the continuity and denseness.

$$
\begin{aligned}
F_{A} f(t-\tau)= & \frac{1}{\sqrt{2 \pi i b}} e^{\frac{i d}{2 b} u^{2}} \int_{-\infty}^{\infty} e^{\frac{i a}{2 b} t^{2}} e^{\frac{-i}{b} u t} f(t-\tau) d t \\
& =\frac{1}{\sqrt{2 \pi i b}} e^{\frac{i d}{2 b} u^{2}} \int_{-\infty}^{\infty} e^{\frac{i a}{2 b}(t+\tau)^{2}} e^{\frac{-i}{b} u(t+\tau)} f(t) d t
\end{aligned}
$$

Simple calculations will show that right hand side is equal to,

$$
=e^{\frac{-i a c \tau^{2}}{2}} e^{i c u \tau}\left[F_{A} f(t)\right](u-a \tau)
$$

c) Theorem : For $f \in \mathcal{S}$, and $n \in \mathbb{N}$,

$$
\left[F_{A}\left(D^{n} f(t)\right)\right](u)=\left(-i c u+a \frac{d}{d u}\right)^{n} F_{A}(u)
$$

Proof : As $\left(D^{n} f(t)\right) \in \mathcal{S}$ if $f \in \mathcal{S}$, both sides of above equation are defined in $\mathcal{S}$.
We shall prove for $n=1$ and it follows for all $n>1$ by induction.
Consider,

$$
\begin{aligned}
{\left[F_{A}(D f(t))(u)\right.} & =\frac{1}{\sqrt{2 \pi i b}} e^{\frac{i d}{2 b} u^{2}} \int_{-\infty}^{\infty} e^{\frac{i a}{2 b} t^{2}} e^{\frac{-i}{b} u t} D f(t) d t \\
& =\frac{-i a}{b}\left[F_{A}(t f(t))\right](u)+\frac{i u}{b}\left[F_{A} f(t)\right](u)
\end{aligned}
$$

and

$$
\begin{aligned}
\left(-i c u+a \frac{d}{d u}\right) F_{A}(u) & =-i c u F_{A}(u)+a \frac{d}{d u} \frac{1}{\sqrt{2 \pi i b}} e^{\frac{i d}{2 b} u^{2}} \int_{-\infty}^{\infty} e^{\frac{i a}{2 b} t^{2}} e^{\frac{-i}{b} u t} f(t) d t \\
& =-i c u F_{A}(u)+\frac{i a d}{b} u F_{A}(u)-\frac{i a}{b}\left[F_{A}(t f(t))\right](u) \\
& =\frac{i u}{b}\left[F_{A} f(t)\right](u)+\frac{-i a}{b}\left[F_{A}(t f(t))\right](u)
\end{aligned}
$$

Hence the theorem.
d) Theorem : For $f \in \mathcal{S}$, and $k \in R$,

$$
\left[F_{A}\left(e^{i k t} f(t)\right)(u)=e^{\frac{i d k(2 u-b k)}{2}}\left[F_{A}(f(t))(u-b k) .\right.\right.
$$

Proof: The proof of this is simple and hence omitted.

## V. Application

a) Example : If $f(t)=e^{\frac{-t^{2}}{2}}$ then $\left[F_{A} f(t)\right](u)=\frac{1}{\sqrt{a+i b}} e^{\frac{(c+i d) u^{2}}{2(b-a i)}}$.

Sol. Clearly $e^{\frac{-t^{2}}{2}} \in \mathcal{S}$,
Now, $\left[F_{A} f(t)\right](u)=\frac{1}{\sqrt{2 \pi i b}} e^{\frac{i d}{2 b} u^{2}} \int_{-\infty}^{\infty} e^{\frac{i a}{2 b} t^{2}} e^{\frac{-i}{b} u t} e^{\frac{-t^{2}}{2}} d t$

$$
\begin{aligned}
& =\frac{1}{\sqrt{2 \pi i b}} e^{\frac{i d}{2 b} u^{2}} \int_{-\infty}^{\infty} e^{\frac{-(b-i a)}{2 b} t^{2}} e^{\frac{-i}{b} u t} d \mathrm{t} \\
& =\frac{1}{\sqrt{a+i b}} e^{\frac{i d}{2 b} u^{2}} e^{\frac{-u^{2}}{2 b(b-a i)}}=\frac{1}{\sqrt{a+i b}} e^{\frac{(c+i d) u^{2}}{2(b-a i)}} .
\end{aligned}
$$

b) Example : If $f(t)=\delta(t-\tau)$ then, $\left[F_{A} f(t)\right](u)=\frac{1}{\sqrt{2 \pi i b}} e^{\frac{i}{2 b}\left(a \tau^{2}+d u^{2}\right)} e^{\frac{-i}{b} u \tau}$

Sol: Since $\delta(t-\tau) \in \mathcal{S}$ we can apply the above theory and by the definition of delta function the result is clear.

## VI. Conclusion

In this paper we have confined ourselves to the space $\mathcal{S}$ next we propose to extend this theory to the spaces of generalized functions $\boldsymbol{S}^{\prime}$ the space of distributions of slow growth. Another extension we plan is to study the linear canonical transform with complex entries. Then we shall use this theory to solve some partial differential equations.
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Abstract - The main aim of this paper is to create a summation formula amassed with Hypergeometric function.
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## I. Introduction

Generalized Gaussian Hypergeometric function of one variable :

$$
{ }_{A} F_{B}\left[\begin{array}{ccc}
a_{1}, a_{2}, \cdots, a_{A} & ; &  \tag{1}\\
b_{1}, b_{2}, \cdots, b_{B} & ; & z
\end{array}\right]=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k} \cdots\left(a_{A}\right)_{k} z^{k}}{\left(b_{1}\right)_{k}\left(b_{2}\right)_{k} \cdots\left(b_{B}\right)_{k} k!}
$$

where the parameters $b_{1}, b_{2}, \cdots, b_{B}$ are neither zero nor negative integers and $A, B$ are non-negative integers.

## Contiguous Relations:

[ Andrews p.367(8)]

[ Abramowitz p.558(15.2.19)]
$(a-b)(1-z){ }_{2} F_{1}\left[\begin{array}{ccc}a, b ; & z \\ c & ; & \end{array}\right]=(c-b){ }_{2} F_{1}\left[\begin{array}{cc}a, b-1 & ; \\ c & ;\end{array}\right]+(a-c){ }_{2} F_{1}\left[\begin{array}{lll}a-1, b ; & z \\ c ; & \end{array}\right]$

## Recurrence relation :

$$
\begin{equation*}
\Gamma(z+1)=z \Gamma(z) \tag{4}
\end{equation*}
$$

Gauss second summation theorem [Prud.,p. 491(7.3.7.8)]

$$
\begin{gather*}
{ }_{2} F_{1}\left[\begin{array}{cc}
a, b ; & \frac{1}{a+b+1} 2
\end{array}\right]=\frac{\Gamma\left(\frac{a+b+1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{a+1}{2}\right) \Gamma\left(\frac{b+1}{2}\right)}  \tag{5}\\
\quad=\frac{2^{(b-1)} \Gamma\left(\frac{b}{2}\right) \Gamma\left(\frac{a+b+1}{2}\right)}{\Gamma(b) \Gamma\left(\frac{a+1}{2}\right)} \tag{6}
\end{gather*}
$$

[^2]A new summation formula [Ref.[3], p.337(10)]

$$
{ }_{2} F_{1}\left[\begin{array}{ll}
a, \quad b ; & 1  \tag{7}\\
\frac{a+b-1}{2} ; & \frac{1}{2}
\end{array}\right]=\frac{2^{(b-1)} \Gamma\left(\frac{a+b-1}{2}\right)}{\Gamma(b)}\left[\frac{\Gamma\left(\frac{b}{2}\right)}{\Gamma\left(\frac{a-1}{2}\right)}\left\{\frac{(b+a-1)}{(a-1)}\right\}+\frac{2 \Gamma\left(\frac{b+1}{2}\right)}{\Gamma\left(\frac{a}{2}\right)}\right]
$$

iI. Main Summation Formula

For the main formula $a \neq b$

For $a<1$ and $a>35$

$$
{ }_{2} F_{1}\left[\begin{array}{ll}
a, \quad b ; & \frac{1}{a} \\
\frac{a+b-35}{2} ; & \frac{2}{2}
\end{array}\right]=\frac{2^{(b-1)} \Gamma\left(\frac{a+b-35}{2}\right)}{(a-b) \Gamma(b)}\left[\frac { \Gamma ( \frac { b } { 2 } ) } { \Gamma ( \frac { a - 3 5 } { 2 } ) } \left\{\frac{(221643095476699771875 a)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+\right.\right.
$$

$$
+\frac{\left(-537928935889764226500 a^{2}+517596339235489288425 a^{3}-277705505168550027360 a^{4}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(95853765344939263692 a^{5}-23003823190786749936 a^{6}+4025053173951400564 a^{7}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(-529465109186351520 a^{8}+53416477786629594 a^{9}-4184718381424152 a^{10}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(256190750871198 a^{11}-12267387269280 a^{12}+457279214236 a^{13}-13119887088 a^{14}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(283927812 a^{15}-4479840 a^{16}+48603 a^{17}-324 a^{18}+a^{19}-221643095476699771875 b\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(794460568958575915725 a^{2} b-954106896831586263360 a^{3} b+583473807108908300484 a^{4} b\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(-200209016127040580160 a^{5} b+52111887197927490740 a^{6} b-8592784683577819200 a^{7} b\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(1229578887992586390 a^{8} b-112651380427012416 a^{9} b+9758821555276134 a^{10} b\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(-521382728433600 a^{11} b+28326660226388 a^{12} b-873242129088 a^{13} b+29555243172 a^{14} b\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$+\frac{\left(-483675840 a^{15} b+9621813 a^{16} b-63936 a^{17} b+629 a^{18} b+537928935889764226500 b^{2}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+$
$+\frac{\left(-794460568958575915725 a b^{2}+539930822961781218744 a^{3} b^{2}-386145326367083741616 a^{4} b^{2}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+$


$$
+\frac{\left(-908895245233633416 a^{8} b^{2}+108166740015493698 a^{9} b^{2}-6820153444748160 a^{10} b^{2}\right)}{18}+
$$

$$
\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}
$$

$$
+\frac{\left(508087027139016 a^{11} b^{2}-17810342469360 a^{12} b^{2}+849592365636 a^{13} b^{2}-15388862400 a^{14} b^{2}\right)}{\stackrel{18}{\square}\{a-(9)-1)\}}+
$$

$$
\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}
$$

$$
+\frac{\left(461771544 a^{15} b^{2}-3328668 a^{16} b^{2}+58275 a^{17} b^{2}-517596339235489288425 b^{3}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(954106896831586263360 a b^{3}-539930822961781218744 a^{2} b^{3}+123336195405232240356 a^{4} b^{3}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(-56552210538568153920 a^{5} b^{3}+18623361536764442808 a^{6} b^{3}-2926284502864922496 a^{7} b^{3}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(486797755152510186 a^{8} b^{3}-38116127387131200 a^{9} b^{3}+3830565140713080 a^{10} b^{3}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(-158626558911744 a^{11} b^{3}+10223320539684 a^{12} b^{3}-212083704000 a^{13} b^{3}+8868220680 a^{14} b^{3}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(-71736192 a^{15} b^{3}+1888887 a^{16} b^{3}+277705505168550027360 b^{4}-583473807108908300484 a b^{4}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}
$$

$$
+\frac{\left(386145326367083741616 a^{2} b^{4}-123336195405232240356 a^{3} b^{4}+11976026816214506892 a^{5} b^{4}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(-3621627756895390704 a^{6} b^{4}+942055925530878444 a^{7} b^{4}-99657364322023200 a^{8} b^{4}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$



$$
+\frac{\left(-11143637208000 a^{9} b^{7}+1667462215320 a^{10} b^{7}-29314016640 a^{11} b^{7}+2544619500 a^{12} b^{7}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$

$$
+\frac{\left(529465109186351520 b^{8}-1229578887992586390 a b^{8}+908895245233633416 a^{2} b^{8}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+
$$





$+\frac{\left(-3830565140713080 a^{3} b^{10}+703215442424880 a^{4} b^{10}-186344810270388 a^{5} b^{10}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+$ $+\frac{\left(11485059284160 a^{6} b^{10}-1667462215320 a^{7} b^{10}+27266346360 a^{8} b^{10}-1767263190 a^{9} b^{10}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+$

$+\frac{\left(158626558911744 a^{3} b^{11}-60448094196756 a^{4} b^{11}+5597348621760 a^{5} b^{11}-1149394449672 a^{6} b^{11}\right)}{\prod_{\zeta=1}^{18}\{a-(2 \zeta-1)\}}+\square$



$+\frac{\left(3063661048628106304 a^{7} b-293176469928015080 a^{8} b+32203327729514304 a^{9} b\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+$
$\mathrm{N}_{\text {otes }}+\frac{\left(-1723576078229280 a^{10} b+121070246033344 a^{11} b-3609181157456 a^{12} b+164273746112 a^{13} b\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+$
$+\frac{\left(-3333735232568168736 a^{6} b^{3}+711712084009024384 a^{7} b^{3}-60978459051109600 a^{8} b^{3}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+$
$+\frac{\left(7580367458452800 a^{9} b^{3}-328001164876000 a^{10} b^{3}+26128258084096 a^{11} b^{3}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+$
$+\frac{\left(-549526101600 a^{12} b^{3}+28918904000 a^{13} b^{3}-231371360 a^{14} b^{3}+7970688 a^{15} b^{3}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+$


$$
\begin{aligned}
& +\frac{\left(-711712084009024384 a^{3} b^{7}+109039710797835840 a^{4} b^{7}-20817488019036544 a^{5} b^{7}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+ \\
& +\frac{\left(915171126674112 a^{6} b^{7}-6204081708000 a^{8} b^{7}+1448936280000 a^{9} b^{7}-30032497440 a^{10} b^{7}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+ \\
& +\frac{\left(3257112960 a^{11} b^{7}-227673953705453472 b^{8}+293176469928015080 a b^{8}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+ \\
& +\frac{\left(-234550524075334984 a^{2} b^{8}+60978459051109600 a^{3} b^{8}-19132449090893600 a^{4} b^{8}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+
\end{aligned}
$$

$$
+\frac{\left(3029594040 a^{1} 0 b^{8}+17503765732175448 b^{9}-32203327729514304 a b^{9}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+
$$

$$
+\frac{\left(-249794015368128 a^{5} b^{9}+11953460867040 a^{6} b^{9}-1448936280000 a^{7} b^{9}+15147970200 a^{8} b^{9}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+
$$

$$
+\frac{\left(328001164876000 a^{3} b^{10}-112220361169840 a^{4} b^{10}+8121009770720 a^{5} b^{10}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+
$$

$$
+\frac{\left(-121070246033344 a b^{11}+50905841320992 a^{2} b^{11}-26128258084096 a^{3} b^{11}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+
$$

$$
+\frac{\left(1696964964093168 a^{5} b^{8}-253701418913712 a^{6} b^{8}+6204081708000 a^{7} b^{8}-15147970200 a^{9} b^{8}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+
$$

$$
+\frac{\left(15467084885720160 a^{2} b^{9}-7580367458452800 a^{3} b^{9}+1063083728026320 a^{4} b^{9}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+
$$

$$
+\frac{\left(-1437382773094488 b^{10}+1723576078229280 a b^{10}-1437907007343488 a^{2} b^{10}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+
$$

$$
+\frac{\left(-1500360345792 a^{6} b^{10}+30032497440 a^{7} b^{10}-3029594040 a^{8} b^{10}+64498668078240 b^{11}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+
$$

$$
+\frac{\left(2866811616480 a^{4} b^{11}-737446564288 a^{5} b^{11}+21659801184 a^{6} b^{11}-3257112960 a^{7} b^{11}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+
$$

$$
\begin{align*}
& +\frac{\left(-3385607303328 b^{12}+3609181157456 a b^{12}-3084537853040 a^{2} b^{12}+549526101600 a^{3} b^{12}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+ \\
& +\frac{\left(-197641864000 a^{4} b^{12}+8423256016 a^{5} b^{12}-1709984304 a^{6} b^{12}+86814694512 b^{13}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+ \\
& +\frac{\left(-164273746112 a b^{13}+54812066400 a^{2} b^{13}-28918904000 a^{3} b^{13}+1867224240 a^{4} b^{13}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+ \\
& +\frac{\left(-85795600 a^{4} b^{14}+38294880 b^{15}-72098496 a b^{15}+14914848 a^{2} b^{15}-7970688 a^{3} b^{15}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}+ \\
& \left.\left.+\frac{\left(-745824 b^{16}+430236 a b^{16}-369852 a^{2} b^{16}+3876 b^{17}-7104 a b^{17}-36 b^{18}\right)}{\prod_{\sigma=1}^{17}\{a-2 \sigma\}}\right\}\right]  \tag{9}\\
& \text { Substituting } c=\frac{a+b-35}{2} \text { and } z=\frac{1}{2} \text { in equation (3), we get } \\
& (a-b){ }_{2} F_{1}\left[\begin{array}{lll}
a, b ; & \frac{1}{2}+ & \frac{a}{2}
\end{array}\right]=(a-b-35){ }_{2} F_{1}\left[\begin{array}{ll}
a, b-1 ; & \frac{1}{2} \\
\frac{a+b-35}{2} ; & ;(a-b+35){ }_{2} F_{1}\left[\begin{array}{ll}
a-1, b ; & \frac{1}{2}
\end{array}\right] \\
\frac{a+b-35}{2} ; &
\end{array}\right]
\end{align*}
$$

Now using the same method of $\operatorname{Ref}[9]$ the main result is derived.
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#### Abstract

In this paper we have established a theorem wherein we have obtained the image of modified H - transform under the pathway fractional integral operator defined by Nair [8]. Three corollaries of the main theorem have been derived. Our findings provide interesting unification and extension of number of (new and known) results. Keywords : Pathway fractional integral operator, modified H-function transform, H- function of one variable, Whittaker function, Wright's generalized Bessel function.

\section*{I. Introduction}


The modified H-function transform was introduced by Saigo, Saxena and Ram [7] and is defined in the following manner:

$$
\begin{align*}
& h(s)=h_{P, Q}^{M, N}[F(x) ; \rho, s] \\
& =\int_{d}^{\infty}(s x)^{\rho-1} H_{P, Q}^{M, N}\left[(s x)^{k} \left\lvert\, \begin{array}{c}
\left(c_{j}, \gamma_{j}\right)_{1, P} \\
\left(d_{j}, \delta_{j}\right)_{1, Q}
\end{array}\right.\right] F(x) d x, \text { for } k>0,  \tag{1}\\
&  \tag{2}\\
& F(x)=f\left(a^{\prime} \sqrt{x^{2}-d^{2}}\right) U(x-d), x>d>0,
\end{align*}
$$

where $\mathrm{U}(\mathrm{x}-\mathrm{d})$ is the well- known Heaviside unit function.
Further we assume that $h(s)$ exists and belongs to $U$. where $U$ is the class of functions $f(x)$ on $R_{+}=(0, \infty)$, which is infinitely differentiable with partial derivatives of any order such that

$$
f(x)=\left[\begin{array}{cc}
0 & \left(|x|^{w_{1}}\right) \text { as } x \rightarrow 0  \tag{3}\\
0 & \left(|x|^{-w_{2}}\right) \text { as } x \rightarrow \infty
\end{array}\right] .
$$

The transform defined by (1) exists provided that following (sufficient) conditions are satisfied:
(i) $|\arg \mathrm{s}|<\frac{1}{2} \pi \Omega / \mathrm{k}$,

[^4]where $\Omega=\sum_{j=1}^{N} \gamma_{j}-\sum_{j=N+1}^{P} \gamma_{j}+\sum_{j=1}^{M} d_{j}-\sum_{j=M+1}^{Q} d_{j}$
(ii) $\operatorname{Re}\left(\mathrm{w}_{1}\right)+1>0$,
(iii) $\operatorname{Re}\left(\rho-\mathrm{w}_{2}\right)+\mathrm{k} \max _{1 \leq \mathrm{j} \leq \mathrm{N}}\left[\operatorname{Re}\left(\frac{\mathrm{c}_{\mathrm{j}}-1}{\gamma_{\mathrm{j}}}\right)\right]<0$.

The Fox's H-function or simply H-function was introduced by Charles Fox [5]. This function is defined and represented by means of the following Mellin-Barnes type of contour integral:

$$
\mathrm{H}_{\mathrm{P}, \mathrm{Q}}^{\mathrm{M}, \mathrm{~N}}[\mathrm{z}]=\mathrm{H}_{\mathrm{P}, \mathrm{Q}}^{\mathrm{M}, \mathrm{~N}}\left[\begin{array}{l|l}
\mathrm{z} & \left.\begin{array}{c}
\left(\mathrm{a}_{\mathrm{j}}, \alpha_{\mathrm{j}}\right)_{1, \mathrm{P}} \\
\left(\mathrm{~b}_{\mathrm{j}}, \beta_{\mathrm{j}}\right)_{1, \mathrm{Q}}
\end{array}\right]=\frac{1}{2 \pi \mathrm{i}} \int_{\mathrm{L}} \theta\left(\mathrm{~s}_{1}\right) \mathrm{z}^{\mathrm{s}_{1}} \mathrm{ds}_{1}, ~ \tag{4}
\end{array}\right.
$$

where $\mathrm{i}=(-1)^{1 / 2}, \mathrm{z} \neq 0$ and

$$
\begin{equation*}
\theta\left(s_{1}\right)=\frac{\prod_{j=1}^{M} \Gamma\left(b_{j}-\beta_{j} s_{1}\right) \prod_{j=1}^{N} \Gamma\left(1-a_{j}+\alpha_{j} s_{1}\right)}{\prod_{j=M+1}^{Q} \Gamma\left(1-b_{j}+\beta_{j} s_{1}\right) \prod_{j=N+1}^{P} \Gamma\left(a_{j}-\alpha_{j} s_{1}\right)} \tag{5}
\end{equation*}
$$

The nature of the contour L in (4), the conditions of convergence of the integral (4), the asymptotic expansion of the H -function and some of its special cases can be referred to the work of Srivastava, Gupta and Goyal [6] and Mathai and Saxena [4].

The Pathway fractional integral operator introduced by Nair [8] and is defined in the following manner:

$$
\begin{equation*}
\left(\mathrm{P}_{0_{+}}^{(\eta, \alpha)} \mathrm{f}\right)(\mathrm{x})=\mathrm{x}^{\eta} \int_{0}^{\left[\frac{\mathrm{x}}{\mathrm{a}(1-\alpha)}\right]}\left[1-\frac{\mathrm{a}(1-\alpha) \mathrm{t}}{\mathrm{x}}\right]^{\frac{\eta}{(1-\alpha)}} \mathrm{f}(\mathrm{t}) \mathrm{dt} \tag{6}
\end{equation*}
$$

where $f(x) \in L(a, b), \eta \in C, R(\eta)>0, a>0$ and 'pathway parameter' $\alpha<1$.
The pathway model is introduced by Mathai [1] and studied further by Mathai and Haubold ([2], [3]). For real scalar $\alpha$, the pathway model for scalar random variables is represented by the following probability density function (p.d.f.):

$$
\begin{equation*}
f(x)=c|x|^{\gamma-1}\left[1-a(1-\alpha)|x|^{\delta}\right]^{\frac{\beta}{1-\alpha}}, \tag{7}
\end{equation*}
$$

$-\infty<\mathrm{x}<\infty, \delta>0, \beta \geq 0,\left(1-\mathrm{a}(1-\alpha)|\mathrm{x}|^{\delta}\right)>0, \gamma>0$, where c is the normalizing constant and $\alpha$ is called the pathway parameter. For real $\alpha$, the normalizing constant is as follows:

$$
\begin{equation*}
\mathrm{c}=\frac{1}{2} \frac{\delta[\mathrm{a}(1-\alpha)]^{\frac{\gamma}{\delta}} \Gamma\left(\frac{\gamma}{\delta}+\frac{\beta}{1-\alpha}+1\right)}{\Gamma\left(\frac{\gamma}{\delta}\right) \Gamma\left(\frac{\beta}{1-\alpha}+1\right)}, \text { for } \alpha<1 \tag{8}
\end{equation*}
$$

$$
\begin{align*}
& =\frac{1}{2} \frac{\delta[\mathrm{a}(\alpha-1)]^{\frac{\gamma}{\delta}} \Gamma\left(\frac{\beta}{\alpha-1}\right)}{\Gamma\left(\frac{\gamma}{\delta}\right) \Gamma\left(\frac{\beta}{\alpha-1}-\frac{\gamma}{\delta}\right)} \text {, for } \frac{1}{\alpha-1}-\frac{\gamma}{\delta}>0, \alpha>1,  \tag{9}\\
& =\frac{1}{2} \frac{\delta(\mathrm{a} \beta)^{\frac{\gamma}{\delta}}}{\Gamma\left(\frac{\gamma}{\delta}\right)} \text { for } \alpha \rightarrow 1 . \tag{10}
\end{align*}
$$

For $\alpha<1$, it is a finite range density with $1-\mathrm{a}(1-\alpha)|\mathrm{x}|^{\delta}>0$ and (7) remains in the extended generalized type-1 beta family. The pathway density in (7), for $\alpha<1$, includes the extended type-1 beta density, the triangular density, the uniform density and many other p.d.f.
For $\alpha>1$, we have

$$
\begin{equation*}
f(x)=c|x|^{\gamma-1}\left[1+a(\alpha-1)|x|^{\delta}\right]^{-\frac{\beta}{\alpha-1}}, \tag{11}
\end{equation*}
$$

$-\infty<\mathrm{x}<\infty, \delta>0, \beta \geq 0, \alpha>1$, which is the extended generalized type- 2 beta model for real x . It includes the type- 2 beta density, the F density, the Student-t density, the Cauchy density and many more.

Here it is considered only the case of pathway parameter $\alpha<1$. For $\alpha \rightarrow 1$ (7) and (11) take the exponential form, since

$$
\begin{align*}
\operatorname{Lim}_{\alpha \rightarrow 1} c|x|^{\gamma-1}\left[1-a(1-\alpha)|x|^{\delta}\right]^{\frac{\eta}{1-\alpha}} & =\operatorname{Lim}_{\alpha \rightarrow 1} c|x|^{\gamma-1}\left[1+a(\alpha-1)|x|^{\delta}\right]^{-\frac{\eta}{\alpha-1}} \\
& =c|x|^{\gamma-1} e^{-a \eta|x|^{\delta}} \tag{12}
\end{align*}
$$

This includes the generalized Gamma-, the Weibull-, the Chi-square, the Laplace-, the Maxwell- Boltzmann and other related densities.

When $\alpha \rightarrow 1_{-},\left[1-\frac{\mathrm{a}(1-\alpha) \mathrm{t}}{\mathrm{x}}\right]^{\frac{\eta}{1-\alpha}} \rightarrow \mathrm{e}^{-\frac{a \eta}{x} \mathrm{t}}$, then operator (6) reduces to the Laplace integral transform of $f$ with parameter $\frac{a \eta}{x}$ :

$$
\begin{equation*}
\left(P_{0_{+}}^{(\eta, 1)} f\right)(x)=x^{\eta} \int_{0}^{\infty} e^{-\frac{a \eta}{x} t} f(t) d t=x^{\eta} L_{f}\left(\frac{a \eta}{x}\right) . \tag{13}
\end{equation*}
$$

When $\alpha=0, a=1$, then replacing $\eta$ by $\eta-1$ in (6) the integral operator reduces to the Riemann-Liouville fractional integral operator.

## II. Main Theorem

If

$$
h(s)=\int_{d}^{\infty}(s x)^{\rho-1} H_{P, Q}^{M, N}\left[(s x)^{k} \left\lvert\, \begin{array}{c|c}
\left(c_{j}, \gamma_{j}\right)_{1, P}  \tag{14}\\
\left(d_{j}, \delta_{j}\right)_{1, Q}
\end{array}\right.\right] F(x) d x,
$$

and
then
$P_{0_{+}}^{(\eta, \alpha)}[h(s)]=\frac{s^{\eta+\rho}}{[a(1-\alpha)]^{\rho}} \Gamma\left(\frac{\eta}{1-\alpha}+1\right)_{d}^{\infty} x^{\rho-1} H_{P+1, Q+1}^{M, N+1}\left[\left(\frac{s x}{a(1-\alpha)}\right)^{k} \left\lvert\, \begin{array}{c}\left(c_{j}, \gamma_{j}\right)_{1, p},(1-\rho, k) \\ \left(d_{j}, \delta_{j}\right)_{1, Q},\left(\frac{\eta}{\alpha-1}-\rho, k\right)\end{array}\right.\right] F(x) d x$,
where $F(x)=f\left(a^{\prime} \sqrt{x^{2}-d^{2}}\right) U(x-d), x>d>0$ as defined in (2) provided that
(i) $\quad \Omega>0,|\operatorname{args}|<\frac{1}{2} \pi \Omega / \mathrm{k}$,
(ii) $\operatorname{Re}\left(\mathrm{w}_{1}\right)+1>0, \operatorname{Re}\left(\rho-\mathrm{w}_{2}\right)+\mathrm{k} \max _{1 \leq \mathrm{j} \leq \mathrm{N}}\left[\operatorname{Re}\left(\frac{\mathrm{c}_{\mathrm{j}}-1}{\gamma_{\mathrm{j}}}\right)\right]<0$,
(iii) $f(x) \in L(a, b), \quad \eta \in C, R(\eta)>0, a>0, \quad \alpha<1$,
(iv) $R\left(1+\frac{\eta}{1-\alpha}\right)>0$.

Proof: In order to prove the main theorem, substituting the value of $\mathrm{h}(\mathrm{s})$ from (14) in the left hand side of (15), we find that

$$
P_{0_{+}}^{(\eta, \alpha)}[h(s)]=s^{\eta} \int_{t=0}^{\left[\frac{s}{a(1-\alpha)}\right.}\left[1-\frac{a(1-\alpha) t}{s}\right]^{\frac{\eta}{(1-\alpha)}}\left\{\int_{x=d}^{\infty}(t x)^{\rho-1} H_{P, Q}^{M, N}\left[(t x)^{k} \left\lvert\, \begin{array}{c}
\left(c_{j}, \gamma_{j}\right)_{1, \mathrm{P}}  \tag{17}\\
\left(d_{j}, \delta_{j}\right)_{1, Q}
\end{array}\right.\right] F(x) d x\right\} d t
$$

Now interchanging the orders of x and t integrals which is permissible under given conditions, we get

## Ref.

$$
P_{0_{+}}^{(\eta, \alpha)}[h(s)]=s^{\eta} \int_{x=d}^{\infty} F(x) x^{\rho-1}\left\{\int_{t=0}^{\left[\frac{s}{\mathrm{a}(1-\alpha)}\right.}\left[1-\frac{a(1-\alpha) t}{s}\right]^{\frac{\eta}{(1-\alpha)}} \mathrm{t}^{\rho-1} H_{P, Q}^{M, N}\left[(t x)^{k} \left\lvert\, \begin{array}{c}
\left(c_{j}, \gamma_{j}\right)_{1, \mathrm{P}}  \tag{18}\\
\left(d_{j}, \delta_{j}\right)_{1, Q}
\end{array}\right.\right] d t\right\} d x
$$

To evaluate the t-integral, we express the H - function in terms of Mellin-Barnes contour integrals with the help of (4) and change the order of contour integrations and tintegral. After evaluating the t- integral and reinterpreting the result thus obtained in terms of H-function, we easily arrive at the right hand side of (16) after a little simplification.

When $\alpha \rightarrow 1_{-}$, then (16) tends to

$$
\operatorname{Lim}_{\alpha \rightarrow 1_{-}} P_{0_{+}}^{(\eta, \alpha)}[\mathrm{h}(\mathrm{~s})]=\frac{\mathrm{s}^{\eta+\rho}}{(\mathrm{a} \eta)^{\rho}} \int_{\mathrm{d}}^{\infty} \mathrm{x}^{\rho-1} \mathrm{H}_{\mathrm{P}+1, \mathrm{Q}}^{\mathrm{M}, \mathrm{~N}+1}\left[\left(\frac{\mathrm{sx}}{\mathrm{a} \eta}\right)^{\mathrm{k}} \left\lvert\, \begin{array}{c}
\left(\mathrm{c}_{\mathrm{j}}, \gamma_{\mathrm{j}}\right)_{1, \mathrm{P}},(1-\rho, \mathrm{k})  \tag{19}\\
\left(\mathrm{d}_{\mathrm{j}}, \delta_{\mathrm{j}}\right)_{1, \mathrm{Q}}
\end{array}\right.\right] \mathrm{F}(\mathrm{x}) \mathrm{dx}
$$

## iII. Special Cases

(I) If we reduce the Fox's H-function involved in (14) to Whittaker function by using a known result [4, p.155], a little simplification will give the following Corollary 1. If

$$
\begin{equation*}
h(s)=\int_{d}^{\infty}(s x)^{\rho-1} e^{-\frac{1}{2} s x} W_{b, c}(s x) F(x) d x \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathrm{P}_{0_{+}}^{(\eta, \alpha)} \mathrm{f}\right)(\mathrm{x})=\mathrm{x}^{\eta} \int_{0}^{\left[\frac{x}{a(1-\alpha)}\right]}\left[1-\frac{\mathrm{a}(1-\alpha) \mathrm{t}}{\mathrm{x}}\right]^{\frac{\eta}{(1-\alpha)}} \mathrm{f}(\mathrm{t}) \mathrm{dt} \tag{21}
\end{equation*}
$$

then

$$
P_{0_{+}}^{(\eta, \alpha)}[h(s)]=\frac{s^{\eta+\rho}}{[a(1-\alpha)]^{\rho}} \Gamma\left(\frac{\eta}{1-\alpha}+1\right) \int_{d}^{\infty} x^{\rho-1} H_{2,3}^{2,1}\left[\frac{s x}{a(1-\alpha)} \left\lvert\, \begin{array}{c}
(1-\rho, 1),(1-b, 1)  \tag{22}\\
\left(\frac{\eta}{\alpha-1}-\rho, 1\right),\left(\frac{1}{2}-c, 1\right),\left(\frac{1}{2}+c, 1\right)
\end{array}\right.\right] F(x) d x .
$$

The conditions of validity of the aforementioned corollary can be easily derived from our main theorem.

When $\alpha \rightarrow 1_{-}$then (22) tends to
(II) Reducing Fox's H-function in (14) to exponential function using known result [6, p.18] then we have the following

If

$$
\begin{equation*}
h(s)=\int_{d}^{\infty}(s x)^{\rho-1} e^{-s x} F(x) d x, \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathrm{P}_{0_{+}}^{(\eta, \alpha)} \mathrm{f}\right)(\mathrm{x})=\mathrm{x}^{\eta} \int_{0}^{\left[\frac{x}{a(1-\alpha)}\right]}\left[1-\frac{\mathrm{a}(1-\alpha) \mathrm{t}}{\mathrm{x}}\right]^{\frac{\eta}{(1-\alpha)}} \mathrm{f}(\mathrm{t}) \mathrm{dt} \tag{25}
\end{equation*}
$$

then

$$
\begin{equation*}
P_{0_{+}}^{(\eta, \alpha)}[h(s)]=\frac{s^{\eta+\rho}}{[a(1-\alpha)]^{\rho}} B\left(\rho, \frac{\eta}{1-\alpha}+1\right) \int_{d}^{\infty} x^{\rho-1}{ }_{1} F_{1}\left[(\rho) ;\left(\rho+\frac{\eta}{1-\alpha}+1\right) ;-\frac{s x}{a(1-\alpha)}\right] F(x) d x . . \tag{26}
\end{equation*}
$$

The conditions of validity of the aforementioned corollary can be easily derived from our main theorem.
When $\alpha \rightarrow 1_{-}$then (26) tends to

$$
\begin{equation*}
\operatorname{Lim}_{\alpha \rightarrow 1_{-}} P_{0_{+}}^{(\eta, \alpha)}[h(s)]=\frac{s^{\eta+\rho} \Gamma(\rho)}{[a \eta]^{\rho}} \int_{d}^{\infty} x^{\rho-1}\left(1+\frac{s x}{a \eta}\right)^{-\rho} F(x) d x . \tag{27}
\end{equation*}
$$

(III) If we reduce the Fox's H-function involved in (14) to Wright's generalized Bessel function by using a known result [6, p.19], after a little simplification we have If

$$
\begin{equation*}
\mathrm{h}(\mathrm{~s})=\int_{\mathrm{d}}^{\infty}(\mathrm{sx})^{\rho-1} J_{\lambda}^{v}(x) \mathrm{F}(\mathrm{x}) \mathrm{dx}, \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathrm{P}_{0_{+}}^{(\eta, \alpha)} \mathrm{f}\right)(\mathrm{x})=\mathrm{x}^{\eta} \int_{0}^{\left[\frac{x}{a(1-\alpha)}\right]}\left[1-\frac{\mathrm{a}(1-\alpha) \mathrm{t}}{\mathrm{x}}\right]^{\frac{\eta}{(1-\alpha)}} \mathrm{f}(\mathrm{t}) \mathrm{dt} \tag{29}
\end{equation*}
$$

then

$$
\mathrm{P}_{0_{+}}^{(\eta, \alpha)}[\mathrm{h}(\mathrm{~s})]=\frac{\mathrm{s}^{\eta+\rho}}{[\mathrm{a}(1-\alpha)]^{\rho}} \Gamma\left(\frac{\eta}{1-\alpha}+1\right) \int_{\mathrm{d}}^{\infty} \mathrm{x}^{\rho-1}{ }_{1} \psi_{2}\left[\begin{array}{c}
(\rho, 1)  \tag{30}\\
(1+\lambda, v),\left(\rho+\frac{\eta}{1-\alpha}+1,1\right) ;
\end{array} \quad-\frac{\mathrm{sx}}{\mathrm{a}(1-\alpha)}\right] \mathrm{F}(\mathrm{x}) \mathrm{dx},
$$

where ${ }_{1} \psi_{2}$ is wright's hypergeometric function and the conditions of validity of the aforementioned corollary can be easily derived from our main theorem.

When $\alpha \rightarrow 1_{-}$then (30) tends to

$$
\operatorname{Lim}_{\alpha \rightarrow 1_{-}} \mathrm{P}_{0_{+}}^{(\eta, \alpha)}[\mathrm{h}(\mathrm{~s})]=\frac{\mathrm{s}^{\eta+\rho}}{[\mathrm{a} \mathrm{\eta}]^{\rho}} \int_{\mathrm{d}}^{\infty} \mathrm{x}^{\rho-1}{ }_{1} \psi_{1}\left[\begin{array}{r}
(\rho, 1) ;  \tag{31}\\
(1+\lambda, v) ;
\end{array}-\frac{\mathrm{sx}}{\mathrm{a} \eta}\right] \mathrm{F}(\mathrm{x}) \mathrm{dx} .
$$
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## Certain Indefinite Integrals Involving Laguerre Polynomials

## Salahuddin

Abstract - In this paper we have established certain indefinite integrals involving Polylogarithm and Laguerre Polynomials. The results represent here are assume to be new.
Keywords and Phrases : Polylogarithm; Laguerre polynomials; Gaussian Hypergeometric Function.

## I. Introduction and Preliminaries

## Laguerre polynomials

In mathematics, the Laguerre polynomials, named after Edmond Laguerre (1834-1886), are solutions of Laguerre's equation:

$$
\begin{equation*}
x y^{\prime \prime}+(1-x) y^{\prime}+n y=0 \tag{1.1}
\end{equation*}
$$

which is a second-order linear differential equation. This equation has nonsingular solutions only if n is a non-negative integer. The associated Laguerre polynomials (also named Sonin polynomials after Nikolay Yakovlevich Sonin in some older books) are solutions of

$$
\begin{equation*}
x y^{\prime \prime}+(\alpha+1-x) y^{\prime}+n y=0 \tag{1.2}
\end{equation*}
$$

The Laguerre polynomials are also used for Gaussian quadrature to numerically compute integrals of the form

$$
\int_{0}^{\infty} f(x) e^{-x} d x
$$

These polynomials, usually denoted $L 0, L 1, \ldots$, are a polynomial sequence which may be defined by the Rodrigues formula

$$
\begin{equation*}
L_{n}(x)=\frac{e^{x}}{n!} \frac{d^{n}}{d x^{n}}\left(e^{-x} x^{n}\right) \tag{1.3}
\end{equation*}
$$

They are orthonormal to each other with respect to the inner product given by

$$
\begin{equation*}
<f, g>=\int_{0}^{\infty} f(x) g(x) e^{-x} d x \tag{1.4}
\end{equation*}
$$

The sequence of Laguerre polynomials is a Sheffer sequence.

[^5]

Figure 1: The first six Laguerre polynomials
The first six Laguerre polynomials are(also in fig.)

$$
\begin{gathered}
L_{0}(x)=1 \\
L_{1}(x)=-x+1 \\
L_{2}(x)=\frac{1}{2}\left(x^{2}-4 x+2\right) \\
L_{3}(x)=\frac{1}{6}\left(-x^{3}+9 x^{2}-18 x+6\right) \\
L_{4}(x)=\frac{1}{24}\left(x^{4}-16 x^{3}+72 x^{2}-96 x+24\right) \\
L_{5}(x)=\frac{1}{720}\left(x^{6}-36 x^{5}+450 x^{4}-2400 x^{3}+5400 x^{2}-4320 x+720\right)
\end{gathered}
$$

## Polylogarithm

The polylogarithm (also known as Jonquire's function) is a special function $L i_{s}(z)$ that is defined by the infinite sum, or power series:

$$
\begin{equation*}
L i_{s}(z)=\sum_{k=1}^{\infty} \frac{z^{k}}{k^{s}} \tag{1.5}
\end{equation*}
$$

It is in general not an elementary function, unlike the related logarithm function. The above definition is valid for all complex values of the order $s$ and the argument $z$ where $|z|<1$. The polylogarithm is defined over a larger range of $z$ than the above definition allows by the process of analytic continuation.
The special case $s=1$ involves the ordinary natural logarithm $\left(L i_{1}(z)=-\ln (1-z)\right)$ while the special cases $s=2$ and $s=3$ are called the dilogarithm (also referred to as Spence's function) and trilogarithm respectively. The name of the function comes from the fact that it may alternatively be defined as the repeated integral of itself, namely that

$$
\begin{equation*}
L i_{s+1}(z)=\int_{0}^{z} \frac{L i_{s}(t)}{t} d t \tag{1.6}
\end{equation*}
$$

Thus the dilogarithm is an integral of the logarithm, and so on. For nonpositive integer orders s , the polylogarithm is a rational function.
The polylogarithm also arises in the closed form of the integral of the FermiDirac distribution and the BoseEinstein distribution and is sometimes known as the Fermi- Dirac integral or the BoseEinstein integral. Polylogarithms should not be confused with polylogarithmic functions nor with the offset logarithmic integral which has a similar notation.

## Generalized Gaussian Hypergeometric Function

Generalized ordinary hypergeometric function of one variable is defined by

$$
{ }_{A} F_{B}\left[\begin{array}{ccc}
a_{1}, a_{2}, \cdots, a_{A} & ; & \\
b_{1}, b_{2}, \cdots, b_{B} & ; & z
\end{array}\right]=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k} \cdots\left(a_{A}\right)_{k} z^{k}}{\left(b_{1}\right)_{k}\left(b_{2}\right)_{k} \cdots\left(b_{B}\right)_{k} k!}
$$

or

$$
{ }_{A} F_{B}\left[\begin{array}{ccc}
\left(a_{A}\right) & ; &  \tag{1.7}\\
\left(b_{B}\right) & ; & z
\end{array}\right] \equiv{ }_{A} F_{B}\left[\begin{array}{ccc}
\left(a_{j}\right)_{j=1}^{A} & ; & \\
\left(b_{j}\right)_{j=1}^{B} & ; & z
\end{array}\right]=\sum_{k=0}^{\infty} \frac{\left(\left(a_{A}\right)\right)_{k} z^{k}}{\left(\left(b_{B}\right)\right)_{k} k!}
$$

where denominator parameters $b_{1}, b_{2}, \cdots, b_{B}$ are neither zero nor negative integers and $A, B$ are non-negative integers.

## iI. Main Indefinite Integrals

$$
\begin{gather*}
\int \frac{\cosh x L_{1}(x)}{\sqrt{1-\cos x}} \mathrm{dx}=-\frac{1}{\sqrt{1-\cos x}}\left(\frac{2}{25}-\frac{4 \iota}{25}\right) e^{\left(-1-\frac{\iota}{2}\right) x} \sin \frac{x}{2}\left[-(4+2 \iota) e^{2 x} \times\right. \\
\times{ }_{3} F_{2}\left(-\frac{1}{2}-\iota,-\frac{1}{2}-\iota, 1 ; \frac{1}{2}-\iota, \frac{1}{2}-\iota ; e^{\iota x}\right)-(4+2 \iota) e^{\iota x}{ }_{3} F_{2}\left(\frac{1}{2}+\iota, \frac{1}{2}+\iota, 1 ; \frac{3}{2}+\iota, \frac{3}{2}+\iota ; e^{\iota x}\right)+ \\
+5 x e^{2 x}{ }_{2} F_{1}\left(-\frac{1}{2}-\iota, 1 ; \frac{1}{2}-\iota ; e^{\iota x}\right)-5 x e^{\iota x}{ }_{2} F_{1}\left(\frac{1}{2}+\iota, 1 ; \frac{3}{2}+\iota ; e^{\iota x}\right)- \\
-(3-4 \iota) e^{(2+\iota) x}{ }_{2} F_{1}\left(\frac{1}{2}-\iota, 1 ; \frac{3}{2}-\iota ; e^{\iota x}\right)+5 e^{\iota x}{ }_{2} F_{1}\left(\frac{1}{2}+\iota, 1 ; \frac{3}{2}+\iota ; e^{\iota x}\right)- \\
\left.-5 x e^{2 x}+(4+2 \iota) e^{2 x}\right]+ \text { Constant } \tag{2.1}
\end{gather*}
$$

$$
\begin{aligned}
& \int \frac{\cosh x L_{2}(x)}{\sqrt{1-\cosh x}} \mathrm{dx}=\frac{1}{\sqrt{1-\cosh x}} \sinh \frac{x}{2}\left[4(x-2) L i_{2}\left(-e^{-\frac{x}{2}}\right)-4(x-2) L i_{2}\left(e^{-\frac{x}{2}}\right)+8 L i_{3}\left(-e^{-\frac{x}{2}}\right)-\right. \\
& \quad-8 \operatorname{Li}_{3}\left(e^{-\frac{x}{2}}\right)+x^{2} \log \left(1-e^{-\frac{x}{2}}\right)-x^{2} \log \left(1+e^{-\frac{x}{2}}\right)+2 x^{2} \cosh \frac{x}{2}-4 x \log \left(1-e^{-\frac{x}{2}}\right)+ \\
& \left.+4 x \log \left(1+e^{-\frac{x}{2}}\right)-8 x \sinh \frac{x}{2}+16 \sinh \frac{x}{2}-8 x \cosh \frac{x}{2}+20 \cosh \frac{x}{2}+2 \log \left(\tanh \frac{x}{4}\right)\right]+ \text { Constant }
\end{aligned}
$$

$$
\int \frac{\sin x L_{2}(x)}{\sqrt{1-\sin x}} \mathrm{dx}=\frac{1}{\sqrt{1-\sin x}}\left(\frac{1}{2}+\frac{\iota}{2}\right)\left(\cos \frac{x}{2}-\sin \frac{x}{2}\right)\left[( - 1 ) ^ { \frac { 3 } { 4 } } \left\{-4 \iota(x-2) L i_{2}\left(-(-1)^{\frac{3}{4}} e^{\frac{\iota x}{2}}\right)+\right.\right.
$$

$$
+4 \iota(x-2) L i_{2}\left((-1)^{\frac{3}{4}} e^{\frac{\iota x}{2}}\right)+8 L i_{3}\left(-(-1)^{\frac{3}{4}} e^{\frac{\iota x}{2}}\right)-8 L i_{3}\left((-1)^{\frac{3}{4}} e^{\frac{\iota x}{2}}\right)+x^{2}\left(-\log \left(1-(-1)^{\frac{3}{4}} e^{\iota x}\right)\right)+
$$

$$
+x^{2}\left(\log \left(1+(-1)^{\frac{3}{4}} e^{\iota x}\right)\right)+4 x\left(\log \left(1-(-1)^{\frac{3}{4}} e^{\iota x}\right)\right)-4 x\left(\log \left(1+(-1)^{\frac{3}{4}} e^{\iota x}\right)\right)+
$$

$$
\left.\left.+4 \iota \tan ^{-1}\left((-1)^{\frac{1}{4}} e^{\frac{\iota x}{2}}\right)\right\}-(1-\iota)\left(x^{2}-8 x+2\right) \sin \frac{x}{2}+(-1+\iota)\left(x^{2}-14\right) \cos \frac{x}{2}\right]+ \text { Constant }
$$

$$
\int \frac{\cosh x L_{3}(x)}{\sqrt{1-\cosh x}} \mathrm{dx}=-\frac{1}{24 \sqrt{1-\cosh x}} \sinh \frac{x}{2}\left[48 x^{2} L i_{2}\left(e^{\frac{x}{2}}\right)+48\left(x^{2}-6 x+6\right) L i_{2}\left(-e^{-\frac{x}{2}}\right)+\right.
$$

$$
+192 x L i_{3}\left(-e^{-\frac{x}{2}}\right)-192 x L i_{3}\left(e^{\frac{x}{2}}\right)+288(x-1) L i_{2}\left(e^{-\frac{x}{2}}\right)-576 L i_{3}\left(-e^{-\frac{x}{2}}\right)+576 L i_{3}\left(e^{-\frac{x}{2}}\right)+
$$

$$
\begin{gather*}
+384 \operatorname{Li}_{4}\left(-e^{-\frac{x}{2}}\right)+384 \operatorname{Li}_{4}\left(e^{\frac{x}{2}}\right)-x^{4}-8 x^{3} \log \left(1+e^{-\frac{x}{2}}\right)+8 x^{3} \log \left(1-e^{\frac{x}{2}}\right)+16 x^{3} \cosh \frac{x}{2}- \\
-72 x^{2} \log \left(1-e^{-\frac{x}{2}}\right)+72 x^{2} \log \left(1+e^{-\frac{x}{2}}\right)-96 x^{2} \sinh \frac{x}{2}-144 x^{2} \cosh \frac{x}{2}+144 x \log \left(1-e^{-\frac{x}{2}}\right)- \\
-144 x \log \left(1+e^{-\frac{x}{2}}\right)+576 x \sinh \frac{x}{2}-1344 \sinh \frac{x}{2}+672 x \cosh \frac{x}{2}- \\
\left.-1248 \cosh \frac{x}{2}-48 \log \left(\tanh \frac{x}{4}\right)+8 \pi^{4}\right]+ \text { Constant }  \tag{2.4}\\
\text { III. DERIVATION OF THE INTEGRALS }
\end{gather*}
$$

Involving the same method of ref[8], one can derive the integrals.

In our work we have established certain indefinite integrals involving Laguerre polynomials,Jonquire's function and Hypergeometric function. We hope that the development presented in this work will stimulate further interest and research in this important area of Computational Mathematics.
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## Generalizations of the Distance and Dependent Function in Extenics to 2D, 3D, and $N-D$

Florentin Smarandache

## Abstract - Dr. Cai Wen defined in his 1983 paper:

- the distance formula between a point $x_{0}$ and a one-dimensional (1D) interval $[a, b]$;
- and the dependence function which gives the degree of dependence of a point with respect to a pair of included 1D intervals.

This paper inspired us to generalize the Extension Set to two-dimensions, i.e. in plane of real numbers $\boldsymbol{R}^{2}$ where one has a rectangle (instead of a segment of line), determined by two arbitrary points $\boldsymbol{A}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right)$ and $\boldsymbol{B}\left(\boldsymbol{b}_{1}, \boldsymbol{b}_{2}\right)$. And similarly in $R^{3}$, where one has a prism determined by two arbitrary points $A\left(a_{1}, a_{2}, a_{3}\right)$ and $B\left(b_{1}, b_{2}, b_{3}\right)$. We geometrically define the linear and non-linear distance between a point and the $2 D$ - and $3 D$-extension set and the dependent function for a nest of two included 2D - and 3D - extension sets. Linearly and non-linearly attraction point principles towards the optimal point are presented as well.

The same procedure can be then used considering, instead of a rectangle, any bounded $2 D$-surface and similarly any bounded $3 \boldsymbol{D}$ - solid, and any bounded $\boldsymbol{n}-\boldsymbol{D}$ - body in $\boldsymbol{R}^{n}$.

These generalizations are very important since the Extension Set is generalized from one-dimension to 2,3 and even $n$-dimensions, therefore more classes of applications will result in consequence.

## I. Introduction

Extension Theory (or Extenics) was developed by Professor Cai Wen in 1983 by publishing a paper called "Extension Set and Non-Compatible Problems". Its goal is to solve contradictory problems and also nonconventional, nontraditional ideas in many fields.

Extenics is at the confluence of three disciplines: philosophy, mathematics, and engineering.

A contradictory problem is converted by a transformation function into a noncontradictory one.

The functions of transformation are: extension, decomposition, combination, etc.
Extenics has many practical applications in Management, Decision-Making, Strategic Planning, Methodology, Data Mining, Artificial Intelligence, Information Systems, Control Theory, etc.

Extenics is based on matter-element, affair-element, and relation-element.

## II. Extension Distance in 1D-Space

Prof. Cai Wen has defined the extension distance between a point $x_{0}$ and a real interval $X=[a, b]$ by

$$
\rho\left(x_{0}, X\right)=\left|x_{o}-\frac{a+b}{2}\right|-\frac{b-a}{2}
$$

[^7]where in general $\rho:\left(\mathrm{R}, \mathrm{R}^{2}\right) \rightarrow(-\infty,+\infty)$.
Algebraically studying this extension distance, we find that actually the range of it is:
$$
\rho\left(x_{0}, X\right) \in\left[-\frac{b-a}{2},+\infty\right)
$$
or its minimum range value $-\frac{b-a}{2}$ depends on the interval $X$ extremities $a$ and b , and it occurs when the point $\mathrm{x}_{0}$ coincides with the midpoint of the interval $X$, i.e. $\mathrm{x}_{0}=\frac{a+b}{2}$.
The closer is the interior point $x_{0}$ to the midpoint $\frac{a+b}{2}$ of the interval $[a, b]$, the negatively larger is $\rho\left(x_{0}, X\right)$.

Fig. 1
In Fig. 1, for interior point $x_{0}$ between $a$ and $\frac{a+b}{2}$, the extension distance $\rho\left(x_{0}, X\right)$ $=a-x_{0}$ the negative length of the brown line segment[left side]. Whereas for interior point $x_{0}$ between $\frac{a+b}{2}$ and $b$, the extension distance $\rho\left(x_{0}, X\right)=x_{0}-b=$ the negative length of the blue line segment [right side].

Similarly, the further is exterior point $x_{\mathrm{o}}$ with respect to the closest extremity of the interval $[a, b]$ to it (i.e. to either $a$ or $b$ ), the positively larger is $\rho\left(x_{0}, X\right)$.


Fig. 2
In Fig. 2, for exterior point $x_{o}<a$, the extension distance $\rho\left(x_{0}, X\right)=a-x_{0}=t$ the positive length of the brown line segment [left side]. Whereas for exterior point $x_{o}>b$, the extension distance $\rho\left(x_{0}, X\right)=x_{0}-b=$ the positive length of the blue line segment [right side].

## iil. Principle of the Extension 1D-Distance

Geometrically studying this extension distance, we find the following principle that Prof. Cai has used in 1983 defining it:
$\rho\left(x_{0}, X\right)=$ the geometric distance between the point $x_{\mathrm{o}}$ and the closest extremity point of the interval $[a, b]$ to it (going in the direction that connects $x_{\mathrm{o}}$ with the optimal point), distance taken as negative if $x_{0} \in[a, b]$, and as positive if $x_{0} \subset[a, b]$.

This principle is very important in order to generalize the extension distance from $1 D$ to $2 D$ (twodimensional real space), $3 D$ (three-dimensional real space), and $n$ - $D$ (ndimensional real space).

The extremity points of interval $[a, b]$ are the point $a$ and $b$, which are also the boundary (frontier) of the interval $[a, b]$.

## IV. Dependent Function in 1D-Space

Prof. Cai Wen defined in 1983 in $1 D$ the Dependent Function $K(y)$.
If one considers two intervals $X_{0}$ and $X$, that have no common end point, and $X_{0} \subset X$, then:

$$
K(y)=\frac{\rho(y, X)}{\rho(y, X)-\rho\left(y, X_{0}\right)} .
$$

Since $K(y)$ was constructed in 1D in terms of the extension distance (.,.), we simply generalize it to higher dimensions by replacing (.,.) with the generalized (.,.) in a higher dimension.

## V. Extension Distance in 2D-Space

Instead of considering a segment of line $A B$ representing the interval $[a, b]$ in $1 R$, we consider a rectangle $A M B N$ representing all points of its surface in $2 D$.

Let's consider two arbitrary points $A\left(a_{1}, a_{2}\right)$ and $B\left(b_{1}, b_{2}\right)$. Through the points $A$ and $B$ one draws parallels to the axes of the Cartesian system $X Y$ and one thus one forms a rectangle $A M B N$ whose one of the diagonals is just $A B$.


Fig. 3 : P is an interior point to the rectangle AMBN and the optimal point O is in the center of symmetry of the rectangle.

Let's note by $O$ the midpoint of the diagonal $A B$, but $O$ is also the center of symmetry (intersection of the diagonals) of the rectangle $A M B N$. Then one computes the distance between a point $P(x, y)$ and the rectangle $A M B N$.

One can do that following the same principle as Dr. Cai Wen did: - compute the distance in $2 D$ (two dimensions) between the point $P$ and the center $O$ of the rectangle (intersection of rectangle's diagonals); - next compute the distance between the point $P$ and the closest point (let's note it by $P^{\prime}$ ) to it on the frontier (the rectangle's four edges) of the rectangle $A M B N$;
this step can be done in the following way:
considering $P^{\prime}$ as the intersection point between the line $P O$ and the frontier of the rectangle, and taken among the intersection points that point $P^{\prime}$ which is the closest to $P$; this case is entirely consistent with Dr. Cai's approach in the sense that when reducing from $2 D$ - space to $1 D$-space, i.e. the points $A\left(a_{1}, a_{2}\right)$ and $B\left(b, b_{2}\right)$ reduced to $A(a)$ and respectively $B(b)$, which is equivalent to the rectangle $A M B^{2} N^{2}$ reduced to its diagonal $A B$, one exactly gets his result.
The Extension 2D-Distance, for $P O$, will be: $\rho\left(\left(x_{0}, y_{0}\right), A M B M\right)=d($ point $P$, rectangle $A M B N)=|P O|-\left|P^{\prime} O\right|=\left|P P^{\prime}\right|$
i) which is equal to the negative length of the red segment $\left|P P^{\prime}\right|$ in Fig. 3 when $P$ is interior to the rectangle $A M B N$;
ii) or equal to zero when Plies on the frontier of the rectangle $A M B N$ (i.e. on edges $A M$, MB, $B N$, or $N A$ ) since $P$ coincides with $P^{\prime}$;
iii) or equal to the positive length of the blue segment $\left|P P^{\prime}\right|$ in Fig. 4 when $P$ is exterior to the rectangle $A M B N$.
where $|P O|$ means the classical $2 D$-distance between the point $P$ and $O$, and similarly for $\left|P^{\prime} O\right|$ and $\left|P P^{\prime}\right|$.
The Extension 2D-Distance, for the optimal point (i.e. $P=O$ ), will be
$\rho(O, A M B M)=d($ point $O$, rectangle $A M B N)=-\max d($ point $O$, point $M$ on the frontier of $A M B N$ ).


Fig. 4 : $P$ is an exterior point to the rectangle $A M B N$ and the optimal point $O$ is in the center of symmetry of the rectangle.

The last step is to devise the Dependent Function in $2 D$ - space similarly as Dr. Cai's defined the dependent function in $1 D$.
The midpoint (or center of symmetry) $O$ has the coordinates $O\left(\frac{a_{1}+b_{1}}{2}, \frac{a_{2}+b_{2}}{2}\right)$.
Let's compute the $|P O|-|P ' O|$.
In this case, we extend the line $O P$ to intersect the frontier of the rectangle $A M B N . P^{\prime}$ is closer to $P$ than $P^{\prime \prime}$, therefore we consider $P^{\prime}$.

The equation of the line $P O$, that of course passes through the points $P\left(x_{0}, y_{0}\right)$ and $O\left(\frac{a_{1}+b_{1}}{2}, \frac{a_{2}+b_{2}}{2}\right)$, is:

$$
y-y_{0}=\frac{\frac{a_{2}+b_{2}}{2}-y_{0}}{\frac{a_{1}+b_{1}}{2}-x_{0}}\left(x-x_{0}\right)
$$

Since the $x$-coordinate of point $P^{\prime}$ is $a_{1}$ because $P^{\prime}$ lies on the rectangle's edge $A M$, one gets the $y$-coordinate of point $P^{\prime}$ by a simple substitution of $x_{P^{\prime}}=a_{i}$ into the above equality:

$$
y_{p^{\prime}}=y_{0}+\frac{a_{2}+b_{2}-2 y_{0}}{a_{1}+b_{1}-2 x_{0}}\left(a_{1}-x_{0}\right) .
$$

Therefore $P^{\prime}$ has the coordinates $P^{\prime}\left(x_{P^{\prime}}=a_{1}, y_{P^{\prime}}=y_{0}+\frac{a_{2}+b_{2}-2 y_{0}}{a_{1}+b_{1}-2 x_{0}}\left(a_{1}-x_{0}\right)\right)$.
The distance $d(P, O)=|P O|=\sqrt{\left(x_{0}-\frac{a_{1}+b_{1}}{2}\right)^{2}+\left(y_{0}-\frac{a_{2}+b_{2}}{2}\right)^{2}}$
while the distance

$$
d\left(P^{\prime}, O\right)=\left|P^{\prime} O\right|=\sqrt{\left(a_{1}-\frac{a_{1}+b_{1}}{2}\right)^{2}+\left(y_{P^{\prime}}-\frac{a_{2}+b_{2}}{2}\right)^{2}}=\sqrt{\left(\frac{a_{1}-b_{1}}{2}\right)^{2}+\left(y_{P^{\prime}}-\frac{a_{2}+b_{2}}{2}\right)^{2}}
$$

Also, the distance $d\left(P, P^{\prime}\right)=\left|P P^{\prime}\right|=\sqrt{\left(a_{1}-x_{0}\right)^{2}+\left(y_{P^{\prime}}-y_{0}\right)^{2}}$.
Whence the Extension 2D-Distance formula:

$$
\begin{aligned}
& \rho\left(\left(x_{0}, y_{0}\right), A M B M\right)=d\left(P\left(x_{0}, y_{0}\right), A\left(a_{1}, a_{2}\right) M B\left(b_{1}, b_{2}\right) N\right)=|P O|-\left|P^{\prime} O\right| \\
& \begin{array}{c}
=\sqrt{\left(x_{0}-\frac{a_{1}+b_{1}}{2}\right)^{2}+\left(y_{0}-\frac{a_{2}+b_{2}}{2}\right)^{2}}-\sqrt{\left(\frac{a_{1}-b_{1}}{2}\right)^{2}+\left(y_{P}-\frac{a_{2}+b_{2}}{2}\right)^{2}} \\
= \pm\left|P P^{\prime}\right| \\
= \pm \sqrt{\left(a_{1}-x_{0}\right)^{2}+\left(y_{P}-y_{0}\right)^{2}}
\end{array}
\end{aligned}
$$

where $y_{p}=y_{0}+\frac{a_{2}+b_{2}-2 y_{0}}{a_{1}+b_{1}-2 x_{0}}\left(a_{1}-x_{0}\right)$.

## Properties:

As for $1 D$ - distance, the following properties hold in 2D:

## Property 1.

a) $(\mathrm{x}, \mathrm{y}) \in \operatorname{Int}(A M B N)$ iff $\rho((x, y), A M B N)<0$, where $\operatorname{Int}(A M B N)$ means interior of $A M B N$;
b) $(\mathrm{x}, \mathrm{y}) \in \operatorname{Fr}(A M B N)$ iff $\rho((x, y), A M B N)=0$, where $\operatorname{Fr}(A M B N)$ means frontier of $A M B N$;
c) $(\mathrm{x}, \mathrm{y}) \notin A M B N$ iff $\rho((x, y), A M B N)>0$.

## Property 2.

Let $A_{0} M_{0} B_{0} N_{0}$ and $A M B N$ be two rectangles whose sides are parallel to the axes of the Cartesian system of coordinates, such that they have no common end points, and $A_{0} M_{0} B_{0} N_{0} \subset A M B N$. We assume they have the same optimal points $O_{1} \equiv O_{2} \equiv O$ located in the center of symmetry of the two rectangles.
Then for any point $(x, y) \in R^{2}$ one has $\rho\left((x, y), A_{0} M_{0} B_{0} N_{0}\right) \geq \rho((x, y), A M B N)$.

Fig. 5: Two included rectangles with the same optimal points $O_{1} \equiv O_{2} \equiv O$ located in their common center of symmetry.

## VI. Dependent 2D-Function

Let $A_{0} M_{0} B_{0} N_{0}$ and $A M B N$ be two rectangles whose sides are parallel to the axes of the Cartesian system of coordinates, such that they have no common end points, and $A_{0} M_{0} B_{0} N_{0} \subset A M B N$.
The Dependent 2D-Function formula is :

$$
K_{2 D}(x, y)=\frac{\rho((x, y), A M B N)}{\rho((x, y), A M B N)-\rho\left((x, y), A_{0} M_{0} B_{0} N_{0}\right)}
$$

## Property 3.

Again, similarly to the Dependent Function in 1D-space, one has:
a) If $(x, y) \in \operatorname{Int}\left(A_{0} M_{0} B_{0} N_{0}\right)$, then $K_{2 D}(x, y)>1$;
b) If $(x, y) \in \operatorname{Fr}\left(A_{0} M_{0} B_{0} N_{0}\right)$, then $K_{2 D}(x, y)=1$;
c) If $(x, y) \in \operatorname{Int}\left(A M B N-A_{0} M_{0} B_{0} N_{0}\right)$, then $0<K_{2 D}(x, y)<1$;
d) If $(x, y) \in \operatorname{Fr}(A M B N)$, then $K_{2 D}(x, y)=0$;
e) If $(x, y) \notin A M B N$, then $K_{2 D}(x, y)<0$.

## ViI. General Case in 2D-Space

One can replace the rectangles by any finite surfaces, bounded by closed curves in $2 D$ - space, and one can consider any optimal point $O$ (not necessarily the symmetry center). Again, we assume the optimal points are the same for this nest of two surfaces.


Fig. 6 : Two included arbitrary bounded surfaces with the same optimal points situated in their common center of symmetry.

## Viil. Linear Attraction Point Principle

We introduce the Attraction Point Principle, which is the following:
Let $\mathcal{S}$ be a given set in the universe of discourse $U$, and the optimal point $O \in \mathcal{S}$. Then each point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ from the universe of discourse tends towards, or is attracted by, the optimal point $O$, because the optimal point $O$ is an ideal of each point.

That's why one computes the extension $n$ - $D$-distance between the point $P$ and the set $\mathcal{S}$ as $\rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), \mathcal{S}\right)$ on the direction determined by the point $P$ and the optimal point $O$, or on the line $P O$, i.e.:
a) $\quad \rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), \mathcal{S}\right)=$ the negative distance between $P$ and the set frontier, if $P$ is inside the set $\mathcal{S}$;
b) $\rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), \mathcal{S}\right)=0$, if $P$ lies on the frontier of the set $\mathcal{S}$;
c) $\rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), \mathcal{S}\right)=$ the positive distance between $P$ and the set frontier, if $P$ is outside the set.

It is a king of convergence/attraction of each point towards the optimal point. There are classes of examples where such attraction point principle works.

If this principle is good in all cases, then there is no need to take into consideration the center of symmetry of the set $\mathcal{S}$, since for example if we have a $2 D$ piece which has heterogeneous material density, then its center of weight (barycenter) is different from the center of symmetry.

Let's see below such example in the $2 D$-space:


Fig. 7 : The optimal point O as an attraction point for all other points $\mathrm{P}_{1}, \mathrm{P}_{2}, \ldots$, $\mathrm{P}_{8}$ in the universe of discourse $\mathrm{R}^{2}$.

## Remark 1.

Another possible way, for computing the distance between the point $P$ and the closest point $P$ ' to it on the frontier (the rectangle's four edges) of the rectangle $A M B N$, would be by drawing a perpendicular from $P$ onto the closest rectangle's edge, and denoting by $P^{\prime}$ the intersection between the perpendicular and the rectangle's edge.

And similarly if one has an arbitrary set $S$ in the $2 D$-space, bounded by a closed curve. One computes

$$
d(P, S)=\inf _{Q \in S}|P Q|
$$

as in the classical mathematics.

## IX. Extension Distance in 3D-Space

We further generalize to $3 D$ - space the Extension Set and the Dependent Function. Assume we have two points $A(a 1, a 2, a 3)$ and $B(b 1, b 2, b 3)$ in $3 D$. Drawing through $A$ and $B$ parallel planes to the planes' axes ( $X Y, X Z, Y Z$ ) in the Cartesian system $X Y Z$ we get a prism $A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$ (with eight vertices) whose one of the transversal diagonals is just the line segment $A B$. Let's note by $O$ the midpoint of the transverse diagonal $A B$, but $O$ is also the center of symmetry of the prism.

Therefore, from the line segment $A B$ in $1 D$-space, to a rectangle $A M B N$ in $2 D$ space, and now to a prism $A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$ in $3 D$ - space.

Then one computes the distance between a point $P\left(x_{0}, y_{0}, z_{0}\right)$ and the prism $A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$.
One can do that following the same principle as Dr. Cai's:

- compute the distance in $3 D$ (two dimensions) between the point $P$ and the center $O$ of the prism (intersection of prism's transverse diagonals);
- next compute the distance between the point Pand the closest point (let's note it by $P^{\prime}$ ) to it on the frontier (the prism's lateral surface) of the prism $A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$; considering $P^{\prime}$ as the intersection point between the line $O P$ and the frontier of the prism,
and taken among the intersection points that point $P^{\prime}$ which is the closest to $P$; this case is entirely consistent with Dr. Cai's approach in the sense that when reducing from $3 D-$ space to $1 D$ - space one gets exactly Dr. Cai's result;
- the Extension 3D - Distance will be: $d\left(P, A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}\right)=|P O|-|P O|= \pm$ $\left|P P^{\prime}\right|$, where $|P O|$ means the classical distance in $3 D$ - space between the point $P$ and $O$, and similarly for $\left|P^{\prime} O\right|$ and $\left|P P^{\prime}\right|$.


Fig. 8 : Extension 3D-Distance between a point and a prism, where O is the optimal point coinciding with the center of symmetry.

## Property 4.

a) $(x, y, z) \in \operatorname{Int}\left(A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}\right)$ iff $\rho\left((x, y, z), A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}\right)<0$, where $\operatorname{Int}\left(A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}\right)$ means interior of $A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$;
b) $(x, y, z) \in \operatorname{Fr}\left(A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}\right)$ iff $\rho\left((x, y, z), A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}\right)=0$, where $F r\left(A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}\right)$ means frontier of $A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$;
c) $(x, y, z) \notin A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$ iff $\rho\left((x, y, z), A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}\right)>0$.

## Property 5.

Let $A_{0} M_{01} M_{02} M_{03} B_{0} N_{01} N_{02} N_{03}$ and $A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$ be two prisms whose sides are parallel to the axes of the Cartesian system of coordinates, such that they have no common end points, and $A_{0} M_{01} M_{02} M_{03} B_{0} N_{01} N_{02} N_{03} \subset A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$. We assume they have the same optimal points $O_{1} \equiv O_{2} \equiv O$ located in the center of symmetry of the two prisms.

Then for any point $(x, y, z) \in R^{3}$ one has

$$
\rho\left((x, y, z), A_{0} M_{01} M_{02} M_{03} B_{0} N_{01} N_{02} N_{03}\right) \geq \rho\left((x, y, z), A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}\right) .
$$

## X. Dependent 2D-Function

The last step is to devise the Dependent Function in $3 D$ - space similarly to Dr. Cai's definition of the dependent function in $1 D$ - space.

Let $A_{0} M_{01} M_{02} M_{03} B_{0} N_{01} N_{02} N_{03}$ and $A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$ be two prisms whose faces are parallel to the axes of the Cartesian system of coordinates $X Y Z$, such that they have no common end points, such that $A_{0} M_{01} M_{02} M_{03} B_{0} N_{01} N_{02} N_{03} \subset$ $A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$. We assume they have the same optimal points $O_{1} \equiv O_{2} \equiv O$ located in the center of symmetry of these two prisms.

The Dependent 3D-Function formula is:

$$
K_{3 D}(x, y, z)=\frac{\rho\left((x, y, z), A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}\right)}{\rho\left((x, y, z), A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}\right)-\rho\left((x, y, z), A_{0} M_{01} M_{02} M_{03} B N_{01} N_{02} N_{03}\right)}
$$

## Property 6.

Again, similarly to the Dependent Function in $1 D$ - and $2 D$ - spaces, one has:
a) If $(x, y, z) \in \operatorname{Int}\left(A_{0} M_{01} M_{02} M_{03} B_{0} N_{01} N_{02} N_{03}\right)$, then $K_{3 D}(x, y, z)>1$;
b) If $(x, y, z) \in F r\left(A_{0} M_{01} M_{02} M_{03} B_{0} N_{01} N_{02} N_{03}\right)$, then $K_{3 D}(x, y, z)=1$;
c) If $(x, y, z) \in \operatorname{Int}\left(A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}-A_{0} M_{01} M_{02} M_{03} B_{0} N_{01} N_{02} N_{03}\right)$, then $0<K_{3 D}(x$, $y, z)<1$;
d) If $(x, y, z) \in \operatorname{Fr}\left(A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}\right)$, then $K_{3 D}(x, y, z)=0$;
e) If $(x, y, z) \notin A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$, then $K_{3 D}(x, y, z)<0$.

## XI. General Case in 3D-Space

One can replace the prisms by any finite $3 D$ - bodies, bounded by closed surfaces, and one considers any optimal point $O$ (not necessarily the centers of surfaces' symmetry). Again, we assume the optimal points are the same for this nest of two $3 D$ - bodies.

## Remark 2.

Another possible way, for computing the distance between the point $P$ and the closest point $P^{\prime}$ to it on the frontier (lateral surface) of the prism $A M_{1} M_{2} M_{3} B N_{1} N_{2} N_{3}$ is by drawing a perpendicular from $P$ onto the closest prism's face, and denoting by $P$ the intersection between the perpendicular and the prism's face.

And similarly if one has an arbitrary finite body $B$ in the $3 D$ - space, bounded by surfaces. One computes as in classical mathematics:

## Linear Attraction Point Principle in 3D-space.



Non-Linear Attraction Point Principle in 3D - Space (and in n-D-Space).
There might be spaces where the attraction phenomena undergo not linearly by upon some specific non-linear curves. Let's see below such example for points $P_{i}$ whose trajectories of attraction towards the optimal point follow some non-linear $3 D$ - curves.


## n-D-Space.

In general, in a universe of discourse $U$, let's have an $n-D$ - set $\mathcal{S}$ and a point $P$. Then the Extension Linear $\boldsymbol{n}-\boldsymbol{D}$ - Distance between point $P$ and set $\mathcal{S}$, is:

$$
\rho(P, S)=\left\{\begin{array}{cc}
-d\left(P, P^{\prime}\right), & P \neq O, P \in O P^{\prime} \mid ; \\
P_{P}^{\prime} \in F r(S) \\
d\left(P, P^{\prime}\right), & P \neq O, P^{\prime} \in O P \mid ; \\
-\underset{M \in \operatorname{Fr}(S)}{\operatorname{-id} d(P, M),} & P=O .
\end{array}\right.
$$

where $O$ is the optimal point (or linearly attraction point);
$d\left(P, P^{\prime}\right)$ means the classical linearly $n-D$ - distance between two points $P$ and $P^{\prime}$;
$\operatorname{Fr}(\mathcal{S})$ means the frontier of set $\boldsymbol{\mathcal { S }}$;
and $\left|O P^{\prime}\right|$ means the line segment between the points $O$ and $P^{\prime}$ (the extremity points $O$ and $P^{\prime}$ included), therefore $P \quad|O P|$ means that $P$ lies on the line $O P^{\prime}$, in between the points $O$ and $P^{\prime}$.

For $P$ coinciding with $O$, one defined the distance between the optimal point $O$ and the set S as the negatively maximum distance (to be in concordance with the $1 D$ definition).
And the Extension Non-Linear $n$ - $D$-Distance between point $P$ and set $\mathcal{S}$, is:

$$
\rho_{c}(P, S)=\left\{\begin{array}{cc}
-d_{c}\left(P, P^{\prime}\right), & P \neq O, P \in c\left(O P^{\prime}\right) \\
P^{\prime} \in F r(S) & \\
d_{c}\left(P, P^{\prime}\right), & P \neq O, P^{\prime} \in c(O P) \\
P^{\prime} \in F r(S) \\
-\max _{M \in F r(S), M \in c(O)} d_{c}(P, M), & P=O
\end{array}\right.
$$

where $\rho_{\mathrm{c}}(P, S)$ means the extension distance as measured along the curve $c$;
$O$ is the optimal point (or non-linearly attraction point);
the points are attracting by the optimal point on trajectories described by an injective curve $c$;
$d_{\mathrm{c}}\left(P, P^{\prime}\right)$ means the non-linearly $n$ - $D$-distance between two points $P$ and $P^{\prime}$, or the arclength of the curve $c$ between the points $P$ and $P^{\prime}$;
$\operatorname{Fr}(\mathcal{S})$ means the frontier of set $\boldsymbol{\mathcal { S }}$;
and $c\left(O P^{\prime}\right)$ means the curve segment between the points $O$ and $P^{\prime}$ (the extremity points $O$ and $P^{\prime}$ included), therefore $P \in c\left(O P^{\prime}\right)$ means that $P$ lies on the curve $c$ in between the points $O$ and $P^{\prime}$.
For $P$ coinciding with $O$, one defined the distance between the optimal point $O$ and the set $S$ as the negatively maximum curvilinear distance (to be in concordance with the $1 D$ definition).

In general, in a universe of discourse $U$, let's have a nest of two $n$ - $D$-sets, $S_{1} \subset S_{2}$, with no common end points, and a point $P$.
Then the Extension Linear Dependent $\boldsymbol{n}$ - $\boldsymbol{D}$-Function referring to the point $P\left(x_{1}, x_{2}, \ldots\right.$, $x_{n}$ ) is:

$$
K_{n D}(P)=\frac{\rho\left(P, S_{2}\right)}{\rho\left(P, S_{2}\right)-\rho\left(P, S_{1}\right)}
$$

where is the previous extension linear $n-D$ - distance between the point $P$ and the $n-$ $D$ - set $\boldsymbol{\mathcal { S }}_{2}$.
And the Extension Non-Linear Dependent $\boldsymbol{n}$ - $\boldsymbol{D}$-Function referring to point $P\left(x_{1}, x_{2}, \ldots\right.$, $x_{n}$ ) along the curve $c$ is:

$$
K_{n D}(P)=\frac{\rho_{c}\left(P, S_{2}\right)}{\rho_{c}\left(P, S_{2}\right)-\rho_{c}\left(P, S_{1}\right)}
$$

where $\rho_{c}\left(P, S_{2}\right)$ is the previous extension non-linear $n-D$ - distance between the point $P$ and the $n-D$-set $\mathcal{S}_{2}$ along the curve $c$.

## Remark 3.

Particular cases of curves $c$ could be interesting to studying, for example if $c$ are parabolas, or have elliptic forms, or arcs of circle, etc. Especially considering the geodesics would be for many practical applications.

Tremendous number of applications of Extenics could follow in all domains where attraction points would exist; these attraction points could be in physics (for example, the earth center is an attraction point), economics (attraction towards a specific product), sociology (for example attraction towards a specific life style), etc.

## XII. Conclusion

In this paper we introduced the Linear and Non-Linear Attraction Point Principle, which is the following:

Let $\boldsymbol{\mathcal { S }}$ be an arbitrary set in the universe of discourse $U$ of any dimension, and the optimal point $O \in \mathcal{S}$.

Then each point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right), n \geq 1$, from the universe of discourse (linearly or non-linearly) tends towards, or is attracted by, the optimal point $O$, because the optimal point $O$ is an ideal of each point.

It is a king of convergence/attraction of each point towards the optimal point. There are classes of examples and applications where such attraction point principle may apply.

If this principle is good in all cases, then there is no need to take into consideration the center of symmetry of the set $\boldsymbol{\mathcal { S }}$, since for example if we have a $2 D$ factory piece which has heterogeneous material density, then its center of weight (barycenter) is different from the center of symmetry.

Then we generalized in the track of Cai Wen's idea the extension $1 D$ - set to an extension $n-D$ - set, and defined the Linear (or Non-Linear) Extension $n-D$ - Distance between a point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and the $n-D$ set $\mathcal{S}$ as $\rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), \mathcal{S}\right)$ on the linear (or non-linear) direction determined by the point $P$ and the optimal point $O$ (the line $P O$, or respectively the curvilinear $P O$ ) in the following way:
d) $\rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), \mathcal{S}\right)=$ the negative distance between $P$ and the set frontier, if $P$ is inside the set S ;
e) $\rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), \mathcal{S}\right)=0$, if $P$ lies on the frontier of the set $\boldsymbol{\mathcal { S }}$;
f) $\rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), \mathcal{S}\right)=$ the positive distance between $P$ and the set frontier, if $P$ is outside the set.

We got the following properties:
a) It is obvious from the above definition of the extension $n-D$ - distance between a point $P$ in the universe of discourse and the extension $n-D$ - set $\mathcal{S}$ that:
i) Point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \operatorname{Int}(\mathcal{S})$ iff $\rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), \mathcal{S}\right)<0$;
ii) Point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \operatorname{Fr}(\boldsymbol{\mathcal { S }})$ iff $\rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), \mathcal{S}\right)=0$;
iii) Point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right) \notin \mathcal{S}$ iff $\rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), \mathcal{S}\right)>0$.
b) Let $\boldsymbol{\mathcal { S }}_{1}$ and $\boldsymbol{\mathcal { S }}_{2}$ be two extension sets, in the universe of discourse $U$, such that they have no common end points, and $\mathcal{S}_{1} \subset \mathcal{S}_{2}$. We assume they have the same optimal points $O_{1} \equiv O_{2} \equiv O$ located in their center of symmetry. Then for any point $P\left(x_{1}, x_{2}\right.$, $\left.\ldots, x_{n}\right) U$ one has:

$$
\rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), S_{1}\right) \geq \rho\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), S_{2}\right) .
$$

Then we proceed to the generalization of the dependent function from $1 D$ - space to Linear (or Non- Linear) $n-D$ - space Dependent Function, using the previous notations.

The Linear (or Non-Linear) Dependent $\boldsymbol{n}-\boldsymbol{D}$ - Function of point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ along the curve $c$, is:

$$
K_{n D}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\frac{\rho_{c}\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), S_{2}\right)}{\rho_{c}\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), S_{2}\right)-\rho_{c}\left(\left(x_{1}, x_{2}, \ldots, x_{n}\right), S_{1}\right)}
$$

(where $c$ may be a curve or even a line)
which has the following property:
d) If point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \operatorname{Int}\left(\mathcal{S}_{1}\right)$, then $K_{n D}\left(x_{1}, x_{2}, \ldots, x_{n}\right)>1$;
e) If point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \operatorname{Fr}\left(\boldsymbol{\mathcal { S }}_{1}\right)$, then $K_{n D}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=1$;
f) If point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \operatorname{Int}\left(\mathcal{S}_{2}-\mathcal{S}_{1}\right)$, then $K_{n D}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \quad(0,1)$;
g) If point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \operatorname{Int}\left(\mathcal{S}_{2}\right)$, then $K_{n D}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=0$;
h) If point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right) \notin \operatorname{Int}\left(\mathcal{S}_{2}\right)$, then $K_{n D}\left(x_{1}, x_{2}, \ldots, x_{n}\right)<0$.
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Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses "operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing research paper are very helpful guideline of research paper.

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as possible about keyword search:

- One should start brainstorming lists of possible keywords before even begin searching. Think about the most important concepts related to research work. Ask, "What words would a source have to include to be truly valuable in research paper?" Then consider synonyms for the important words.
- It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most databases, the keywords under which a research paper is abstracted are listed with the paper.
- One should avoid outdated words.

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are bound to improve with experience and time.

Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references.
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. They are here to evaluate your paper. So, present your Best.
3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and automatically you will have your answer.
4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your outline must be related to the topic you have chosen.
5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the supervisor to help you with the alternative. He might also provide you the list of essential readings.
6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious.
7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet.
8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model research paper. From the internet library you can download books. If you have all required books make important reading selecting and analyzing the specified information. Then put together research paper sketch out.
9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth.
10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier.
11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it.
12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and always give an evaluator, what he wants.
13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it either in your computer or in paper. This will help you to not to lose any of your important.
14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those diagrams, which are made by your own to improve readability and understandability of your paper.
15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but if study is relevant to science then use of quotes is not preferable.
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will confuse the evaluator. Avoid the sentences that are incomplete.
17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be possible that evaluator has already seen it or maybe it is outdated version.
18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that suits you choose it and proceed further.
19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your target.
20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use language that is simple and straight forward. put together a neat summary.
21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with records.
22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute will degrade your paper and spoil your work.
23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot.
24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in trouble.
25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.
26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.
27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also improve your memory.
28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have several ideas, which will be helpful for your research.
29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits.
30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their descriptions, and page sequence is maintained.
31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be
sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. Amplification is a billion times of inferior quality than sarcasm.
32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way to put onward earth-shaking thoughts. Give a detailed literary review.
33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples.
34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

## Informal Guidelines of Research Paper Writing

## Key points to remember:

- Submit all work in its final form
- Write your paper in the form, which is presented in the guidelines using the template.
- Please note the criterion for grading the final paper by peer-reviewers.


## Final Points:

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, submitted in the order listed, each section to start on a new page.

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness of prior workings.

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, and controlled record keeping are the only means to make straightforward the progression.

## General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines.

To make a paper clear

- Adhere to recommended page limits


## Mistakes to evade

Insertion a title at the foot of a page with the subsequent text on the next page

- Separating a table/chart or figure - impound each figure/table to a single page
- Submitting a manuscript with pages out of sequence

In every sections of your document

- Use standard writing style including articles ("a", "the," etc.)
- Keep on paying attention on the research topic of the paper
- Use paragraphs to split each significant point (excluding for the abstract)
- Align the primary line of each section
- Present your points in sound order
- Use present tense to report well accepted
- Use past tense to describe specific results
- Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives
- Shun use of extra pictures - include only those figures essential to presenting results


## Title Page:

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed lines. It should include the name(s) and address (es) of all authors.

## Abstract:

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript-must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references at this point.

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no more than one ruling each.

- Reason of the study - theory, overall issue, purpose
- Fundamental goal
- To the point depiction of the research
- Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results of any numerical analysis should be reported
- Significant conclusions or questions that track from the research(es)

Approach:

- Single section, and succinct
- As a outline of job done, it is always written in past tense
- A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table
- Center on shortening results - bound background information to a verdict or two, if completely necessary
- What you account in an conceptual must be regular with what you reported in the manuscript
- Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) are just as significant in an abstract as they are anywhere else


## Introduction:

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the protocols here. Following approach can create a valuable beginning:

- Explain the value (significance) of the study
- Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its appropriateness from a abstract point of vision as well as point out sensible reasons for using it.
- Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them.
- Very for a short time explain the tentative propose and how it skilled the declared objectives.

Approach:

- Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is done.
- Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a least of four paragraphs.
- Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the whole thing you know about a topic.
- Shape the theory/purpose specifically - do not take a broad view.
- As always, give awareness to spelling, simplicity and correctness of sentences and phrases.


## Procedures (Methods and Materials):

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the whole thing you did, nor is a methods section a set of orders.

Materials:

- Explain materials individually only if the study is so complex that it saves liberty this way.
- Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.
- Do not take in frequently found.
- If use of a definite type of tools.
- Materials may be reported in a part section or else they may be recognized along with your measures.


## Methods:

- Report the method (not particulars of each process that engaged the same methodology)
- Describe the method entirely
- To be succinct, present methods under headings dedicated to specific dealings or groups of measures
- Simplify - details how procedures were completed not how they were exclusively performed on a particular day.
- If well known procedures were used, account the procedure by name, possibly with reference, and that's all.

Approach:

- It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use third person passive voice.
- Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences.

What to keep away from

- Resources and methods are not a set of information.
- Skip all descriptive information and surroundings - save it for the argument.
- Leave out information that is immaterial to a third party.


## Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not be submitted at all except requested by the instructor.

## Content

- Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.
- In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate.
- Present a background, such as by describing the question that was addressed by creation an exacting study.
- Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if appropriate.
- Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. What to stay away from
- Do not discuss or infer your outcome, report surroundings information, or try to explain anything.
- Not at all, take in raw data or intermediate calculations in a research manuscript.
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- Do not present the similar data more than once.
- Manuscript should complement any figures or tables, not duplicate the identical information.
- Never confuse figures with tables - there is a difference.

Approach

- As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
- Put figures and tables, appropriately numbered, in order at the end of the report
- If you desire, you may place your figures and tables properly within the text of your results part.

Figures and tables

- If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix materials, such as raw facts
- Despite of position, each figure must be numbered one after the other and complete with subtitle
- In spite of position, each table must be titled, numbered one after the other and complete with heading
- All figure and table must be adequately complete that it could situate on its own, divide from text


## Discussion:

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and generally accepted information, if suitable. The implication of result should be visibly described. Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it drop at that.

- Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."
- Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that you have, and take care of the study as a finished work
- You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea.
- Give details all of your remarks as much as possible, focus on mechanisms.
- Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted.
- Try to present substitute explanations if sensible alternatives be present.
- One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best studies unlock new avenues of study. What questions remain?
- Recommendations for detailed papers will offer supplementary suggestions.

Approach:

- When you refer to information, differentiate data generated by your own studies from available information
- Submit to work done by specific persons (including you) in past tense.
- Submit to generally acknowledged facts and main beliefs in present tense.


## Administration Rules Listed Before <br> Submitting Your Research Paper to Global Journals Inc. (US)

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get rejected.


- The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper. You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis.
- Do not give permission to anyone else to "PROOFREAD" your manuscript.
- Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated research groups, your institution will be informed for this and strict legal actions will be taken immediately.)
- To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files.

Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after decision of Paper. This report will be the property of Global Journals Inc. (US).

| Topics | Grades |  |  |
| :---: | :---: | :---: | :---: |
| Abstract | A-B | C-D | E-F |
|  | Clear and concise with appropriate content, Correct format. 200 words or below | Unclear summary and no specific data, Incorrect form | No specific data with ambiguous information |
|  |  | Above 200 words | Above 250 words |
| Introduction | Containing all background details with clear goal and appropriate details, flow specification, no grammar and spelling mistake, well organized sentence and paragraph, reference cited | Unclear and confusing data, appropriate format, grammar and spelling errors with unorganized matter | Out of place depth and content, hazy format |
| Methods and Procedures | Clear and to the point with well arranged paragraph, precision and accuracy of facts and figures, well organized subheads | Difficult to comprehend with embarrassed text, too much explanation but completed | Incorrect and unorganized structure with hazy meaning |
| Result | Well organized, Clear and specific, Correct units with precision, correct data, well structuring of paragraph, no grammar and spelling mistake | Complete and embarrassed text, difficult to comprehend | Irregular format with wrong facts and figures |
| Discussion | Well organized, meaningful specification, <br> sound conclusion, logical and concise explanation, highly structured paragraph reference cited | Wordy, unclear conclusion, spurious | Conclusion is not cited, unorganized, difficult to comprehend |
| References | Complete and correct format, well organized | Beside the point, Incomplete | Wrong format and structuring |
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