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# A Common Fixed Point for Eight Mappings in an Intuitionistic M-Fuzzy Metric Space with Property 'E' 

Ranjeeta Jain ${ }^{\alpha}$ \& N. Bajaj ${ }^{\sigma}$

Abstract - The aim of this paper is to introduce the concept of an intuitionistic $M$ - fuzzy metric space with property ' $E$ ' and prove common fixed point theorem for eight weakly compatible mappings in intuitionistic M -fuzzy metric space with property ' $E$ '.
Keywords : intuitionistic M-fuzzy metric space, compatible mapping, weak compatible mapping, property (E).

## I. Introduction

In 1975, Kramosil and Michalek [5] introduced the concept of fuzzy metric space by generalizing the concept of probabilitic metric space to fuzzy situation. Many authors ( [1],[2], [3],[5] ) obtained common fixed point theorems involving fuzzy metric spaces.

In 2006, Sedghi and Shobe [6] introduced the concept of M - Fuzzy metric space as follows:
DEFINITION (1) : A 3-tuple (X,M,*) is called a $M$ - Fuzzy metric space if $X$ is an arbitrary ( non-empty ) set, * is a continuous t- norm, and $M$ is a Fuzzy set on $X^{3} x(0, \infty)$, satisfying the following condition : for each $x, y, z, a \in X$ and $t, s>0$,
(1). $\mathrm{M}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})>\mathrm{o},(2) . \mathrm{M}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})=1$ if and only if $\mathrm{x}=\mathrm{y}=\mathrm{z}$,
(3). $\mathrm{M}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})=\mathrm{M}(\mathrm{p}\{\mathrm{x}, \mathrm{y}, \mathrm{z}\} \mathrm{t}$, where p is a permutation function,
(4). $\mathrm{M}(\mathrm{x}, \mathrm{y}, \mathrm{a} \mathrm{t}) * \mathrm{M}(\mathrm{a}, \mathrm{z}, \mathrm{z}, \mathrm{s}) \leq \mathrm{M}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t}+\mathrm{s})$.
(5). $\quad \mathrm{M}(\mathrm{x}, \mathrm{y}, \mathrm{z}):(0, \infty) \rightarrow[0,1]$ is continuous.

As a generalization of fuzzy sets, Atanassov [4] introduce and studied the concept of intuitionistic fuzzy sets. park [3] and Alaca, Turkoglu and Yiliz [2] using the idea of intuitionistic fuzzy sets, defined the notion of intuitionistic fuzzy metric spaces with the help of continuous $t$-norm and continuous $t$-conorm as a generalization of fuzzy metric spaces due to George and Veeramani [1] and kramosil and Michalek [5] respectively.

In 2006, Sedghi and Shobe [6] defined M-Fuzzy metric space and proved a common fixed point theorem for four weakly compatible mappings in this space. In 2009, Seema Mehra and Meenakshi Gugnani [8] defined the notion of an intuitionistic M-Fuzzy metric space due to Sidgi and Shobe [6] and

[^0]Author a : Infinity Management and Engineering college Pathariya jat Road Sagar (M.P.)470003.
proved a common fixed point theorem for six mappings for property (E) in this newly defined space. Our result is an intuitionistic Fuzzy version of the results of Seema Mehra and Meenakshi Gugnani [8] result in M- Fuzzy metric space.

We introduce the concept of an intuitionistic M - Fuzzy metric space as follows.
DEFINITION (2): A binary operation $*:[0,1] \times[0,1]$ is a continuous $t$ - norm of it satisfies the following condition
(1) $*$ is associative and commutative,
(2) $*$ is continuous
(3) $\mathrm{a} * \mathrm{l}=\mathrm{a}$ for all $\mathrm{a} \in[0,1]$
(4) $\mathrm{a} * \mathrm{l}=\mathrm{c} * \mathrm{~d}$ whenever $\mathrm{a} \leq \mathrm{c}$ and $\mathrm{b} \leq \mathrm{d}$, for each $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d} \in[\mathrm{o}, 1]$.

Two typical example of a continuous $t$ - norm are $a * b=a b$ and $a * b=\min (a, b)$
DEFINITION (3): A binary operation $\rangle:[0,1] \times[0,1] \rightarrow[0,1]$ is a continuous $t$-connorm if it satisfies the following conditions:
(1). $\diamond$ is associative and commutative,
(2). $\diamond$ is continuous,
(3). $\mathrm{a} \diamond \mathrm{o}=\mathrm{a}$ for all $\mathrm{a} \in[0, \mathrm{I}]$,
(4). $\mathrm{a} \diamond \mathrm{b} \leq \mathrm{c} \diamond \mathrm{d}$ whenever $\mathrm{a} \leq \mathrm{c}$ and $\mathrm{b} \leq \mathrm{d}$, for each $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d} \in[0,1]$.

Two typical examples of a continuous $t-$ conorm are $\mathrm{a} \diamond \mathrm{b}=\min (1, \mathrm{a},+\mathrm{b})$ and $\mathrm{a} \diamond \mathrm{b}=\max (\mathrm{a}, \mathrm{b})$.
DETINITION (4): A 5-tuple ( $\mathrm{X}, \mathrm{M}, \mathrm{N} *, \diamond$ ) is called an intuitionistic M -fuzzy metric apace if X is an arbitrary (non-empty) set, * is a continuous t-norm,$\diamond$ a continuous $t$-conorm and $\mathrm{M}, \mathrm{N}$ are fuzzy sets on $X^{3}(0, \infty)$, satisfying the following conditions : for each $x, y, z, a \in X$ and $t, s>0$,
(a) $\mathrm{M}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})+\mathrm{N}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t}) \leq 1$.
(b) $\mathrm{M}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})>0$,
(c) $\mathrm{M}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})=$,1 if and only if $\mathrm{x}=\mathrm{y}=\mathrm{z}$,
(d) $M(x, y, z, t)=,M(p\{x, y, z\} t$,$) , where p$ is a permutation function,
(e) $\mathrm{M}(\mathrm{x}, \mathrm{y}, \mathrm{a}, \mathrm{t},)^{*} \mathrm{M}(\mathrm{a}, \mathrm{z}, \mathrm{z}, \mathrm{s},) \leq \mathrm{M}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t}+\mathrm{s})$,
(f) $M(x, y, z):,(0, \infty) \rightarrow[0,1]$ is continuous
(g) $\mathrm{N}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})>$,0 ,
(h) $N(x, y, z, t)=$,0 , if and only if $x=y=z$,
(i) $\mathrm{N}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})=,\mathrm{N}(\mathrm{p}\{\mathrm{x}, \mathrm{y}, \mathrm{z}\} \mathrm{t}$,$) , where \mathrm{p}$ is a permutation function,
(j) $\mathrm{N}(\mathrm{x}, \mathrm{y}, \mathrm{a}, \mathrm{t},) \diamond \mathrm{N}(\mathrm{a}, \mathrm{z}, \mathrm{z}, \mathrm{s}) \geq \mathrm{N}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t}+\mathrm{s})$,
(k) $\mathrm{N}(\mathrm{x}, \mathrm{y}, \mathrm{z},):.(0, \infty) \rightarrow[0,1]$ is continuous.

Then ( $M, N$ ) is called an intuitionistic $M$ - Fuzzy metric on X.

$$
\begin{array}{r}
\text { Example(1): Let } X=R \text { and } M(x, y, z, t,)=\frac{t}{t+|x-y|+|y+z|+|z-x|}, \\
N(x, y, z, t,)=\frac{|x-y|+|y-z|+|z-x|}{t+|x-y|+|y-z|+|z-x|}
\end{array}
$$

for every $\mathrm{x}, \mathrm{y}, \mathrm{z}$ and $\mathrm{t}>0$ Let A and B defined as $\mathrm{Ax}=2 \mathrm{x}+1, \mathrm{Bx}=\mathrm{x}+2$. consider the sequence $\mathrm{x}_{\mathrm{n}}=\frac{1}{\mathrm{n}}+1$,
$\mathrm{n}=1,2 \ldots \ldots$. Thus we have $\lim _{\mathrm{n} \rightarrow \infty} \mathrm{M}\left(\mathrm{Ax}_{\mathrm{n}}, 3,3, \mathrm{t}\right)=\lim _{\mathrm{n} \rightarrow \infty} \mathrm{M}\left(\mathrm{Bx}_{\mathrm{n}}, 3,3, \mathrm{t}\right)=1$ and $\lim _{n \rightarrow \infty} N\left(A x_{n}, 3,3, t\right)=\lim _{n \rightarrow \infty} N\left(B x_{n}, 3,3, t\right)=0$, for every $t>0$.Then $A$ and $B$ Satisfying in the property (E). In 2009, Seema Mehra and Meenakshi Gugnani [8] have proved the following theorem. THEOREM (A) : Let P, Q, A, B, S and T be self mappings of X Satisfying the following conditions :
(i) $\mathrm{P}(\mathrm{X}) \subset \mathrm{ST}(\mathrm{X})$ and $\mathrm{Q}(\mathrm{X}) \subset \mathrm{AB}(\mathrm{X})$ and $\mathrm{ST}(\mathrm{X})$ or $\mathrm{AB}(\mathrm{X})$ or $\mathrm{AB}(\mathrm{X})$ is complete fuzzy metric subspace of X , (ii) $\mathrm{AB}=\mathrm{BA}, \mathrm{ST}=\mathrm{TS}, \mathrm{PB}=\mathrm{BP}, \mathrm{TQ}=\mathrm{QT}$,
(iii) The pair $(\mathrm{P}, \mathrm{AB})$ and $(\mathrm{Q}, \mathrm{ST})$ are weakly compatible and $(\mathrm{P}, \mathrm{AB})$ or $(\mathrm{Q}, \mathrm{ST})$ Satisfies the property ( E ),
(iv) If there exists a number $\mathrm{K}>1$ Such that

| $\mathrm{M}(\mathrm{Px}, \mathrm{Qy}, \mathrm{Qz}, \mathrm{t}) \geq$ | $\phi\{(\mathrm{M}(\mathrm{ABx}, \mathrm{STy}, \mathrm{STz}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABx}, \mathrm{Qy}, \mathrm{STz}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABx}, \mathrm{STy}, \mathrm{Qz}, \mathrm{Kt})$, M(ABx, Qy, Qy, Kt) M(STy, Qy, Qz, Kt), M(STy, STy Qz, Kt), M(STy, Qy, Qy, Kt), M(STy, Qz, Qz, Kt), M(Qy, STy, STz, Kt), M(Qy, Qy, STz, Kt), $\mathrm{M}(\mathrm{Qy}, \mathrm{STz}, \mathrm{STz}, \mathrm{Kt}), \mathrm{M}(\mathrm{STz} \mathrm{Qz}, \mathrm{Qz}, \mathrm{Kt})$ \} and |
| :---: | :---: |
| $\mathrm{N}(\mathrm{Px}, \mathrm{Qy}, \mathrm{Qz}, \mathrm{t}) \leq$ | $\phi^{\prime}\{\mathrm{N}(\mathrm{ABx}, \mathrm{STy}, \mathrm{STz}, \mathrm{Kt}), \mathrm{N}(\mathrm{ABx}, \mathrm{Qy}, \mathrm{STz}, \mathrm{Kt}), \mathrm{N}(\mathrm{ABx}, \mathrm{STy}, \mathrm{Qz}, \mathrm{Kt}), \mathrm{N}(\mathrm{ABx}$, Qy, Qy, Kt), N(STy, Qy, Qz, Kt ), N(STy, STy Qz, Kt), N(STy, Qy, Qy, Kt ), N(STy, Qz, Qz, Kt) N(Qy, STy, STz, Kt), N(Qy, Qy, STz, Kt), N(Qy, STz, $\mathrm{STz}, \mathrm{Kt}), \mathrm{N}(\mathrm{STz} \mathrm{Qz}, \mathrm{Qz}, \mathrm{Kt})$, for all $\mathrm{x}, \mathrm{y}, \mathrm{z} \in \mathrm{X}$ and $\mathrm{t}>0$, |

Then $\mathrm{P}, \mathrm{Q}, \mathrm{A}, \mathrm{B}, \mathrm{S}$ and T have unique common fixed point in X .
Where A class of implict relation: Let $\psi$ denote a family of mappings and $\phi, \phi^{\prime} \in \psi, \phi, \phi^{\prime}:[0$, $1]^{12} \rightarrow[0,1]$, and $\phi, \phi$ ' are continuous, increasing and decreasing respectively, in each co-ordinate variable. Also $\phi(\mathrm{s}, \mathrm{s}, \ldots \mathrm{s})>\mathrm{s}, \phi^{\prime}(\mathrm{s}, \mathrm{s}, \ldots ., \mathrm{s})<\mathrm{s}$ for every $\mathrm{s} \in[0,1]$,
Example(3): Let $\phi, \phi^{\prime}:[0,1]^{12} \rightarrow[0,1]$ be define by $\phi\left(x_{1}, x_{2}{ }^{-} \ldots \ldots \mathrm{x}_{12}\right)=\left(\min \left\{\mathrm{x}_{\mathrm{i}}\right\}^{\mathrm{h}}\right.$ for some $0<\mathrm{h}<1$ and $\phi^{\prime}\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots ., \mathrm{x}_{12}\right)=\left(\max \left\{\mathrm{x}_{\mathrm{i}}\right\}\right)^{\mathrm{h}}$ for some $\mathrm{h}>1$. Then $\phi, \phi^{\prime} \in \psi$.
Here we generalized and extend the results of theorem (A) for eight mappings with property (E) in this newly defined space.

## iI. Main Result

Theorem 1 : Let P, Q, A, B, F, L, S and T be self mappings of X satisfying the following condition:
(1.2.1) $\quad \mathrm{P}(\mathrm{X}) \subseteq \mathrm{ST}(\mathrm{X}) \cup \mathrm{F}(\mathrm{X})$ and $\mathrm{Q}(\mathrm{X}) \subseteq \mathrm{AB}(\mathrm{X}) \cup \mathrm{L}(\mathrm{X})$ and $\mathrm{ST}(\mathrm{X})$ or $\mathrm{AB}(\mathrm{X})$ and $\mathrm{L}(\mathrm{X})$ are complete fuzzy metric subspace of X .
(1.2.2) $\mathrm{AB}=\mathrm{BA}, \mathrm{ST}=\mathrm{TS}, \mathrm{BP}=\mathrm{PB}, \mathrm{QT}=\mathrm{TQ}, \mathrm{FT}=\mathrm{TF}, \mathrm{LB}=\mathrm{BL}$,
(1.2.3) The pair ( $\mathrm{P}, \mathrm{AB}$ ), ( $\mathrm{P}, \mathrm{L}$ ) and ( $\mathrm{Q}, \mathrm{ST}$ ), ( $\mathrm{Q}, \mathrm{F}$ ) are weak compatible and ( $\mathrm{P}, \mathrm{AB}$ ) or ( $\mathrm{Q}, \mathrm{ST}$ ) and (Q, F) satisfies the property (E)
(1.2.4) If there exists a number $\mathrm{k}>1$ such that

# M(Px, Qy, Qz, t) $\geq$ ф $\mathrm{M}(\mathrm{ABx}, \mathrm{STy}, \mathrm{Lx}, \mathrm{kt}), \mathrm{M}(\mathrm{Lx}, \mathrm{STy}, \mathrm{STz}, \mathrm{kt}), \mathrm{M}(\mathrm{ABx}, \mathrm{STy}, \mathrm{Fz}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABx}, \mathrm{Qy}, \mathrm{Fz}, \mathrm{Kt})$, <br> M(ABx ,Fy, Qz, Kt), M(STz, Qz, Fz, Kt), M(Fy, Qy, Qz, Kt), M(Lx, Qy, Fz, Kt), <br> M(Qy, STy, Fz, Kt), M(ABx, STy, STz, Kt), M(ABx, Qy, STz, Kt), M(ABx, STy, Qz, Kt) \} 

and
$N(P x, Q y, Q z, t) \leq \phi^{\prime}\{N(A B x, S T y, L x, K t), N(L x, S T y, S T z, K t), N(A B x, S T y, F z, K t), N(A B x, Q y, F z, K t), N(A B x$,
for all $\mathrm{x}, \mathrm{y}, \mathrm{z} \in \mathrm{X}$ and $\mathrm{t}>0$
Then $\mathrm{P}, \mathrm{Q}, \mathrm{A}, \mathrm{B}, \mathrm{F}, \mathrm{L}, \mathrm{S}$ and T have a unique common fixed point in X
Proof: Suppose that pair (Q, ST) and (Q, F) Satisfies the property (E). Hence there exists a sequence $\left\{\mathrm{x}_{\mathrm{n}}\right\}$. Such that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} M\left(Q x_{n}, u, u, t\right)=\lim _{n \rightarrow \infty} M\left(S T x_{n}, u, u, t\right)=1 \\
& \lim _{n \rightarrow \infty} N\left(Q x_{n}, u, u, t\right)=\lim _{n \rightarrow \infty} N\left(S T x_{n}, u, u, t\right)=0 \text { and } \\
& \lim _{n \rightarrow \infty} M\left(Q x_{n}, u, u, t\right)=\lim _{n \rightarrow \infty} M\left(F x_{n}, u, u, t\right)=1 \\
& \lim _{n \rightarrow \infty} N\left(Q x_{n}, u, u, t\right)=\lim _{n \rightarrow \infty} N\left(F x_{n}, u, u, t\right)=0, \text { for some } u \in X \text { and every } t>0 . A s Q(X) \subset
\end{aligned}
$$

$$
A B(X) \cup L(X) \text {, there exists a sequence }\left\{y_{n}\right\} \text { such that } Q x_{n}=A B y_{n}=L y_{n}=u \text {. }
$$

Hence,
$\lim _{n \rightarrow \infty} M\left(A B y_{n}, u, u, t\right)=1$ and $\lim _{n \rightarrow \infty} N\left(A B y_{n}, u, u, t\right)=0$ and
$\lim _{n \rightarrow \infty} M\left(L y_{n}, u, u, t\right)=1$ and $\lim _{n \rightarrow \infty} N\left(L y_{n}, u, u, t\right)=0$
We prove that

$$
\lim _{n \rightarrow \infty} M\left(\mathrm{Py}_{n}, u, u, t\right)=1, \lim _{n \rightarrow \infty} N\left(P y_{n}, u, u, t\right)=0
$$

Step 1: Putting $x=y_{n}, y=x_{n}, z=x_{n+1}$ in (1.2.4), we obtain
$M\left(P y_{n}, Q x_{n}, Q x_{n+1}, t\right) \geq \phi\left\{M\left(A B y_{n}, S T x_{n}, L y_{n}, K t\right), M\left(y_{n}, S T x_{n}, S T x_{n+1}, K t\right), M\left(A B y_{n}, S T x_{n}\right.\right.$,

$$
\begin{aligned}
& \left.\mathrm{Fx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{ABy}_{\mathrm{n}}, \mathrm{Qx}_{\mathrm{n}}, \mathrm{Fx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{ABy}_{\mathrm{n}}, \mathrm{Fx}_{\mathrm{n}}, \mathrm{Qx} \mathrm{x}_{\mathrm{n}+1}, \mathrm{Kt}\right) \text {, } \\
& M\left(S T x_{n+1}, Q x_{n+1}, F x_{n+1}, K t\right), M\left(F x_{n}, Q x_{n}, Q x_{n+1}, K t\right), M\left(L y_{n}, Q x_{n}\right. \text {, } \\
& \left.\mathrm{Fx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{Qx}_{\mathrm{n}}, \mathrm{STx}_{\mathrm{n}}, \mathrm{Fx}_{\mathrm{n}}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{ABy}_{\mathrm{n}}, \mathrm{STx}_{\mathrm{n}}, \mathrm{STx}_{\mathrm{n}+1}, \mathrm{Kt}\right) \text {, } \\
& \left.\mathrm{M}\left(\mathrm{ABy}_{\mathrm{n}}, \mathrm{Qx}_{\mathrm{n}}, \mathrm{STx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{ABy}_{\mathrm{n}}, \mathrm{STx}_{\mathrm{n}}, \mathrm{Qx} \mathrm{x}_{\mathrm{n}+1}, \mathrm{Kt}\right),\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& N\left(P y_{n}, Q x_{n}, Q x_{n+1}, t\right) \leq \phi^{\prime}\left\{N\left(A B y_{n}, S T x_{n}, L y_{n}, K t\right), N\left(\operatorname{Ly}_{n}, S T x_{n}, S T x_{n+1}, K t\right), N\left(A B y_{n}, S T x_{n},\right.\right. \\
& \left.F x_{n+1}, K t\right), N\left(A B y_{n}, Q x_{n}, F x_{n+1}, K t\right), N\left(A B y_{n}, F x_{n}, Q x_{n+1}, K t\right) \text {, } \\
& \mathrm{N}\left(\mathrm{STx}_{\mathrm{n}+1}, \mathrm{Qx}_{\mathrm{n}+1}, \mathrm{Fx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{Fx}_{\mathrm{n}}, \mathrm{Qx} \mathrm{x}_{\mathrm{n}}, \mathrm{Qx} \mathrm{x}_{\mathrm{n} 1}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{Ly}_{\mathrm{n}}, \mathrm{Qx} \mathrm{x}_{\mathrm{n}}, \mathrm{Fx}_{\mathrm{n}+1}\right. \text {, } \\
& K t), N\left(Q x_{n}, S T x_{n}, F x_{n}, K t\right), N\left(A B y_{n}, S T x_{n}, S T x_{n+1}, K t\right), N\left(A B y_{n},\right. \\
& \text { Qx } \left.\left.x_{n}, \text { STx }_{n+1}, K t\right), N\left(A B y_{n}, \text { STx }_{n}, \mathrm{Qx}_{n+1}, K t\right)\right\}
\end{aligned}
$$

Letting $\mathrm{n} \rightarrow \infty$ in the above inequality we get

$$
\begin{gathered}
\lim _{n \rightarrow \infty} M\left(P y_{n}, Q x_{n}, Q x_{n+1}, t\right) \geq \phi\{M(u, u, u, K t), M(u, u, u, K t), M(u, u, u, K t), \ldots, \\
M(u, u, u, K t)\}=1,
\end{gathered}
$$

$\lim _{n \rightarrow \infty} N\left(P y_{n}, Q x_{n}, Q x_{n+1}, t\right) \leq \phi^{\prime}\{N(u, u, u, K t), N(u, u, u, K t), N(u, u, u, K t), \ldots \ldots$,

$$
\mathrm{N}(\mathrm{u}, \mathrm{u}, \mathrm{u}, \mathrm{Kt})\}=0 .
$$

Therefore,

$$
\lim _{n \rightarrow \infty} M\left(P y_{n}, u, u, t\right)=1, \lim _{n \rightarrow \infty} N\left(P y_{n}, u, u, t\right)=0
$$

Hence,

$$
\lim _{n \rightarrow \infty} \mathrm{Py}_{n}=\lim _{n \rightarrow \infty} \mathrm{ABy}_{\mathrm{n}}=\lim _{\mathrm{n} \rightarrow \infty} L y_{n}=\lim _{\mathrm{n} \rightarrow \infty} \mathrm{Qx}_{\mathrm{n}}=\lim _{\mathrm{n} \rightarrow \infty} \mathrm{STx}_{\mathrm{n}}=\lim _{\mathrm{n} \rightarrow \infty} \mathrm{Fx}_{n}=u
$$

Assume that $\mathrm{AB}(\mathrm{X})$ and $\mathrm{L}(\mathrm{X})$ are complete intutionstic M-Fuzzy metric space, then there exists x $\in X$ s.t $\quad A B x=u$ and $L x=u$.

Step 2: If $P x \neq u$, putting $y=x_{n}$, and $z=x_{n+1}$ in (1.2.4) then we have

$$
\begin{aligned}
& \mathrm{M}\left(\mathrm{Px}, \mathrm{Qx}_{\mathrm{n}}, \mathrm{Qx} \mathrm{x}_{\mathrm{n}+1}, \mathrm{t}\right) \geq \phi\left\{\mathrm{M}\left(\mathrm{ABx}, \mathrm{STx}_{\mathrm{n}}, \mathrm{Lx}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{Lx}, \mathrm{STx}_{\mathrm{n}}, \mathrm{STx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{ABx}, \mathrm{STx}_{\mathrm{n}}, \mathrm{Fx}_{\mathrm{n}+1}, \mathrm{Kt}\right)\right. \text {, } \\
& M\left(A B x, Q x_{n}, F x_{n+1}, K t\right), M\left(A B x, F x_{n}, \mathrm{Qx}_{n+1}, K t\right), M\left(\mathrm{STx}_{n+1}, \mathrm{Qx}_{\mathrm{n}+1}, \mathrm{Fx}_{\mathrm{n}+1}, \mathrm{Kt}\right) \text {, } \\
& \mathrm{M}\left(\mathrm{Fx}_{\mathrm{n}}, \mathrm{Qx}_{\mathrm{n}}, \mathrm{Qx} \mathrm{x}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{Lx}, \mathrm{Qx}_{\mathrm{n}}, \mathrm{Fx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{Qx} \mathrm{x}_{\mathrm{n}}, \mathrm{ST}_{\mathrm{n}}, \mathrm{Fx}_{\mathrm{n}+1}, \mathrm{Kt}\right) \text {, } \\
& \left.\mathrm{M}\left(\mathrm{ABx}, \mathrm{STx}_{\mathrm{n}}, \mathrm{STx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{ABx}, \mathrm{Qx}_{\mathrm{n}}, \mathrm{STx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{ABx}, \mathrm{STx}_{\mathrm{n}}, \mathrm{Qx}_{\mathrm{n}+1}, \mathrm{Kt}\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& N\left(P x, Q x_{n+1}, t\right) \leq \phi^{\prime}\left\{N\left(A B x, S T x_{n}, L x, K t\right), N\left(L x, S T x_{n}, S T x_{n+1}, K t\right), N\left(A B x, S T x_{n}, F x_{n+1}, K t\right)\right. \text {, } \\
& \mathrm{N}\left(\mathrm{ABx}, \mathrm{Qx}_{\mathrm{n}}, \mathrm{Fx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{ABx}, \mathrm{Fx}_{\mathrm{n}}, \mathrm{Qx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{STx}_{\mathrm{n}+1}, \mathrm{Qx}_{\mathrm{n}+1}, \mathrm{Fx}_{\mathrm{n}+1}, \mathrm{Kt}\right) \text {, } \\
& \mathrm{N}\left(\mathrm{Fx}_{\mathrm{n}}, \mathrm{Qx}_{\mathrm{n}}, \mathrm{Qx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{Lx}, \mathrm{Qx}_{\mathrm{n}}, \mathrm{Fx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{Qx} \mathrm{x}_{\mathrm{n}}, \mathrm{STx}_{\mathrm{n}}, \mathrm{Fx}_{\mathrm{n}+1}, \mathrm{Kt}\right) \text {, } \\
& \left.\mathrm{N}\left(\mathrm{ABx}, \mathrm{STx}_{\mathrm{n}}, \mathrm{STx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{ABx}, \mathrm{Qx}_{\mathrm{n}}, \mathrm{STx}_{\mathrm{n}+1}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{ABx}, \mathrm{STx}_{\mathrm{n}}, \mathrm{Qx}_{\mathrm{n}+1}, \mathrm{Kt}\right)\right\}
\end{aligned}
$$

Letting $\mathrm{n} \rightarrow \infty$ we get
$\mathrm{M}(\mathrm{Px}, \mathrm{u}, \mathrm{u}, \mathrm{t})=1, \mathrm{~N}(\mathrm{Px}, \mathrm{u}, \mathrm{u}, \mathrm{t})=0$.

Hence,

$$
P \mathrm{x}=\mathrm{u}=\mathrm{ABx}=\mathrm{Lx} .
$$

If ( $\mathrm{P}, \mathrm{AB}$ ) and ( $\mathrm{P}, \mathrm{L}$ ) are weakly compatible, we have

$$
\begin{aligned}
& P(A B) x=(A B) P x \text {, so } \\
& P P x=P(A B) x=(A B) P x=A B(A B) x,
\end{aligned}
$$

so we have $\mathrm{Pu}=\mathrm{ABu}$ and $\mathrm{PLx}=\mathrm{LPx}, \mathrm{Pu}=\mathrm{u}$ Hence $\mathrm{Pu}=\mathrm{ABu}=\mathrm{Lu}$.
Step 3: As $p(X) \subset S T(X) \cup F(x)$,

Case I: If $\operatorname{STv} \neq \mathrm{Qv}$, Putting $\mathrm{y}=\mathrm{v}$, and $\mathrm{z}=\mathrm{v}$ in (1.2.4) then we have
$M(P x, Q v, Q v, t) \geq \phi(M(A B x, S T v, L x, K t), M(L x, S T v, S T v, K t), M(A B x, S T v, F v, K t), M(A B x, Q v, F v, K t), M(A B x, F v$, Qv, Kt), M(STv, Qv, Fv, Kt), M(Fv, Qv, Qv, Kt), M(Lx, Qv, Fv, Kt), M(Qv, STv, Fv, Kt), $\mathrm{M}(\mathrm{ABx}, \mathrm{STv}, \mathrm{STv}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABx}, \mathrm{Qv}, \mathrm{STv}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABx}, \mathrm{STv}, \mathrm{Qv}, \mathrm{Kt})\}$
and
$N(P x, Q v, Q v, t) \leq \phi^{\prime}\{N(A B x, S T v, L x, K t), N(L x, S T v, S T v, K t), N(A B x, S T v, F v, K t), N(A B x, Q v, F v, K t), N(A B x, F v, Q v, K t)$, $\mathrm{N}(\mathrm{STv}, \mathrm{Qv}, \mathrm{Fv}, \mathrm{Kt}), \mathrm{N}(\mathrm{Fv}$, Qv, Qv, Kt), N(Lxx, Qv, Fv, Kt), N(Qv, STv, Fv, Kt), N(ABx, STv, STv, $\mathrm{Kt}), \mathrm{N}(\mathrm{ABx}, \mathrm{Qv}, \mathrm{STv}, \mathrm{Kt}), \mathrm{N}(\mathrm{ABx}, \mathrm{STv}, \mathrm{Qv}, \mathrm{Kt})\}$

Case II: If $\mathrm{Qv} \neq \mathrm{u}$, then we have

$$
\begin{aligned}
& \mathrm{M}(\mathrm{Px}, \mathrm{Qv}, \mathrm{Qv}, \mathrm{t})>\mathrm{M}(\mathrm{Px}, \mathrm{Qv}, \mathrm{Qv}, \mathrm{kt}), \\
& \mathrm{N}(\mathrm{Px}, \mathrm{Qv}, \mathrm{Qv}, \mathrm{t})<\mathrm{M}(\mathrm{Px}, \mathrm{Qv}, \mathrm{Qv}, \mathrm{kt})
\end{aligned}
$$

which is a contradiction,
Thus $\mathrm{STv}=\mathrm{Qv}=\mathrm{Px}=\mathrm{Fv}=\mathrm{u}$.
Step 4: If $(\mathrm{Q}, \mathrm{ST})$ and $(\mathrm{Q}, \mathrm{F})$ is weakly compatible mappings then we get

$$
\mathrm{Q}(\mathrm{ST}) \mathrm{v}=(\mathrm{ST}) \mathrm{Qv} \text { so, } \quad(\mathrm{ST})(\mathrm{ST}) \mathrm{v}=(\mathrm{ST}) \mathrm{Qv} .=\mathrm{Q} \cdot \mathrm{Qv},
$$

so $\mathrm{STu}=\mathrm{Qu}$. and $\mathrm{QFv}=\mathrm{FQv}$
we prove $\mathrm{Pu}=\mathrm{u}$, for $\mathrm{Qu}=\mathrm{Fu}$
$M(P u, u u, t)=M(P u, Q v, Q v, t)$
$\geq \phi\{\mathrm{M}(\mathrm{ABu}, \mathrm{STv}, \mathrm{Lu}, \mathrm{Kt}), \mathrm{M}(\mathrm{Lu}, \mathrm{STv}, \mathrm{STv}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{STv}, \mathrm{Fv}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{Qv}, \mathrm{Fv}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{Fv}$, Qv, Kt), M(STv, Qv, Fv, Kt), M(Fv, Qv, Qv Kt), M(Lu Qv, Fv, Kt),M(Qv, STv, Fv, Kt), $\mathrm{M}(\mathrm{ABu}, \mathrm{STv}, \mathrm{STv}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{Qv}, \mathrm{STv}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{STv}, \mathrm{Qv}, \mathrm{Kt})\}$
and
$N(P u, u, u t)=N(P u, Q v, Q v, t)$
$\leq \phi\{N(A B u, S T v, L u, K t), N(L u, S T v, S T v, K t), N(A B u, S T v, F v, K t), N(A B u, Q v, F v, K t), N(A B u, F v, Q v, K t)$, $\mathrm{N}(\mathrm{STv}, \mathrm{Qv}, \mathrm{Fv}, \mathrm{Kt}), \mathrm{N}(\mathrm{Fv}, \mathrm{Qv}, \mathrm{Qv} \mathrm{Kt}), \mathrm{N}(\mathrm{Lu} \mathrm{Qv}, \mathrm{Fv}, \mathrm{Kt}), \mathrm{N}(\mathrm{Qv}, \mathrm{STv}, \mathrm{Fv}, \mathrm{Kt}), \mathrm{N}(\mathrm{ABu}, \mathrm{STv}, \mathrm{STv}$, $\mathrm{Kt}), \mathrm{N}(\mathrm{ABu}, \mathrm{Qv}, \mathrm{STv}, \mathrm{Kt}), \mathrm{N}(\mathrm{ABu}, \mathrm{STv}, \mathrm{Qv}, \mathrm{Kt})\}$

Step 5: If $\mathrm{Pu} \neq \mathrm{u}$, then we have
$\mathrm{M}(\mathrm{Pu}, \mathrm{u}, \mathrm{u}, \mathrm{t})>\mathrm{M}(\mathrm{Pu}, \mathrm{u}, \mathrm{u}, \mathrm{Kt})$
$\mathrm{N}(\mathrm{Pu}, \mathrm{u}, \mathrm{u}, \mathrm{t})<\mathrm{N}(\mathrm{Pu}, \mathrm{u}, \mathrm{u}, \mathrm{Kt})$,
which is contradiction. Thus

$$
\begin{equation*}
\mathrm{Pu}=\mathrm{u}=\mathrm{ABu}=\mathrm{Lu} \tag{1}
\end{equation*}
$$

Step 6: Now we prove $\mathrm{Qu}=\mathrm{u}$. For
$\mathrm{M}(\mathrm{u}, \mathrm{Qu}, \mathrm{Qu}, \mathrm{t})=\mathrm{M}(\mathrm{Pu}, \mathrm{Qu}, \mathrm{Qu}, \mathrm{t})$
$\geq \phi\{\mathrm{M}(\mathrm{ABu}, \mathrm{STu}, \mathrm{Lu}, \mathrm{Kt}), \mathrm{M}(\mathrm{Lu}, \mathrm{STu}, \mathrm{STu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{STu}, \mathrm{Fu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{Qu}, \mathrm{Fu}, \mathrm{Kt})$, $M(A B u, F u, Q u, K t), M(S T u, Q u, F u, K t), M(F u, Q u, Q u K t), M(L u ~ Q u, F u, K t)$, $\mathrm{M}(\mathrm{Qu}, \mathrm{STu}, \mathrm{Fu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{STu}, \mathrm{STu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{Qu}, \mathrm{STu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{STu}, \mathrm{Qu}, \mathrm{Kt} \boldsymbol{\}}$
and
$N(u, Q u, Q u, t)=N(P u, Q u, Q u, t)$
$\leq \phi^{\prime}\{\mathrm{N}(\mathrm{ABu}, \mathrm{STu}, \mathrm{Lu}, \mathrm{Kt}), \mathrm{N}(\mathrm{Lu}, \mathrm{STu}, \mathrm{STu}, \mathrm{Kt}), \mathrm{N}(\mathrm{ABu}, \mathrm{STu}, F u, \mathrm{Kt}), \mathrm{N}(\mathrm{ABu}, \mathrm{Qu}, \mathrm{Fu}, \mathrm{Kt})$,
$\mathrm{N}(\mathrm{ABu}, F u, Q u, K t), \mathrm{N}(\mathrm{STu}, \mathrm{Qu}, F u, K t), \mathrm{N}(F u, Q u, Q u K t), N(L u \quad Q u, F u, K t), N(Q u, S T u, F u, K t)$, $\mathrm{N}(\mathrm{ABu}, \mathrm{STu}, \mathrm{STu}, \mathrm{Kt}), \mathrm{N}(\mathrm{ABu}, \mathrm{Qu}, \mathrm{STu}, \mathrm{Kt}), \mathrm{N}(\mathrm{ABu}, \mathrm{STu}, \mathrm{Qu}, \mathrm{Kt})\}$

Step 7: If $\mathrm{Qu} \neq \mathrm{u}$ then we have,

$$
\begin{aligned}
& \mathrm{M}(\mathrm{u}, \mathrm{Qu}, \mathrm{Qu}, \mathrm{t})>\mathrm{M}(\mathrm{u}, \mathrm{Qu}, \mathrm{Qu}, \mathrm{Kt}) \\
& \mathrm{N}(\mathrm{u}, \mathrm{Qu}, \mathrm{Qu}, \mathrm{t})<\mathrm{N}(\mathrm{u}, \mathrm{Qu}, \mathrm{Qu}, K \mathrm{t}),
\end{aligned}
$$

which is contradiction. Thus

$$
\begin{equation*}
\mathrm{Pu}=\mathrm{Qu}=\mathrm{ABu}=\mathrm{STu}=\mathrm{Fu}=\mathrm{Lu}=\mathrm{u} . \tag{2}
\end{equation*}
$$

Step 8: Now we show that $B u=u$ by putting $x=B u, y=x_{2 n+1}$ and $z=x_{2 n}$ in (1.2.4)
If $\mathrm{Bu} \neq \mathrm{u}$ then
$M\left(P(B u), Q x_{2 n+1}, Q x_{2 n}, t\right) \geq \phi\left\{M\left(A B(B u), S T x_{2 n+1}, L(B u), K t\right), M\left(L(B u), S T x_{2 n+1}, S T x_{2 n}, K t\right), M\left(A B(B u), \operatorname{STx}_{2 n+1}, \operatorname{Fx}_{2 n}\right.\right.$, $\mathrm{Kt}), \mathrm{M}\left(\mathrm{AB}(\mathrm{Bu}), \mathrm{Qx}_{2 \mathrm{n}+1}, \mathrm{Fx}_{2 \mathrm{n}}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{AB}(\mathrm{Bu}), \mathrm{Fx}_{2 \mathrm{n}+1}, \mathrm{Qx}_{2 \mathrm{n}}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{STx}_{2 \mathrm{n}}, \mathrm{Qx}_{2 n}, \mathrm{Fx}_{2 \mathrm{n}}, \mathrm{Kt}\right)$, $M\left(\mathrm{Fx}_{2 \mathrm{n}+1}, \mathrm{Qx}_{2 \mathrm{n}+1}, \mathrm{Qx}_{2 \mathrm{n}}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{L}(\mathrm{Bu}), \mathrm{Qx}_{2 n+1}, \mathrm{Fx}_{2 n}, \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{Qx}_{2 \mathrm{n}+1}, \mathrm{STx}_{2 n+1}, \mathrm{Fx}_{2 n}, \mathrm{Kt}\right)$, $\mathrm{M}\left(\mathrm{AB}(\mathrm{Bu}), \mathrm{STx}_{2 n+1}, \mathrm{STx}_{2 n} \mathrm{Kt}\right), \mathrm{M}\left(\mathrm{AB}(\mathrm{Bu}), \mathrm{Qx}_{2 n+1}, \mathrm{STx}_{2 n} \mathrm{Kt}\right)$, $\left.\mathrm{M}\left(\mathrm{AB}(\mathrm{Bu}), \mathrm{STx}_{2 \mathrm{n}+1}, \mathrm{Qx}_{2 \mathrm{n}}, \mathrm{Kt}\right)\right\}$
and
$N\left(P(B u), \mathrm{Qx}_{2 n+1}, Q x_{2 n}, t\right) \leq \phi^{\prime}\left\{N\left(A B(B u), S T x_{2 n+1}, L(B u), K t\right), N\left(L(B u), S T x_{2 n-1}, S T x_{2 n}, K t\right), N\left(A B(B u), S T x_{2 n+1}, F x_{2 n}, K t\right)\right.$, $\mathrm{N}\left(\mathrm{AB}(\mathrm{Bu}), \mathrm{Qx}_{2 n+1}, \mathrm{Fx}_{2 \mathrm{n}}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{AB}(\mathrm{Bu}), \mathrm{Fx}_{2 \mathrm{n}+1}, \mathrm{Qx}_{2 \mathrm{n}}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{STx}_{2 \mathrm{n}}, \mathrm{Qx}_{2 \mathrm{n}}, \mathrm{Fx}_{2 \mathrm{n}}\right.$, $K t), N\left(\mathrm{Fx}_{2 n+1}, \mathrm{Qx}_{2 n+1}, \mathrm{Qx}_{2 n}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{L}(\mathrm{Bu}), \mathrm{Qx}_{2 n+1}, \mathrm{Fx}_{2 n}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{Qx}_{2 n+1} \mathrm{STx}_{2 n+1}\right.$, $\left.\mathrm{Fx}_{2 \mathrm{n}}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{AB}(\mathrm{Bu}), \mathrm{STx}_{2 \mathrm{n}+1}, S \mathrm{ST}_{2 \mathrm{n}}, \mathrm{Kt}\right), \mathrm{N}\left(\mathrm{AB}(\mathrm{Bu}), \mathrm{Qx}_{2 \mathrm{n}+1}, \mathrm{STx}_{2 \mathrm{n}}, \mathrm{Kt}\right)$, $\left.\mathrm{N}\left(\mathrm{AB}(\mathrm{Bu}), \mathrm{STx}_{2 \mathrm{n}+1}, \mathrm{Qx}_{2 \mathrm{n}}, \mathrm{Kt}\right)\right\}$
since $A B=B A, B P=P B$ and $L B=B L$,
we have

$$
\begin{aligned}
& \mathrm{P}(\mathrm{Bu})=\mathrm{B}(\mathrm{Pu})=\mathrm{Bu}, \mathrm{AB}(\mathrm{Bu})=\mathrm{BA}(\mathrm{Bu})=\mathrm{Bu} \\
& \mathrm{~L}(\mathrm{Bu})=\mathrm{B}(\mathrm{Lu})=\mathrm{Bu}
\end{aligned}
$$

Letting $\mathrm{n} \rightarrow \infty$, we have
$\mathrm{M}(\mathrm{Bu}, \mathrm{u}, \mathrm{u}, \mathrm{t})>\mathrm{M}(\mathrm{Bu}, \mathrm{u}, \mathrm{u}, \mathrm{kt})$
$\mathrm{N}(\mathrm{Bu}, \mathrm{u}, \mathrm{u}, \mathrm{t})<\mathrm{N}(\mathrm{Bu}, \mathrm{u}, \mathrm{u}, \mathrm{kt})$,
which is contradiction.
Thus $\mathrm{Bu}=\mathrm{u}$.
Since $u=A B u$,
we have $u=A u$,
therefore,

$$
\mathrm{u}=\mathrm{Au}=\mathrm{Bu}=\mathrm{Pu}=\mathrm{Lu}
$$

Step 9: Finally we show that $T u=u$. By putting $x=u, y=T u$ and $z=u$ in (1.2.4) If $T u \neq u$, then $\mathrm{M}(\mathrm{Pu}, \mathrm{Q}(\mathrm{Tu}), \mathrm{Qu}, \mathrm{t}) \geq \phi\{\mathrm{M}(\mathrm{ABu}, \mathrm{ST}(\mathrm{Tu}), \mathrm{Lu}, \mathrm{Kt}), \mathrm{M}(\mathrm{Lu}, \mathrm{ST}(\mathrm{Tu}), \mathrm{STu}, \mathrm{Kt})$, $\mathrm{M}(\mathrm{ABu}, \mathrm{ST}(\mathrm{Tu}), \mathrm{Fu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{Q}(\mathrm{Tu}), \mathrm{Fu}, \mathrm{Kt})$, $\mathrm{M}(\mathrm{ABu}, \mathrm{F}(\mathrm{Tu}), \mathrm{Qu}, \mathrm{Kt}), \mathrm{M}(\mathrm{STu}, \mathrm{Qu}, \mathrm{Fu}, \mathrm{Kt}), \mathrm{M}(\mathrm{F}(\mathrm{Tu}), \mathrm{Q}(\mathrm{Tu}), \mathrm{Qu}, \mathrm{Kt})$, $\mathrm{M}(\mathrm{Lu}, \mathrm{Q}(\mathrm{Tu}), \mathrm{Fu}, \mathrm{Kt}), \mathrm{M}(\mathrm{Q}(\mathrm{Tu}), \mathrm{ST}(\mathrm{Tu}), \mathrm{Fu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{ST}(\mathrm{Tu}), \mathrm{STu}, \mathrm{Kt})$, $\mathrm{M}(\mathrm{ABu}, \mathrm{Q}(\mathrm{Tu}), \mathrm{STu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABu}, \mathrm{ST}(\mathrm{Tu}), \mathrm{Qu}, \mathrm{Kt})\}$ and
$\mathrm{N}(\mathrm{Pu}, \mathrm{Q}(\mathrm{Tu}), \mathrm{Qu}, \mathrm{t}) \leq \phi^{\prime}\{\mathrm{N}(\mathrm{ABu}, \mathrm{ST}(\mathrm{Tu}), \mathrm{Lu}, \mathrm{Kt}), \mathrm{N}(\mathrm{Lu}, \mathrm{ST}(\mathrm{Tu}), \mathrm{STu}, \mathrm{Kt}), \mathrm{N}(\mathrm{ABu}, \mathrm{ST}(\mathrm{Tu}), F u, K \mathrm{t})$, $\mathrm{N}(\mathrm{ABu}, \mathrm{Q}(\mathrm{Tu}), \mathrm{Fu}, \mathrm{Kt}), \mathrm{N}(\mathrm{ABu}, \mathrm{F}(\mathrm{Tu}), \mathrm{Qu}, \mathrm{Kt}), \mathrm{N}(\mathrm{STu}, \mathrm{Qu}, F u, \mathrm{Kt})$, $\mathrm{N}(\mathrm{F}(\mathrm{Tu}), \mathrm{Q}(\mathrm{Tu}), \mathrm{Qu}, \mathrm{Kt}), \mathrm{N}(\mathrm{Lu}, \mathrm{Q}(\mathrm{Tu}), \mathrm{Fu}, \mathrm{Kt}), \mathrm{N}(\mathrm{Q}(\mathrm{Tu}), \mathrm{ST}(\mathrm{Tu})$ $F u, K t), N(A B u, S T(T u), S T u, K t), N(A B u, Q(T u), S T u, K t), N(A B u$, $\mathrm{ST}(\mathrm{Tu}), \mathrm{Qu}, \mathrm{Kt}) \boldsymbol{\}}$

Since $\mathrm{ST}=\mathrm{TS}, \mathrm{TQ}=\mathrm{QT}$ and $\mathrm{FT}=\mathrm{TF}$,

We have,

$$
\begin{aligned}
& \mathrm{ST}(\mathrm{Tu})=\mathrm{T}(\mathrm{STu})=\mathrm{Tu} \\
& \mathrm{QTu}=\mathrm{TQu}=\mathrm{Tu} \text { and } \\
& \mathrm{FTu}=\mathrm{TFu}=\mathrm{Tu} . \mathrm{Then} \\
& \mathrm{M}(\mathrm{u}, \mathrm{Tu}, \mathrm{u}, \mathrm{t})>\mathrm{M}(\mathrm{u}, \mathrm{Tu}, \mathrm{u}, \mathrm{Kt}) \\
& \mathrm{N}(\mathrm{u}, \mathrm{Tu}, \mathrm{u}, \mathrm{t})<\mathrm{N}(\mathrm{u}, \mathrm{Tu}, \mathrm{u}, \mathrm{Kt})
\end{aligned}
$$

which is a contradiction,
thus $\quad \mathrm{Tu}=\mathrm{u}$,
since $u=S T u$,
we have $u=S u=T u$.
By combining the above result (1), (2), (3) and (4) we get
$\mathrm{Au}=\mathrm{Bu}=\mathrm{Su}=\mathrm{Tu}=\mathrm{Fu}=\mathrm{Lu}=\mathrm{Pu}=\mathrm{Qu}=\mathrm{u}$. So $\mathrm{P}, \mathrm{Q}, \mathrm{A}, \mathrm{B}, \mathrm{L}, \mathrm{F}, \mathrm{S}$ and T have a common fixed point u .
Now to prove the uniqueness: suppose that $\mathrm{v} \neq \mathrm{u}$ is another common fixed point of $\mathrm{P}, \mathrm{Q}, \mathrm{A}, \mathrm{B}, \mathrm{L}, \mathrm{F}, \mathrm{S}$ and T , then
$M(v, u, u, T)=M(P v, Q u, Q u, T)$ $\geq \phi\{\mathrm{M}(\mathrm{ABv}, \mathrm{STu}, \mathrm{Lv}, \mathrm{Kt}), \mathrm{M}(\mathrm{Lv}, \mathrm{STu}, \mathrm{STu}, \mathrm{STu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABv}, \mathrm{STu}, \mathrm{Fu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABv}, \mathrm{Qu}, \mathrm{Fu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABv}$, $F u, \mathrm{Qu}, \mathrm{Kt}), \mathrm{M}(\mathrm{STu}, \mathrm{Qu}, \mathrm{Fu}, \mathrm{Kt}), \mathrm{M}(\mathrm{Fu}, \mathrm{Qu}, \mathrm{Qu}, \mathrm{Kt}), \mathrm{M}(\mathrm{Lv}, \mathrm{Qu}, \mathrm{Fu}, \mathrm{Kt}), \mathrm{M}(\mathrm{Qu}, \mathrm{STu}, \mathrm{Fu}, \mathrm{Kt})$, $\mathrm{M}(\mathrm{ABv}, \mathrm{STu}, \mathrm{STu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABv}, \mathrm{Qu}, \mathrm{STu}, \mathrm{Kt}), \mathrm{M}(\mathrm{ABv}, \mathrm{STu}, \mathrm{Qu}, \mathrm{Kt})\}$ $>\mathrm{M}(\mathrm{v}, \mathrm{u}, \mathrm{u}, \mathrm{Kt})$.

Similarly

$$
\begin{aligned}
N(v, u, u, t)= & N(P v, Q u, Q u, t) \\
\leq & \phi^{\prime}\{N(A B v, S T u, L v, K t), N(L v, S T u, S T u, S T u, K t), N(A B v, S T u, F u, K t), N(A B v, Q u, F u, K t), N(A B v, F u, \\
& Q u, K t), N(S T u, Q u, F u, K t), N(F u, Q u, Q u, K t), N(L v, Q u, F u, K t), N(Q u, S T u, F u, K t), \\
& N(A B v, S T u, S T u, K t), N(A B v, Q u, S T u, K t), N(A B v, S T u, Q u, K t)\} \\
< & N(v, u, u, K t),
\end{aligned}
$$

which is a contradiction ,
therefore $\mathrm{v}=\mathrm{u}$ is common fixed point of $\mathrm{P}, \mathrm{Q}, \mathrm{A}, \mathrm{B}, \mathrm{L}, \mathrm{F}, \mathrm{S}$ and T .
COROLLARY: Let $f, g$ be self mappings of $X$ satisfying the following conditions
(i) $\quad f(X) \subset g(X)$ and $g(X)$ is complete fuzzy metric subspace of $X$.
(ii) The pair ( $\mathrm{f}, \mathrm{g}$ ) is weakly compatible and ( $\mathrm{f}, \mathrm{g}$ ) satisfies the property ( E ).
(iii) If there exists a number $\mathrm{K}>1$ S.t.
$M(f x, f y, f z, t) \geq \phi\{M(g x, g y, f x, K t), M(f x, g y, g z, K t)), M(g x, g y, g z, K t), M(g x, f y, g z, K t)$, M(gx, gy, fz, Kt ), M(gz, fz, gz, Kt), M(gy, fy, fz, Kt ), M(fy, fx, gz, Kt), M(fy, $g y, g z, K t), M(g x, g y, g z, K t), M(g x, f y, g z, K t), M(g x, g y, f z, K t)\}$ and
$N(f x, f y, f z, t) \leq \phi^{\prime}\{N(g x, g y, f x, K t), N(f x, g y, g z, K t)), N(g x, g y, g z, K t), N(g x, f y, g z, K t), N(g x, g y, f z$, $K t), N(g z, f z, g z, K t), N(g y, f y, f z, K t), N(f y, f x, g z, K t), N(f y, g y, g z, K t)$, $\mathrm{N}(\mathrm{gx}, \mathrm{gy}, \mathrm{gz}, \mathrm{Kt}), \mathrm{N}(\mathrm{gx}, \mathrm{fy}, \mathrm{gz}, \mathrm{Kt}), \mathrm{N}(\mathrm{gx}, \mathrm{gy}, \mathrm{fz}, \mathrm{Kt})\}$
for all $\mathrm{x}, \mathrm{y}, \mathrm{z} \in \mathrm{X}$ and $\mathrm{t}>0$ then $\mathrm{f}, \mathrm{g}$, have a unique common fixed point in X .
Example 3 : - Let $\mathrm{X}=[0,1]$ with the usual generalized metric D .
Define,
$\mathrm{M}(\mathrm{x}, \mathrm{y}, \mathrm{z}, 0)=0, \mathrm{~N}(\mathrm{x}, \mathrm{y}, \mathrm{z}, 0)=1$ for all $\mathrm{x}, \mathrm{y}, \mathrm{z} \in \mathrm{X}$ clearly $(\mathrm{X}, \mathrm{M}, \mathrm{N}, *, \diamond)$ is a complete intuitionistic $\mathrm{M}-$ Fuzzy metric space where $*$ and $\diamond$ are defined $\mathrm{b} \mathrm{a}^{*} \mathrm{~b}=\min (\mathrm{a}, \mathrm{b})$ and $\mathrm{a} \diamond \mathrm{b}=\max (\mathrm{a}, \mathrm{b})$. LetA, $\mathrm{B}, \mathrm{S}, \mathrm{T}, \mathrm{P}$, Q, L and F be defined as
$S x=x, \quad T x=\frac{x}{2}, \quad A x=\frac{x}{5}, \quad B x \frac{x}{3}, \quad P x=\frac{x}{6}, \quad Q x=0, \quad F x=\frac{x}{4}$ and $L x=\frac{x}{7}$ for all $x, y, z \in X$.
Then

$$
\begin{gathered}
\mathrm{P}(\mathrm{x})=\left[0, \frac{1}{6}\right] \subset\left[0, \frac{1}{2}\right] \cup\left[0, \frac{1}{4}\right]=\mathrm{ST}(\mathrm{X}) \cup \mathrm{F}(\mathrm{X}) \quad \text { and } \\
\mathrm{Q}(\mathrm{X})=\{0\} \subset\left[0, \frac{1}{15}\right] \cup\left[0, \frac{1}{7}\right]=\mathrm{ABx}(\mathrm{X}) \cup \mathrm{L}(\mathrm{X})
\end{gathered}
$$

## Clearly

$\mathrm{AB}=\mathrm{BA}, \mathrm{ST}=\mathrm{TS}, \mathrm{PB}=\mathrm{BP}, \mathrm{TQ}=\mathrm{QT}, \mathrm{FT}=\mathrm{TF}, \mathrm{LB}=\mathrm{BL}$.
Moreover, the pairs $(\mathrm{P}, \mathrm{AB}),(\mathrm{Q}, \mathrm{ST}),(\mathrm{P}, \mathrm{L})$ and $(\mathrm{Q}, \mathrm{F})$ are weakly compatible at 0 and the pair $(\mathrm{Q}, \mathrm{ST})$ and
(Q, F) satisfies the property (E) if $\lim _{n \rightarrow \infty} x_{n}=0$, where $\left\{x_{n}\right\}$ is a sequence in $X$ s.t.

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} M\left(Q x_{n}, u, u, t\right)=\lim _{n \infty} M\left(S T x_{n}, u, u, t\right)=1 \\
& \lim _{n \rightarrow \infty} N\left(Q x_{n}, u, u, t\right)=\lim _{n \rightarrow \infty} N\left(\operatorname{STx}_{n}, u, u, t\right)=0 \text { and } \\
& \lim _{n \rightarrow \infty} M\left(Q x_{n}, u, u, t\right)=\lim _{n \rightarrow \infty} M\left(F x_{n}, u, u, t\right)=1, \text { and } \\
& \lim _{n \rightarrow \infty} N\left(Q x_{n}, u, u, t\right)=\lim _{n \rightarrow \infty} N\left(F x_{n}, u, u, t\right)=0
\end{aligned}
$$

For $\mathrm{u}=0 \in \mathrm{X}$ and $\mathrm{t}>0$ If we take $\mathrm{K}=2$ and $\mathrm{t}=1$, then conditions (1.2.4) of the main theorem is satisfied and 0 is the unique common fixed point of $\mathrm{P}, \mathrm{Q}, \mathrm{A}, \mathrm{S}, \mathrm{L}, \mathrm{F}, \mathrm{S}$ and T .
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## I. Introduction

Many authors have considered the use of some known population parameters of an auxiliary character in formulating estimators of population parameters of a variable of interest. A lot of theoretical and empirical studies have been carried out along this line. Some known population parameters of an auxiliary character, which have been considered for the purpose of constructing estimators for some population parameters of the study variate include coefficient of variation, (CV), used by Searls (1964) and Sisodia-Dwivedi (1981); coefficient of kurtosis, used by Singh et al. (1973) and Upadhyaya-Singh (1999); coefficient of skewness, used by G.N. Singh (2003); standard deviation, used by G.N. Singh (2003); and correlation coefficient, used by Singh and Tailor (2003). A general family of estimators of $\overline{\mathrm{Y}}$ under the SRSWOR scheme was discussed by Khoshnevisan et.al. (2007), using known parameters of the auxiliary variable x , such as standard deviation, coefficient of variation, coefficient of skewness, kurtosis and correlation coefficient. Koyuncu and Kadilar (2009) also proposed a general family of combined estimators of $\overline{\mathrm{Y}}$ in stratified random sampling. Onyeka (2012), motivated by the works carried out by Khoshnevisan et.al. (2007) and Koyuncu and Kadilar (2009), developed a general family of estimators of $\overline{\mathrm{Y}}$ under the poststratified sampling scheme using known values of some population parameters of an auxiliary character. The family of estimators discussed by Onyeka (2012), was found, under some optimum conditions, to be as efficient as the post-stratified regression estimator $\bar{y}_{\text {psREG }}$, but more efficient, in terms of having a smaller mean squared error, than the usual poststratified sampling estimator, $\overline{\mathrm{y}}_{\mathrm{ps}}$, and other particular cases of the proposed estimators. The present study is aimed at utilizing some variable transformation of an auxiliary character x , to extend the work carried out by Onyeka (2012) in poststratified sampling scheme. Srivenkataramana
(1980) used the transformation, $x_{i}^{*}=\frac{N \bar{X}-n x_{i}}{N-n}, i=1,2, \cdots, N$, to obtain a dual to ratio estimate of $\overline{\mathrm{Y}}$ in simple random sampling scheme. Authors, like Singh and Tailor (2005), Tailor and Sharma (2009), and Sharma and Tailor (2010) have used the same transformation to improve estimates under the simple random sampling scheme. Motivated by these studies, we intend, in the present work, to use the same transformation to extend the work carried out by Onyeka (2012) in poststratified sampling scheme.
Let $\mathrm{y}_{\mathrm{hi}}\left(\mathrm{x}_{\mathrm{hi}}\right)$ denote the $\mathrm{i}^{\text {th }}$ observation in stratum h for the study (auxiliary) variate in poststratified sampling scheme. Let a random sample of size n be drawn from a population of N units using SRSWOR method, and let the sampled units be allocated to their respective strata, where $\mathrm{n}_{\mathrm{h}}$ (a random variable) is the number of units that fall into stratum h such that $\sum_{\mathrm{h}=1}^{\mathrm{L}} \mathrm{n}_{\mathrm{h}}=\mathrm{n}$. It is assumed that n is large enough such that $\mathrm{P}\left(\mathrm{n}_{\mathrm{h}}=0\right)=0, \forall h$. Onyeka (2012) proposed the following general family of combined estimators of the population mean $\overline{\mathrm{Y}}$ in post-stratified sampling scheme:

$$
\begin{equation*}
\overline{\mathrm{y}}_{\mathrm{pss}}=\overline{\mathrm{y}}_{\mathrm{ps}}\left(\frac{\mathrm{a} \overline{\mathrm{X}}+\mathrm{b}}{\alpha\left(\mathrm{a} \overline{\mathrm{x}}_{\mathrm{ps}}+\mathrm{b}\right)+(1-\alpha)(\mathrm{a} \overline{\mathrm{X}}+\mathrm{b})}\right)^{\mathrm{g}} \tag{1.1}
\end{equation*}
$$

where,
$\bar{y}_{\mathrm{ps}}=\sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}} \overline{\mathrm{y}}_{\mathrm{h}}$ is the usual post-stratified estimator of $\overline{\mathrm{Y}}$
$\overline{\mathrm{x}}_{\mathrm{ps}}=\sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}} \overline{\mathrm{x}}_{\mathrm{h}}$ is the usual post-stratified estimator of $\overline{\mathrm{X}}$
$\overline{\mathrm{X}}=\sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}} \overline{\mathrm{X}}_{\mathrm{h}}$ is the known population mean of the auxiliary variate x .
$\mathrm{a}(\neq 0), \mathrm{b}$ are either constants or functions of known population parameters of the auxiliary variate, such as standard deviation $\left(\sigma_{x}\right)$, coefficient of variation $\left(C_{x}\right)$, skewness $\left(\beta_{1}(x)\right)$, kurtosis $\left(\beta_{2}(x)\right)$, and correlation coefficient ( $\rho_{y x}$ ).
$\omega_{h}=N_{h} / N$ is stratum weight, $L$ is the number of strata in the population, $N_{h}$ is the number of units in stratum $h, N$ is the number of units in the population, $\bar{X}_{h}$ is the population mean of the auxiliary variate in stratum $h$, and $\bar{y}_{h}\left(\bar{x}_{h}\right)$ is the sample mean of the study (auxiliary) variate in stratum $h$.

Under the unconditional argument, that is, for repeated samples of fixed size $n$, the variances and covariance of the estimators, $\overline{\mathrm{y}}_{\mathrm{ps}}$ and $\overline{\mathrm{x}}_{\mathrm{ps}}$, obtained up to first order approximation are:

$$
\begin{align*}
& \mathrm{V}\left(\overline{\mathrm{y}}_{\mathrm{ps}}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right) \sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}} \mathrm{~S}_{\mathrm{yh}}^{2},  \tag{1.2}\\
& \mathrm{~V}\left(\overline{\mathrm{x}}_{\mathrm{ps}}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right) \sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}} \mathrm{~S}_{\mathrm{xh}}^{2}, \tag{1.3}
\end{align*}
$$

$$
\begin{equation*}
\operatorname{Cov}\left(\overline{\mathrm{y}}_{\mathrm{ps}}, \overline{\mathrm{x}}_{\mathrm{ps}}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right) \sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}} \mathrm{~S}_{\mathrm{yxh}} . \tag{1.4}
\end{equation*}
$$

where $\mathrm{f}=\mathrm{n} / \mathrm{N}$ is the population sampling fraction, $\mathrm{S}_{\mathrm{yh}}^{2}\left(\mathrm{~S}_{\mathrm{xh}}^{2}\right)$ is the population variance of $y(x)$ in stratum $h$, and $S_{y x h}$ is the population covariance of $y$ and $x$ in stratum h. Let

$$
\begin{equation*}
\mathrm{e}_{0}=\frac{\overline{\mathrm{y}}_{\mathrm{ps}}-\overline{\mathrm{Y}}}{\overline{\mathrm{Y}}} \text { and } \mathrm{e}_{1}=\frac{\overline{\mathrm{x}}_{\mathrm{ps}}-\overline{\mathrm{X}}}{\overline{\mathrm{X}}} \tag{1.5}
\end{equation*}
$$

Under the unconditional argument, it follows that

$$
\begin{gather*}
\mathrm{E}\left(\mathrm{e}_{0}\right)=\mathrm{E}\left(\mathrm{e}_{1}\right)=0  \tag{1.6}\\
\mathrm{E}\left(\mathrm{e}_{0}^{2}\right)=\frac{\mathrm{V}\left(\overline{\mathrm{y}}_{\mathrm{ps}}\right)}{\overline{\mathrm{Y}}^{2}}=\frac{1}{\overline{\mathrm{Y}}^{2}}\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right) \sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}} \mathrm{~S}_{\mathrm{yh}}^{2}  \tag{1.7}\\
\mathrm{E}\left(\mathrm{e}_{1}^{2}\right)=\frac{\mathrm{V}\left(\overline{\mathrm{x}}_{\mathrm{ps}}\right)}{\overline{\mathrm{X}}^{2}}=\frac{1}{\overline{\mathrm{X}}^{2}}\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right) \sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}} \mathrm{~S}_{\mathrm{xh}}^{2} \tag{1.8}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left(\mathrm{e}_{0} \mathrm{e}_{1}\right)=\frac{\operatorname{Cov}\left(\overline{\mathrm{y}}_{\mathrm{ps}}, \overline{\mathrm{x}}_{\mathrm{ps}}\right)}{\overline{\mathrm{YX}}}=\frac{1}{\overline{\mathrm{YX}}}\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right) \sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}} \mathrm{~S}_{\mathrm{yxh}} \tag{1.9}
\end{equation*}
$$

Accordingly, Onyeka (2012) obtained the unconditional bias and mean squared error of $\bar{y}_{\text {pss }}$, up to first order approximation, respectively as

$$
\begin{equation*}
\mathrm{B}\left(\overline{\mathrm{y}}_{\mathrm{pss}}\right)=\frac{\alpha \lambda \mathrm{g}}{2 \overline{\mathrm{X}}}\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right) \sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}}\left(\alpha \lambda(\mathrm{~g}+1) R S_{\mathrm{xh}}^{2}-2 \mathrm{~S}_{\mathrm{yxh}}\right) \tag{1.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{MSE}\left(\overline{\mathrm{y}}_{\mathrm{pss}}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right) \sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}}\left(\mathrm{~S}_{\mathrm{yh}}^{2}+\alpha^{2} \lambda^{2} \mathrm{~g}^{2} \mathrm{R}^{2} \mathrm{~S}_{\mathrm{xh}}^{2}-2 \alpha \lambda \mathrm{gRS}_{\mathrm{yxh}}\right) \tag{1.11}
\end{equation*}
$$

where $\lambda=\frac{\mathrm{a} \overline{\mathrm{X}}}{\mathrm{aX}+\mathrm{b}}$ and $\mathrm{R}=\frac{\overline{\mathrm{Y}}}{\overline{\mathrm{X}}}$. The (optimum) choice of $\alpha$ that minimizes (1.11) is $\alpha_{\text {opt }}=\frac{\beta_{0}}{\lambda \mathrm{gR}}$, and the resulting optimum unconditional mean squared error of $\overline{\mathrm{y}}_{\mathrm{pss}}$ is obtained as

$$
\begin{equation*}
\operatorname{MSE}_{\text {opt }}\left(\overline{\mathrm{y}}_{\mathrm{pss}}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right)\left(1-\rho_{0}^{2}\right) \sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}} \mathrm{~S}_{\mathrm{yh}}^{2} \tag{1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{0}=\frac{\sum_{h=1}^{L} \omega_{h} S_{y x h}}{\sum_{h=1}^{L} \omega_{h} S_{x h}^{2}} \text {, and } \rho_{0}=\frac{\sum_{h=1}^{L} \omega_{h} S_{y x h}}{\sqrt{\left(\sum_{h=1}^{L} \omega_{h} S_{y h}^{2}\right)\left(\sum_{h=1}^{L} \omega_{h} S_{x h}^{2}\right)}} \tag{1.13}
\end{equation*}
$$

Notice that (1.12) is the same as the unconditional variance of the usual combined poststratified regression estimator, $\overline{\mathrm{y}}_{\mathrm{psREG}}=\overline{\mathrm{y}}_{\mathrm{ps}}-\hat{\beta}_{0}\left(\overline{\mathrm{x}}_{\mathrm{ps}}-\overline{\mathrm{X}}\right)$. This implies that the efficiency of the general family of estimators, $\bar{y}_{\text {pss }}$, proposed by Onyeka (2012), may not be improved beyond the efficiency of the customary combined regression-type estimator in post-stratified sampling.

## iI. The Proposed Class of Estimators

Motivated by Onyeka (2012) and Srivenkataramana (1980), we propose a class of dual to ratio estimators of the population mean, $\overline{\mathrm{Y}}$, in poststratified sampling, using known population parameters of an auxiliary character x , as:

$$
\begin{equation*}
\overline{\mathrm{y}}_{\mathrm{pss}}^{*}=\overline{\mathrm{y}}_{\mathrm{ps}}\left(\frac{\alpha\left(\mathrm{ax}_{\mathrm{ps}}^{*}+\mathrm{b}\right)+(1-\alpha)(\mathrm{a} \overline{\mathrm{X}}+\mathrm{b})}{\mathrm{a} \overline{\mathrm{X}}+\mathrm{b}}\right)^{\underline{g}} \tag{2.1}
\end{equation*}
$$

where $\overline{\mathrm{x}}_{\mathrm{ps}}^{*}$ is a transformed sample mean of the auxiliary variable, x , based on the variable transformation, $x_{h i}^{*}=\frac{N \bar{X}-\mathrm{nx}_{\text {hi }}}{N-n}$ and satisfying the relationship:

$$
\begin{equation*}
\overline{\mathrm{X}}=\mathrm{f} \overline{\mathrm{x}}_{\mathrm{ps}}+(1-\mathrm{f}) \overline{\mathrm{x}}_{\mathrm{ps}}^{*} \tag{2.2}
\end{equation*}
$$

The transformed sample mean, $\overline{\mathrm{x}}_{\mathrm{ps}}^{*}$, in poststratified sampling, is defined along the line of authors like Srivenkataramana and Srinath (1976), Srivenkataramana (1980), and Sharma and Tailor (2010). Using the transformation, $x_{i}^{*}=\frac{N \bar{X}-n x_{i}}{N-n}, i=1,2, \ldots, N$, Srivenkataramana (1980) obtained a dual to ratio estimate of $\overline{\mathrm{Y}}$ in simple random sampling scheme as

$$
\begin{equation*}
\overline{\mathrm{y}}_{\mathrm{R}}^{(\mathrm{d})}=\overline{\mathrm{y}}\left(\frac{\overline{\mathrm{x}}^{*}}{\overline{\mathrm{x}}}\right) \tag{2.3}
\end{equation*}
$$

This means that the proposed estimator in (2.1) is a type of dual to ratio estimator in poststratified sampling when using information on known parameters of an auxiliary character, x , provided the constant g is positive. The proposed estimator in (2.1) becomes a type of dual to product estimator if the constant $g$ is negative. Notice that the transformed sample mean, $\overline{\mathrm{x}}_{\mathrm{ps}}^{*}$, in (2.2) can be written in terms of $\mathrm{e}_{1}$ as

$$
\begin{equation*}
\overline{\mathrm{x}}_{\mathrm{ps}}^{*}=\overline{\mathrm{X}}\left(1-\pi \mathrm{e}_{1}\right) \tag{2.4}
\end{equation*}
$$

where $\pi=\frac{\mathrm{f}}{1-\mathrm{f}}=\frac{\mathrm{n}}{\mathrm{N}-\mathrm{n}}$. Consequently, the proposed class of estimators, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ in (2.1), can be rewritten in terms of $e_{0}$ and $e_{1}$ as

$$
\begin{equation*}
\overline{\mathrm{y}}_{\mathrm{pss}}^{*}=\overline{\mathrm{Y}}\left(1+\mathrm{e}_{0}\right)\left(1-\pi \alpha \lambda \mathrm{e}_{1}\right)^{\mathrm{g}} \tag{2.5}
\end{equation*}
$$

Assuming $\left|\pi \alpha \lambda \mathrm{e}_{1}\right|<1$, so that the series $\left(1-\pi \alpha \lambda \mathrm{e}_{1}\right)^{g}$ converges, and expanding (2.5) up to first order approximation in expected value, we obtain

$$
\begin{equation*}
\left(\overline{\mathrm{y}}_{\mathrm{pss}}^{*}-\overline{\mathrm{Y}}\right)=\overline{\mathrm{Y}}\left(\mathrm{e}_{0}-\pi \alpha \lambda \mathrm{ge}_{1}-\pi \alpha \lambda \mathrm{ge}_{0} \mathrm{e}_{1}+\frac{1}{2} \mathrm{~g}(\mathrm{~g}+1) \pi^{2} \alpha^{2} \lambda^{2} \mathrm{e}_{1}^{2}\right) \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\overline{\mathrm{y}}_{\mathrm{pss}}^{*}-\overline{\mathrm{Y}}\right)^{2}=\overline{\mathrm{Y}}^{2}\left(\mathrm{e}_{0}^{2}+\pi^{2} \alpha^{2} \lambda^{2} \mathrm{~g}^{2} \mathrm{e}_{1}^{2}-2 \pi \alpha \lambda \mathrm{ge}_{0} \mathrm{e}_{1}\right) \tag{2.7}
\end{equation*}
$$

To obtain the unconditional bias and mean squared error of the proposed estimators $\overline{\mathrm{y}}_{\text {pss }}^{*}$ we take the unconditional expectations of (2.6) and (2.7), and use (1.6) - (1.9) to make the necessary substitutions. This gives the unconditional bias and mean squared error of the proposed class of estimators, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$, up to first order approximation, respectively as

$$
\begin{equation*}
\mathrm{B}\left(\overline{\mathrm{y}}_{\mathrm{pss}}^{*}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right)\left(\frac{\pi \alpha \lambda \mathrm{g}}{2 \overline{\mathrm{X}}}\right)_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}}\left(\pi \alpha \lambda(\mathrm{~g}+1) \mathrm{RS}_{\mathrm{xh}}^{2}-2 \mathrm{~S}_{\mathrm{yxh}}\right) \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{MSE}\left(\overline{\mathrm{y}}_{\mathrm{pss}}^{*}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right) \sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}}\left(\mathrm{~S}_{\mathrm{yh}}^{2}+\pi^{2} \alpha^{2} \lambda^{2} \mathrm{~g}^{2} \mathrm{R}^{2} \mathrm{~S}_{\mathrm{xh}}^{2}-2 \pi \alpha \lambda \mathrm{gRS} \mathrm{yxh}\right) \tag{2.9}
\end{equation*}
$$

Applying the least squares method, the (optimum) choice of $\alpha$ that minimizes (2.9), is obtained as

$$
\begin{equation*}
\alpha_{\mathrm{opt}}=\frac{\beta_{0}}{\pi \lambda \mathrm{gR}} \tag{2.10}
\end{equation*}
$$

and the resulting optimum unconditional mean squared error of $\bar{y}_{\mathrm{pss}}^{*}$ is obtained as

$$
\begin{equation*}
\operatorname{MSE}_{\text {opt }}\left(\overline{\mathrm{y}}_{\mathrm{pss}}^{*}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right)\left(1-\rho_{0}^{2}\right) \sum_{\mathrm{h}=1}^{\mathrm{L}} \omega_{\mathrm{h}} \mathrm{~S}_{\mathrm{yh}}^{2} \tag{2.11}
\end{equation*}
$$

We observe that the optimum mean square error of $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$, given in (2.11), is the same as the unconditional variance of the usual post-stratified regression estimator, $\overline{\mathrm{y}}_{\mathrm{psREG}}=\overline{\mathrm{y}}_{\mathrm{ps}}-\hat{\beta}_{0}\left(\overline{\mathrm{x}}_{\mathrm{ps}}-\overline{\mathrm{X}}\right)$, indicating that the efficiency of the proposed class of estimators, $\overline{\mathrm{y}}_{\text {pss }}^{*}$, just like the estimators, $\overline{\mathrm{y}}_{\text {pss }}$, proposed by Onyeka (2012), may not be improved beyond the efficiency of the customary regression-type estimator in post-stratified sampling.

## iiI. Efficiency Comparisons

Here, we shall compare the efficiency of the proposed class of dual to ratio estimators, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$, with those of some existing estimators of $\overline{\mathrm{Y}}$, including the usual poststratified sampling estimator, $\overline{\mathrm{y}}_{\mathrm{ps}}$, and the estimator, $\overline{\mathrm{y}}_{\mathrm{pss}}$, proposed by Onyeka (2012).
a) Efficiency Comparison of $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ and $\overline{\mathrm{y}}_{\mathrm{ps}}$

To compare the efficiencies of the proposed dual to ratio estimator, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$, and the usual poststratified sampling estimator, $\bar{y}_{p s}$, we let $A_{0}=\sqrt{\sum_{h=1}^{L} \omega_{h} S_{y h}^{2}}$ and $A_{1}=\sqrt{\sum_{h=1}^{L} \omega_{h} S_{x h}^{2}}$. Then, we can rewrite (1.2) and (2.9), respectively as:

$$
\begin{equation*}
\mathrm{V}\left(\overline{\mathrm{y}}_{\mathrm{ps}}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right) \mathrm{A}_{0}^{2} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{MSE}\left(\overline{\mathrm{y}}_{\mathrm{pss}}^{*}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right)\left(\mathrm{A}_{0}^{2}+\pi^{2} \alpha^{2} \lambda^{2} \mathrm{~g}^{2} \mathrm{R}^{2} \mathrm{~A}_{1}^{2}-2 \pi \alpha \lambda \mathrm{gR} \rho_{0} \mathrm{~A}_{0} \mathrm{~A}_{1}\right) \tag{3.2}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathrm{V}\left(\overline{\mathrm{y}}_{\mathrm{ps}}\right)-\operatorname{MSE}\left(\overline{\mathrm{y}}_{\mathrm{pss}}^{*}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right)\left(2 \pi \alpha \lambda \mathrm{gR} \rho_{0} \mathrm{~A}_{0} \mathrm{~A}_{1}-\pi^{2} \alpha^{2} \lambda^{2} \mathrm{~g}^{2} \mathrm{R}^{2} \mathrm{~A}_{1}^{2}\right) \tag{3.3}
\end{equation*}
$$

This shows that the proposed class of estimators, $\overline{\mathrm{y}}_{\text {pss }}^{*}$ is more efficient than the estimator, $\overline{\mathrm{y}}_{\mathrm{ps}}$, in terms of having a smaller mean squared error, if

$$
\begin{equation*}
\frac{\beta_{0}}{\pi \alpha \lambda \mathrm{gR}}>\frac{1}{2} \tag{3.4}
\end{equation*}
$$

provided $\mathrm{a} \neq 0, \alpha \neq 0$ and $\mathrm{g} \neq 0$. Note that if $\mathrm{a}=0, \alpha=0$ and $\mathrm{g}=0$ separately, the proposed estimator, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ in (2.1) reduces to the usual poststratified estimator, $\overline{\mathrm{y}}_{\mathrm{ps}}$.
b) Efficiency Comparison of $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ and $\overline{\mathrm{y}}_{\mathrm{ps}}^{(\mathrm{R})}$

Here, we compare the efficiencies of the proposed estimator, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ and the ratio-type combined estimator in poststratified sampling, given by

$$
\begin{equation*}
\overline{\mathrm{y}}_{\mathrm{ps}}^{(\mathrm{R})}=\frac{\overline{\mathrm{y}}_{\mathrm{ps}}}{\overline{\mathrm{x}}_{\mathrm{ps}}} \overline{\mathrm{X}} \tag{3.5}
\end{equation*}
$$

with mean squared error, approximated up to first order, as

$$
\begin{equation*}
\operatorname{MSE}\left(\overline{\mathrm{y}}_{\mathrm{ps}}^{(\mathrm{R})}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right)\left(\mathrm{A}_{0}^{2}+\mathrm{R}^{2} \mathrm{~A}_{1}^{2}-2 \mathrm{R} \rho_{0} \mathrm{~A}_{0} \mathrm{~A}_{1}\right) \tag{3.6}
\end{equation*}
$$

Using (3.2) and (3.6), it can be shown that the proposed class of estimators, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ is more efficient than the ratio-type estimator, $\overline{\mathrm{y}}_{\mathrm{ps}}^{(\mathrm{R})}$, in terms of having a smaller mean squared error, if

$$
\begin{equation*}
\frac{\beta_{0}(1-\pi \alpha \lambda g)}{R}<\frac{1}{2} \tag{3.7}
\end{equation*}
$$

c) Efficiency Comparison of $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ and $\overline{\mathrm{y}}_{\mathrm{ps}}^{(\mathrm{P})}$

Here, we compare the efficiencies of the proposed estimator, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ and the product-type combined estimator in poststratified sampling, given by

$$
\begin{equation*}
\overline{\mathrm{y}}_{\mathrm{ps}}^{(\mathrm{P})}=\frac{\overline{\mathrm{y}}_{\mathrm{ps}} \overline{\mathrm{x}}_{\mathrm{ps}}}{\overline{\mathrm{X}}} \tag{3.8}
\end{equation*}
$$

with mean squared error, approximated up to first order, as

$$
\begin{equation*}
\operatorname{MSE}\left(\overline{\mathrm{y}}_{\mathrm{ps}}^{(\mathrm{P})}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right)\left(\mathrm{A}_{0}^{2}+\mathrm{R}^{2} \mathrm{~A}_{1}^{2}+2 \mathrm{R} \rho_{0} \mathrm{~A}_{0} \mathrm{~A}_{1}\right) \tag{3.9}
\end{equation*}
$$

Using (3.2) and (3.9), it can be shown that the proposed class of estimators, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ is more efficient than the product-type estimator, $\overline{\mathrm{y}}_{\mathrm{ps}}^{(\mathrm{P})}$, in terms of having a smaller mean squared error, if

$$
\begin{equation*}
\frac{\beta_{0}(1+\pi \alpha \lambda \mathrm{g})}{\mathrm{R}}>-\frac{1}{2} \tag{3.10}
\end{equation*}
$$

Note that the ratio-type and product-type estimators, $\overline{\mathrm{y}}_{\mathrm{ps}}^{(\mathrm{R})}$ and $\overline{\mathrm{y}}_{\mathrm{ps}}^{(\mathrm{P})}$, are both members of the family of combined-type estimators, $\overline{\mathrm{y}}_{\text {pss }}$, proposed by Onyeka (2012).
d) Efficiency Comparison of $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ and $\overline{\mathrm{y}}_{\mathrm{pss}}$

Here, we compare the efficiencies of the proposed estimator, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ and the estimator, $\overline{\mathrm{y}}_{\mathrm{pss}}$, proposed by Onyeka (2012), whose mean squared error can be rewritten from (1.11) as:

$$
\begin{equation*}
\operatorname{MSE}\left(\overline{\mathrm{y}}_{\mathrm{pss}}\right)=\left(\frac{1-\mathrm{f}}{\mathrm{n}}\right)\left(\mathrm{A}_{0}^{2}+\alpha^{2} \lambda^{2} \mathrm{~g}^{2} \mathrm{R}^{2} \mathrm{~A}_{1}^{2}-2 \alpha \lambda \mathrm{gR} \rho_{0} \mathrm{~A}_{0} \mathrm{~A}_{1}\right) \tag{3.11}
\end{equation*}
$$

Using (3.2) and (3.11), it can be shown that the proposed class of estimators, $\overline{\mathrm{y}}_{\text {pss }}^{*}$ is more efficient than the estimator, $\overline{\mathrm{y}}_{\text {pss }}$, in terms of having a smaller mean squared error, if

$$
\begin{equation*}
\frac{\beta_{0}(1-\pi)}{\alpha \lambda g R}<\frac{1}{2} \tag{3.12}
\end{equation*}
$$

provided $\mathrm{a} \neq 0, \alpha \neq 0$ and $\mathrm{g} \neq 0$, as expected. However, it is worthy of note that the estimators, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ and $\overline{\mathrm{y}}_{\mathrm{pss}}$ have equal efficiency under certain optimality conditions, namely,
if we choose $\alpha_{\text {opt }}=\frac{\beta_{0}}{\lambda \mathrm{gR}}$ for $\overline{\mathrm{y}}_{\mathrm{pss}}$ and $\alpha_{\mathrm{opt}}=\frac{\beta_{0}}{\pi \lambda \mathrm{gR}}$ for $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$. Under these conditions, both estimators have the same optimum mean squared error, (1.12) and (2.11), which is easily recognized as the variance of the usual poststratified regression-type estimator, $\bar{y}_{\text {psREG }}$.

## iV. Empirical Illustration

Here, we use the data given in Onyeka (2012) to illustrate the properties of the estimators proposed in the present study. The data statistics, consisting mainly of population parameters, are shown in Table 1, while Table 2 shows the percentage relative efficiencies (PRE) of the proposed class of estimators, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ and the estimator, $\overline{\mathrm{y}}_{\mathrm{pss}}$, proposed by Onyeka (2012), over the usual poststratified estimator $\overline{\mathrm{y}}_{\mathrm{ps}}$ of $\overline{\mathrm{Y}}$ in poststratified sampling scheme. We shall consider special cases of the proposed estimator, $\overline{\mathrm{y}}_{\text {ps }}^{*}$, corresponding to the same special cases of $\bar{y}_{\text {pss }}$ discussed in Onyeka (2012).

## Table 1: Data Statistics

| POPULATION | M ALES $=$ STRATUM 1 | FEMALES $=$ STRATUM 2 |
| :---: | :---: | :---: |
| $\mathrm{N}=96$ | $\mathrm{N}_{1}=72$ | $\mathrm{N}_{2}=24$ |
| $\mathrm{n}=20$ | $\mathrm{n}_{1}=8$ | $\mathrm{n}_{2}=12$ |
| $\overline{\mathrm{X}}=68.13$ | $\overline{\mathrm{X}}_{1}=68.11$ | $\overline{\mathrm{X}}_{2}=68.17$ |
| $\overline{\mathrm{Y}}=2.44$ | $\bar{Y}_{1}=2.44$ | $\bar{Y}_{2}=2.46$ |
| $\mathrm{S}_{\mathrm{x}}=7.03$ | $\mathrm{S}_{\mathrm{x} 1}=7.28$ | $\mathrm{S}_{\mathrm{x} 2}=6.36$ |
| $S_{x}^{2}=49.37$ | $\mathrm{S}_{\mathrm{x} 1}^{2}=52.97$ | $\mathrm{S}_{\mathrm{x} 2}^{2}=40.41$ |
| $\mathrm{S}_{\mathrm{y}}=0.57$ | $\mathrm{S}_{\mathrm{y} 1}=0.60$ | $\mathrm{S}_{\mathrm{y} 2}=0.50$ |
| $\mathrm{S}_{\mathrm{y}}^{2}=0.33$ | $\mathrm{S}_{\mathrm{y} 1}^{2}=0.35$ | $\mathrm{S}_{\mathrm{y} 2}^{2}=0.25$ |
| $\mathrm{S}_{\mathrm{yx}}=3.26$ | $\mathrm{S}_{\mathrm{y} \times 1}=3.43$ | $\mathrm{S}_{\mathrm{y} \times 2}=2.75$ |
| $\rho_{y x}=0.82$ | $\rho_{\mathrm{y} \times 1}=0.80$ | $\rho_{y \times 2}=0.90$ |
| $\rho_{\text {yx }}^{2}=0.67$ | ${ }_{\mathrm{y} \times 1}=0.64$ | $\rho_{y \times 2}^{2}=0.80$ |
| $\mathrm{C}_{\mathrm{x}}=0.10$ | $\mathrm{C}_{\mathrm{x} 1}=0.11$ | $\mathrm{C}_{\mathrm{x} 2}=0.09$ |
| $\mathrm{C}_{\mathrm{y}}=0.23$ | $\mathrm{C}_{\mathrm{y} 1}=0.24$ | $C^{2} 2=0.20$ |
| $\beta_{1}(x)=-1.10$ | $\beta_{11}(x)=-1.23$ | $\beta_{12}(\mathrm{x})=0.50$ |
| $\beta_{1}(\mathrm{y})=-0.11$ | $\beta_{11}(y)=-0.14$ | $\beta_{12}(y)=0.14$ |
| $\beta_{2}(\mathrm{x})=3.83$ | $\beta_{21}(x)=4.33$ | $\beta_{22}(x)=1.34$ |
| $\beta_{2}(\mathrm{y})=1.27$ | $\beta_{21}(\mathrm{y})=1.40$ | $\beta_{22}(y)=0.31$ |
| $=0.04$ | $\gamma_{1}=0.05$ | $\gamma_{2}=0.16$ |
| -- | $\omega_{1}=0.75$ | $\omega_{2}=0.25$ |
| -- | $\omega_{1}^{2}=0.56$ | $\omega_{2}^{2}=0.06$ |

Table 2: PRE of $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ and $\overline{\mathrm{y}}_{\mathrm{pss}}$ over $\overline{\mathrm{y}}_{\mathrm{ps}}$

| ESTIMATORS | Constants \& Parameters |  |  |  | $\overline{\mathrm{y}}_{\mathrm{pss}}$ |  | $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\alpha$ | g | a | b | MSE | PRE | MSE | PRE |
| 1. Usual poststratified estimator, $\overline{\mathrm{y}}_{\mathrm{ps}}$ | - | - | - | - | 0.012864 | 100 | 0.012864 | 100 |
| 2. Ratio-type estimator, | 1 | 1 | 1 | 0 | 0.006151 | 209.14 | 0.011308 | 113.76 |
| 3. Sisodia-Dwivedi (1981) estimator, | 1 | 1 | 1 | $\mathrm{C}_{\mathrm{x}}$ | 0.006158 | 208.90 | 0.011309 | 113.75 |
| 4. Singh-Kakran (1993) estimator (1), | 1 | 1 | 1 | $\beta_{2}(\mathrm{x})$ | 0.006381 | 201.60 | 0.011347 | 113.37 |
| 5. Upadhyaya-Singh (1999) estimator (1), | 1 | 1 | $\beta_{2}(\mathrm{x})$ | $\mathrm{C}_{\mathrm{x}}$ | 0.006153 | 209.07 | 0.011308 | 113.76 |
| 6. Upadhyaya-Singh <br> (1999) estimator (2), | 1 | 1 | $C_{\text {x }}$ | $\beta_{2}(\mathrm{x})$ | 0.007984 | 161.12 | 0.011666 | 110.27 |
| 7. Singh-Tailor (2003) estimator (1), | 1 | 1 | 1 | $\rho_{y x}$ | 0.006202 | 207.42 | 0.011316 | 113.68 |
| 8. Product-type estimator, | 1 | -1 | 1 | 0 | 0.024637 | 52.21 | 0.016173 | 79.54 |
| 9. Pandey-Dubey (1988) estimator, | 1 | -1 | 1 | $\mathrm{C}_{\mathrm{x}}$ | 0.024616 | 52.26 | 0.016167 | 79.57 |
| 10. Upadhyaya-Singh (1999) estimator (3), | 1 | -1 | $\beta_{2}(\mathrm{x})$ | $\mathrm{C}_{\mathrm{x}}$ | 0.024632 | 52.22 | 0.016171 | 79.55 |
| 11. Upadhyaya-Singh <br> (1999) estimator (4), | 1 | -1 | $C_{x}$ | $\beta_{2}(\mathrm{x})$ | 0.019818 | 64.91 | 0.014781 | 87.03 |
| 12. G.N. Singh (2003) estimator (1), | 1 | -1 | 1 | $\sigma_{x}$ | 0.023322 | 55.16 | 0.015789 | 81.47 |
| 13. G.N. Singh (2003) estimator (2), | 1 | -1 | $\beta_{1}(\mathrm{x})$ | $\sigma_{x}$ | 0.026145 | 49.20 | 0.016616 | 77.42 |
| 14. G.N. Singh (2003) estimator (3), | 1 | -1 | $\beta_{2}(\mathrm{x})$ | $\sigma_{x}$ | 0.024264 | 53.02 | 0.016064 | 80.08 |
| $\begin{aligned} & \text { 15. Singh-Tailor (2003) } \\ & \text { estimator (2), } \end{aligned}$ | 1 | -1 | 1 | $\rho_{y x}$ | 0.024468 | 52.57 | 0.016123 | 79.79 |
| $\begin{aligned} & \text { 16. Singh-Kakran (1993) } \\ & \text { estimator (2), } \end{aligned}$ | 1 | -1 | 1 | $\beta_{2}(\mathrm{x})$ | 0.023883 | 53.86 | 0.015953 | 80.64 |
| 17. Regression-type (Optimum) estimators |  |  |  |  | 0.004422 | 290.91 | 0.004422 | 290.91 |

Table 2 shows that the estimators in the proposed class of estimators, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$ are not always more efficient than the usual poststratified estimator $\overline{\mathrm{y}}_{\mathrm{ps}}$. The proposed class of estimators, $\overline{\mathrm{y}}_{\text {pss }}^{*}$ is more efficient than the usual poststratified estimator $\overline{\mathrm{y}}_{\mathrm{ps}}$ only if the efficiency
condition (3.4) is satisfied. The table also shows that the proposed dual to ratio-type estimator, $\overline{\mathrm{y}}_{\mathrm{pss}}^{\left(\mathrm{R}^{*}\right)}=\overline{\mathrm{y}}_{\mathrm{ps}}\left(\frac{\overline{\mathrm{x}}_{\mathrm{ps}}^{*}}{\overline{\mathrm{X}}}\right)$ with PRE of $113.76 \%$, is more efficient than the usual poststratified estimator $\overline{\mathrm{y}}_{\mathrm{ps}}$, while the proposed dual to product-type estimator, $\overline{\mathrm{y}}_{\mathrm{pss}}^{\left(\mathrm{P}^{* *}\right)}=\overline{\mathrm{y}}_{\mathrm{ps}}\left(\frac{\overline{\mathrm{X}}}{\overline{\mathrm{X}}_{\mathrm{ps}}^{*}}\right)$ with PRE of $79.54 \%$, is less efficient than the usual poststratified estimator $\bar{y}_{\mathrm{ps}}$. In fact, table 2 reveals that all the dual to ratio-type estimators (for all $\mathrm{g}>0$ ) perform better than the usual poststratified estimator $\overline{\mathrm{y}}_{\mathrm{ps}}$, while the dual to product-type estimators (for all $\mathrm{g}<0$ ) are less efficient than the usual poststratified estimator $\overline{\mathrm{y}}_{\mathrm{ps}}$. Onyeka (2012) noted that this is expected since the given data set shows a strong positive correlation ( $\rho_{y x}=0.82$, Table 1), between the study and auxiliary variables. The dual to product-type estimators are expected to perform better than $\overline{\mathrm{y}}_{\mathrm{ps}}$ and the dual to ratio-type estimators when there is a strong negative correlation between the study and auxiliary variables. Using table 2 to further compare the general performance of the proposed class of estimators, $\bar{y}_{\text {pss }}^{*}$ and the estimator, $\bar{y}_{\text {pss }}$ proposed by Onyeka (2012), we observed that for dual to ratio-type estimators, the estimator $\overline{\mathrm{y}}_{\text {pss }}$ performs better than the estimator $\overline{\mathrm{y}}_{\text {pss }}^{*}$, while for dual to product-type estimators, the estimator $\overline{\mathrm{y}}_{\text {pss }}^{*}$ performs better than the estimator $\overline{\mathrm{y}}_{\mathrm{pss}}$, in terms of having a smaller mean squared error. This is equally in line with the efficiency condition in (3.12). With the understanding that product-type estimators perform well when there is a strong negative correlation between the study and auxiliary variates, it therefore follows that the proposed estimator $\overline{\mathrm{y}}_{\text {pss }}^{*}$ should be preferred to the estimator $\overline{\mathrm{y}}_{\text {pss }}$, proposed by Onyeka (2012), when there is highly negative correlation between the study and auxiliary characters and we are using the dual to product-type estimators (instead of dual to ratio-type estimators) within the proposed class of combined estimators, $\overline{\mathrm{y}}_{\mathrm{pss}}^{*}$.

## V. Concluding Remark

We have extended the work carried out by Onyeka (2012) by considering a general family of dual to ratio-type (and/or dual to product-type) combined estimators of $\overline{\mathrm{Y}}$, in poststratified sampling (PSS) scheme, using information on some known parameters of an auxiliary character. The proposed class of estimators is found, under some optimum conditions, to be as efficient as the poststratified regression estimator $\overline{\mathrm{y}}_{\text {psREG }}$. We also obtained conditions under which the proposed estimator performs better (in terms of having a smaller mean squared error) than the usual poststratified estimator and the estimator proposed by Onyeka (2012). Properties of the proposed general family of estimators are obtained up to first order approximation and supported with some empirical illustration.
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## I. Introduction

## Generalized Gaussian Hypergeometric function of one variable is defined by

$$
{ }_{A} F_{B}\left[\begin{array}{cc}
a_{1}, a_{2}, \cdots, a_{A} & ; \\
b_{1}, b_{2}, \cdots, b_{B} & ;
\end{array}\right]=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k} \cdots\left(a_{A}\right)_{k} z^{k}}{\left(b_{1}\right)_{k}\left(b_{2}\right)_{k} \cdots\left(b_{B}\right)_{k} k!}
$$

or

$$
{ }_{A} F_{B}\left[\begin{array}{ccc}
\left(a_{A}\right) & ; &  \tag{1}\\
\left(b_{B}\right) & ; & z
\end{array}\right] \equiv{ }_{A} F_{B}\left[\begin{array}{ccc}
\left(a_{j}\right)_{j=1}^{A} & ; & \\
\left(b_{j}\right)_{j=1}^{B} & ; & z
\end{array}\right]=\sum_{k=0}^{\infty} \frac{\left(\left(a_{A}\right)\right)_{k} z^{k}}{\left(\left(b_{B}\right)\right)_{k} k!}
$$

where the parameters $b_{1}, b_{2}, \cdots, b_{B}$ are neither zero nor negative integers and $A, B$ are non-negative integers and $|z|=1$.
Contiguous Relation is defined by
[ Andrews p.363(9.16)]

Gauss second summation theorem is defined by [Prudnikov., 491(7.3.7.8)]

$$
\begin{align*}
& { }_{2} F_{1}\left[\begin{array}{cc}
a, b ; & \frac{1}{a} \\
\frac{a+b+1}{2} ; & \frac{2}{2}
\end{array}\right]=\frac{\Gamma\left(\frac{a+b+1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{a+1}{2}\right) \Gamma\left(\frac{b+1}{2}\right)}  \tag{3}\\
& =\frac{2^{(b-1)} \Gamma\left(\frac{b}{2}\right) \Gamma\left(\frac{a+b+1}{2}\right)}{\Gamma(b) \Gamma\left(\frac{a+1}{2}\right)} \tag{4}
\end{align*}
$$

In a monograph of Prudnikov et al., a summation theorem is given in the form [Prudnikov.,p.491(7.3.7.8)]

$$
{ }_{2} F_{1}\left[\begin{array}{ll}
a, b  \tag{5}\\
\frac{a+b-1}{2} ; & \frac{1}{2}
\end{array}\right]=\sqrt{\pi}\left[\frac{\Gamma\left(\frac{a+b+1}{2}\right)}{\Gamma\left(\frac{a+1}{2}\right) \Gamma\left(\frac{b+1}{2}\right)}+\frac{2 \Gamma\left(\frac{a+b-1}{2}\right)}{\Gamma(a) \Gamma(b)}\right]
$$

Now using Legendre's duplication formula and Recurrence relation for Gamma function,
the above theorem can be written in the form

$$
{ }_{2} F_{1}\left[\begin{array}{lll}
a, b  \tag{6}\\
\frac{a+b-1}{2} ; & \frac{1}{2}
\end{array}\right]=\frac{2^{(b-1)} \Gamma\left(\frac{a+b-1}{2}\right)}{\Gamma(b)}\left[\frac{\Gamma\left(\frac{b}{2}\right)}{\Gamma\left(\frac{a-1}{2}\right)}+\frac{2^{(a-b+1)} \Gamma\left(\frac{a}{2}\right) \Gamma\left(\frac{a+1}{2}\right)}{\{\Gamma(a)\}^{2}}+\frac{\Gamma\left(\frac{b+2}{2}\right)}{\Gamma\left(\frac{a+1}{2}\right)}\right]
$$

Recurrence relation is defined by

$$
\begin{align*}
& \Gamma(z+1)=z \Gamma(z)  \tag{7}\\
& { }_{2} F_{1}\left[\begin{array}{ll}
\begin{array}{l}
a, b ; \\
\frac{a+b+37}{2} ;
\end{array} & \frac{1}{2}
\end{array}\right]=\frac{2^{b} \Gamma\left(\frac{a+b+37}{2}\right)}{(a-b) \Gamma(b)} \times \\
& \times\left[\frac { \Gamma ( \frac { b } { 2 } ) } { \Gamma ( \frac { a + 1 } { 2 } ) } \left\{\frac{131072 a(-6332659870762850625+15188465029114325025 a)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+\right.\right. \\
& +\frac{131072 a\left(-14354510691610713240 a^{2}+7524314127912551832 a^{3}-2523698606200763196 a^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(585146416702456764 a^{5}-98283050207112680 a^{6}+12319487399406824 a^{7}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(-1174199725349222 a^{8}+86014818744998 a^{9}-4862169489320 a^{10}+211577650856 a^{11}\right)}{[17}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072 a\left(-7020044668 a^{12}+174281212 a^{13}-3132760 a^{14}+38488 a^{15}-289 a^{16}+a^{17}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(25321878164717979075 b-19523841512219551440 a b+47611998316914930072 a^{2} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(-12330825664600006416 a^{3} b+7687192319327829444 a^{4} b-1038346142047282320 a^{5} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(283129024934512456 a^{6} b-22414624986818768 a^{7} b+3231412550832642 a^{8} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(-155206622884720 a^{9} b+12794409439592 a^{10} b-366157152816 a^{11} b+17543988644 a^{12} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(-274185520 a^{13} b+7297080 a^{14} b-47600 a^{15} b+595 a^{16} b+2162023563730570920 b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
\end{align*}
$$

$$
\begin{aligned}
& +\frac{131072 a\left(64543172743280700360 a b^{2}-11107176191996794920 a^{2} b^{2}+26638838560038217560 a^{3} b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(-2867948454968860760 a^{4} b^{2}+1845548308154811400 a^{5} b^{2}-124702534849141480 a^{6} b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(35260676281141080 a^{7} b^{2}-1500336516820680 a^{8} b^{2}+222764240366360 a^{9} b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(-5784150923320 a^{10} b^{2}+484991616200 a^{11} b^{2}-6995348360 a^{12} b^{2}+334423320 a^{13} b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
\end{aligned}
$$

$$
+\frac{131072 a\left(-2042040 a^{14} b^{2}+52360 a^{15} b^{2}+20437724329066130184 b^{3}+2575515240037515888 a b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072 a\left(33363872491954862088 a^{2} b^{3}-2090930383100586720 a^{3} b^{3}+4873159786850521320 a^{4} b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072 a\left(-258151156619337520 a^{5} b^{3}+163023689214444520 a^{6} b^{3}-5972150284654400 a^{7} b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072 a\left(1664379337479320 a^{8} b^{3}-38955947128560 a^{9} b^{3}+5678665839000 a^{10} b^{3}-75925522400 a^{11} b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072 a\left(6182616440 a^{12} b^{3}-35709520 a^{13} b^{3}+1623160 a^{14} b^{3}+2610557152281130500 b^{4}\right)}{[17}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{131072 a\left(15572154733539836460 a b^{4}+732482294468001000 a^{2} b^{4}+5851298044645884600 a^{3} b^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072 a\left(-163646117957822500 a^{4} b^{4}+368261307782880820 a^{5} b^{4}-10339842738560720 a^{6} b^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072 a\left(6256949185681040 a^{7} b^{4}-125626624472580 a^{8} b^{4}+33613458015060 a^{9} b^{4}-406746041240 a^{10} b^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072 a\left(56687092280 a^{11} b^{4}-305965660 a^{12} b^{4}+23535820 a^{13} b^{4}+2172550998730044660 b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072 a\left(1004608127102243440 a b^{5}+3242956850341887448 a^{2} b^{5}+76055235302610256 a^{3} b^{5}\right)}{[ }+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
\begin{aligned}
& +\frac{131072 a\left(430788796363213596 a^{4} b^{5}-5907351875594400 a^{5} b^{5}+12781639991214864 a^{6} b^{5}\right)}{[17}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072 a\left(-192523576889952 a^{7} b^{5}+110161047202668 a^{8} b^{5}-1135650386640 a^{9} b^{5}+287146418328 a^{10} b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(-1401879024 a^{11} b^{5}+183579396 a^{12} b^{5}+185576437854776920 b^{6}+768237818623401560 a b^{6}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(116735444133526680 a^{2} b^{6}+263248376733566840 a^{3} b^{6}+3399221138266800 a^{4} b^{6}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(14691849210062640 a^{5} b^{6}-101267395503120 a^{6} b^{6}+209987898508080 a^{7} b^{6}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(-1593776507400 a^{8} b^{6}+855056340600 a^{9} b^{6}-3530373000 a^{10} b^{6}+834451800 a^{11} b^{6}\right)}{[17}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072 a\left(59177652660443128 b^{7}+37122270588325296 a b^{7}+80953716224732296 a^{2} b^{7}\right)}{17}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072 a\left(5503690017256640 a^{3} b^{7}+9557288389416240 a^{4} b^{7}+69140320048800 a^{5} b^{7}\right)}{\left[{ }^{17}\right.}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072 a\left(238397117389200 a^{6} b^{7}-782781595200 a^{7} b^{7}+1551234029400 a^{8} b^{7}-4639918800 a^{9} b^{7}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(2319959400 a^{1} 0 b^{7}+3287994950239450 b^{8}+11248058823729750 a b^{8}+2294394995865720 a^{2} b^{8}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(3442692988837960 a^{3} b^{8}+115095771016380 a^{4} b^{8}+161870114844900 a^{5} b^{8}+616153923000 a^{6} b^{8}\right)}{\left[{ }^{17}\right.}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072 a\left(1745291809800 a^{7} b^{8}-2149374150 a^{8} b^{8}+4059928950 a^{9} b^{8}+525728261810290 b^{9}\right)}{[17}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072 a\left(368667646701200 a b^{9}+648092452666120 a^{2} b^{9}+56591247876240 a^{3} b^{9}+64792026078780 a^{4} b^{9}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(1040587825200 a^{5} b^{9}+1221799794600 a^{6} b^{9}+1910554800 a^{7} b^{9}+4537567650 a^{8} b^{9}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{131072 a\left(18727536011800 b^{10}+56336707180600 a b^{10}+12392461389000 a^{2} b^{10}+14735070827400 a^{3} b^{10}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(571214351400 a^{4} b^{10}+526590436680 a^{5} b^{10}+3247943160 a^{6} b^{10}+3247943160 a^{7} b^{10}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(1658243409592 b^{11}+1171241432144 a b^{11}+1773637762904 a^{2} b^{11}+151878786080 a^{3} b^{11}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072 a\left(136066994280 a^{4} b^{11}+1925658000 a^{5} b^{11}+1476337800 a^{6} b^{11}+36288133700 b^{12}\right)}{[17}+
\end{aligned}
$$

$$
+\frac{131072 a\left(98497273420 a b^{12}+19917501240 a^{2} b^{12}+20082473320 a^{3} b^{12}+584116260 a^{4} b^{12}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072 a\left(417225900 a^{5} b^{12}+1818469940 b^{13}+1160821200 a b^{13}+1556610440 a^{2} b^{13}+94143280 a^{3} b^{13}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072 a\left(70607460 a^{4} b^{13}+22016360 b^{14}+54237480 a b^{14}+7652040 a^{2} b^{14}+6724520 a^{3} b^{14}+593096 b^{15}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072 a\left(272272 a b^{15}+324632 a^{2} b^{15}+2975 b^{16}+6545 a b^{16}+35 b^{17}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072 b\left(-6332659870762850625+25321878164717979075 a+2162023563730570920 a^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072 b\left(20437724329066130184 a^{3}+2610557152281130500 a^{4}+2172550998730044660 a^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072 b\left(185576437854776920 a^{6}+59177652660443128 a^{7}+3287994950239450 a^{8}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072 b\left(525728261810290 a^{9}+18727536011800 a^{10}+1658243409592 a^{11}+36288133700 a^{12}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072 b\left(1818469940 a^{13}+22016360 a^{14}+593096 a^{15}+2975 a^{16}+35 a^{17}+15188465029114325025 b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072 b\left(-19523841512219551440 a b+64543172743280700360 a^{2} b+2575515240037515888 a^{3} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
\begin{aligned}
& +\frac{131072 b\left(15572154733539836460 a^{4} b+1004608127102243440 a^{5} b+768237818623401560 a^{6} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(37122270588325296 a^{7} b+11248058823729750 a^{8} b+368667646701200 a^{9} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(56336707180600 a^{10} b+1171241432144 a^{11} b+98497273420 a^{12} b+1160821200 a^{13} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(54237480 a^{14} b+272272 a^{15} b+6545 a^{16} b-14354510691610713240 b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(47611998316914930072 a b^{2}-11107176191996794920 a^{2} b^{2}+33363872491954862088 a^{3} b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(732482294468001000 a^{4} b^{2}+3242956850341887448 a^{5} b^{2}+116735444133526680 a^{6} b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(80953716224732296 a^{7} b^{2}+2294394995865720 a^{8} b^{2}+648092452666120 a^{9} b^{2}\right)}{\left[\prod^{18}\{a-b-(2 \omega-1)\}\right]\left[\prod^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{131072 b\left(12392461389000 a^{10} b^{2}+1773637762904 a^{11} b^{2}+19917501240 a^{12} b^{2}+1556610440 a^{13} b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(7652040 a^{14} b^{2}+324632 a^{15} b^{2}+7524314127912551832 b^{3}-12330825664600006416 a b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(26638838560038217560 a^{2} b^{3}-2090930383100586720 a^{3} b^{3}+5851298044645884600 a^{4} b^{3}\right)}{[18}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{131072 b\left(76055235302610256 a^{5} b^{3}+263248376733566840 a^{6} b^{3}+5503690017256640 a^{7} b^{3}\right)}{\left[{ }^{18}\right.}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{131072 b\left(3442692988837960 a^{8} b^{3}+56591247876240 a^{9} b^{3}+14735070827400 a^{10} b^{3}+151878786080 a^{11} b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(20082473320 a^{12} b^{3}+94143280 a^{13} b^{3}+6724520 a^{14} b^{3}-2523698606200763196 b^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(7687192319327829444 a b^{4}-2867948454968860760 a^{2} b^{4}+4873159786850521320 a^{3} b^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
\end{aligned}
$$

$$
\begin{gathered}
+\frac{131072 b\left(-163646117957822500 a^{4} b^{4}+430788796363213596 a^{5} b^{4}+3399221138266800 a^{6} b^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
+\frac{131072 b\left(9557288389416240 a^{7} b^{4}+115095771016380 a^{8} b^{4}+64792026078780 a^{9} b^{4}+571214351400 a^{10} b^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
+\frac{131072 b\left(136066994280 a^{11} b^{4}+584116260 a^{12} b^{4}+70607460 a^{13} b^{4}+585146416702456764 b^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
+\frac{131072 b\left(-1038346142047282320 a b^{5}+1845548308154811400 a^{2} b^{5}-258151156619337520 a^{3} b^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
\end{gathered}
$$

$$
+\frac{131072 b\left(368261307782880820 a^{4} b^{5}-5907351875594400 a^{5} b^{5}+14691849210062640 a^{6} b^{5}\right)}{\left[\prod_{\square}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\square}^{17}\{a-b+(2 o-1)\}\right]}+
$$

$$
\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]
$$

$$
+\frac{131072 b\left(69140320048800 a^{7} b^{5}+161870114844900 a^{8} b^{5}+1040587825200 a^{9} b^{5}+526590436680 a^{10} b^{5}\right)}{\lceil\stackrel{18}{\square}}+
$$

$$
\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]
$$

$$
+\frac{131072 b\left(1925658000 a^{11} b^{5}+417225900 a^{12} b^{5}-98283050207112680 b^{6}+283129024934512456 a b^{6}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072 b\left(-124702534849141480 a^{2} b^{6}+163023689214444520 a^{3} b^{6}-10339842738560720 a^{4} b^{6}\right)}{[18}+
$$

$$
\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]
$$

$$
+\frac{131072 b\left(12781639991214864 a^{5} b^{6}-101267395503120 a^{6} b^{6}+238397117389200 a^{7} b^{6}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072 b\left(616153923000 a^{8} b^{6}+1221799794600 a^{9} b^{6}+3247943160 a^{10} b^{6}+1476337800 a^{11} b^{6}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072 b\left(12319487399406824 b^{7}-22414624986818768 a b^{7}+35260676281141080 a^{2} b^{7}\right)}{[18}+
$$

$$
\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]
$$

$$
+\frac{131072 b\left(-5972150284654400 a^{3} b^{7}+6256949185681040 a^{4} b^{7}-192523576889952 a^{5} b^{7}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072 b\left(209987898508080 a^{6} b^{7}-782781595200 a^{7} b^{7}+1745291809800 a^{8} b^{7}+1910554800 a^{9} b^{7}\right)}{\left[\prod_{\square}^{18}\{a-b-(2 \varpi-1)\}\right][\stackrel{17}{\square}\{a-b+(2 o-1)\}]}+
$$

$$
+\frac{131072 b\left(3247943160 a^{10} b^{7}-1174199725349222 b^{8}+3231412550832642 a b^{8}-1500336516820680 a^{2} b^{8}\right)}{[18}+
$$

$$
\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]
$$

$$
\begin{aligned}
& +\frac{131072 b\left(1664379337479320 a^{3} b^{8}-125626624472580 a^{4} b^{8}+110161047202668 a^{5} b^{8}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(-1593776507400 a^{6} b^{8}+1551234029400 a^{7} b^{8}-2149374150 a^{8} b^{8}+4537567650 a^{9} b^{8}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(86014818744998 b^{9}-155206622884720 a b^{9}+222764240366360 a^{2} b^{9}-38955947128560 a^{3} b^{9}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(33613458015060 a^{4} b^{9}-1135650386640 a^{5} b^{9}+855056340600 a^{6} b^{9}-4639918800 a^{7} b^{9}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(4059928950 a^{8} b^{9}-4862169489320 b^{10}+12794409439592 a b^{10}-5784150923320 a^{2} b^{10}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(5678665839000 a^{3} b^{10}-406746041240 a^{4} b^{10}+287146418328 a^{5} b^{10}-3530373000 a^{6} b^{10}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(2319959400 a^{7} b^{10}+211577650856 b^{11}-366157152816 a b^{11}+484991616200 a^{2} b^{11}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(-75925522400 a^{3} b^{11}+56687092280 a^{4} b^{11}-1401879024 a^{5} b^{11}+834451800 a^{6} b^{11}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(-7020044668 b^{12}+17543988644 a b^{12}-6995348360 a^{2} b^{12}+6182616440 a^{3} b^{12}\right)}{\left[\prod^{18}\{a-b-(2 a-1)\}\right]\left[\prod^{17}\left\{a-b+\left(2 e^{18}\right)\right]\right.}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{131072 b\left(-305965660 a^{4} b^{12}+183579396 a^{5} b^{12}+174281212 b^{13}-274185520 a b^{13}+334423320 a^{2} b^{13}\right)}{[18}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{131072 b\left(-35709520 a^{3} b^{13}+23535820 a^{4} b^{13}-3132760 b^{1} 4+7297080 a b^{14}-2042040 a^{2} b^{14}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072 b\left(1623160 a^{3} b^{14}+38488 b^{15}-47600 a b^{15}+52360 a^{2} b^{15}-289 b^{16}+595 a b^{16}+b^{17}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}- \\
& -\frac{\Gamma\left(\frac{b+1}{2}\right)}{\Gamma\left(\frac{a}{2}\right)}\left\{\frac{262144\left(6332659870762850625+25321878164717979075 a-2162023563730570920 a^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+\right. \\
& +\frac{262144\left(20437724329066130184 a^{3}-2610557152281130500 a^{4}+2172550998730044660 a^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
\end{aligned}
$$

$$
\begin{gathered}
+\frac{262144\left(-185576437854776920 a^{6}+59177652660443128 a^{7}-3287994950239450 a^{8}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
+\frac{262144\left(525728261810290 a^{9}-18727536011800 a^{10}+1658243409592 a^{11}-36288133700 a^{12}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
+\frac{262144\left(1818469940 a^{13}-22016360 a^{14}+593096 a^{15}-2975 a^{16}+35 a^{17}+15188465029114325025 b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
\end{gathered}
$$

$$
+\frac{262144\left(19523841512219551440 a b+64543172743280700360 a^{2} b-2575515240037515888 a^{3} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(15572154733539836460 a^{4} b-1004608127102243440 a^{5} b+768237818623401560 a^{6} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(-37122270588325296 a^{7} b+11248058823729750 a^{8} b-368667646701200 a^{9} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(56336707180600 a^{10} b-1171241432144 a^{11} b+98497273420 a^{12} b-1160821200 a^{13} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(54237480 a^{14} b-272272 a^{15} b+6545 a^{16} b+14354510691610713240 b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(47611998316914930072 a b^{2}+11107176191996794920 a^{2} b^{2}+33363872491954862088 a^{3} b^{2}\right)}{[17}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{262144\left(-732482294468001000 a^{4} b^{2}+3242956850341887448 a^{5} b^{2}-116735444133526680 a^{6} b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(80953716224732296 a^{7} b^{2}-2294394995865720 a^{8} b^{2}+648092452666120 a^{9} b^{2}\right)}{[17}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{262144\left(-12392461389000 a^{10} b^{2}+1773637762904 a^{11} b^{2}-19917501240 a^{12} b^{2}+1556610440 a^{13} b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(-7652040 a^{14} b^{2}+324632 a^{15} b^{2}+7524314127912551832 b^{3}+12330825664600006416 a b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(26638838560038217560 a^{2} b^{3}+2090930383100586720 a^{3} b^{3}+5851298044645884600 a^{4} b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(-76055235302610256 a^{5} b^{3}+263248376733566840 a^{6} b^{3}-5503690017256640 a^{7} b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(3442692988837960 a^{8} b^{3}-56591247876240 a^{9} b^{3}+14735070827400 a^{10} b^{3}-151878786080 a^{11} b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(20082473320 a^{12} b^{3}-94143280 a^{13} b^{3}+6724520 a^{14} b^{3}+2523698606200763196 b^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(7687192319327829444 a b^{4}+2867948454968860760 a^{2} b^{4}+4873159786850521320 a^{3} b^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(163646117957822500 a^{4} b^{4}+430788796363213596 a^{5} b^{4}-3399221138266800 a^{6} b^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(9557288389416240 a^{7} b^{4}-115095771016380 a^{8} b^{4}+64792026078780 a^{9} b^{4}-571214351400 a^{10} b^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(136066994280 a^{11} b^{4}-584116260 a^{12} b^{4}+70607460 a^{13} b^{4}+585146416702456764 b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(1038346142047282320 a b^{5}+1845548308154811400 a^{2} b^{5}+258151156619337520 a^{3} b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(368261307782880820 a^{4} b^{5}+5907351875594400 a^{5} b^{5}+14691849210062640 a^{6} b^{5}\right)}{\Gamma 17}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{262144\left(-69140320048800 a^{7} b^{5}+161870114844900 a^{8} b^{5}-1040587825200 a^{9} b^{5}+526590436680 a^{10} b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(-1925658000 a^{11} b^{5}+417225900 a^{12} b^{5}+98283050207112680 b^{6}+283129024934512456 a b^{6}\right)}{[17}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{262144\left(124702534849141480 a^{2} b^{6}+163023689214444520 a^{3} b^{6}+10339842738560720 a^{4} b^{6}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(12781639991214864 a^{5} b^{6}+101267395503120 a^{6} b^{6}+238397117389200 a^{7} b^{6}-616153923000 a^{8} b^{6}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(1221799794600 a^{9} b^{6}-3247943160 a^{10} b^{6}+1476337800 a^{11} b^{6}+12319487399406824 b^{7}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$



$$
\begin{gathered}
+\frac{262144\left(125626624472580 a^{4} b^{8}+110161047202668 a^{5} b^{8}+1593776507400 a^{6} b^{8}+1551234029400 a^{7} b^{8}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
+\frac{262144\left(2149374150 a^{8} b^{8}+4537567650 a^{9} b^{8}+86014818744998 b^{9}+155206622884720 a b^{9}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
\end{gathered}
$$

$$
+\frac{262144\left(222764240366360 a^{2} b^{9}+38955947128560 a^{3} b^{9}+33613458015060 a^{4} b^{9}+1135650386640 a^{5} b^{9}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(855056340600 a^{6} b^{9}+4639918800 a^{7} b^{9}+4059928950 a^{8} b^{9}+4862169489320 b^{10}\right)}{\ulcorner 17}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{262144\left(12794409439592 a b^{10}+5784150923320 a^{2} b^{10}+5678665839000 a^{3} b^{10}+406746041240 a^{4} b^{10}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(287146418328 a^{5} b^{10}+3530373000 a^{6} b^{10}+2319959400 a^{7} b^{10}+211577650856 b^{11}\right)}{\lceil\underline{17}}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{262144\left(366157152816 a b^{11}+484991616200 a^{2} b^{11}+75925522400 a^{3} b^{11}+56687092280 a^{4} b^{11}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(1401879024 a^{5} b^{11}+834451800 a^{6} b^{11}+7020044668 b^{12}+17543988644 a b^{12}+6995348360 a^{2} b^{12}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(6182616440 a^{3} b^{12}+305965660 a^{4} b^{12}+183579396 a^{5} b^{12}+174281212 b^{13}+274185520 a b^{13}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{262144\left(334423320 a^{2} b^{13}+35709520 a^{3} b^{13}+23535820 a^{4} b^{13}+3132760 b^{14}+7297080 a b^{14}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
\begin{gathered}
+\frac{262144\left(2042040 a^{2} b^{14}+1623160 a^{3} b^{14}+38488 b^{15}+47600 a b^{15}+52360 a^{2} b^{15}+289 b^{16}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
+\frac{262144\left(595 a b^{16}+b^{17}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
\end{gathered}
$$

$$
+\frac{262144\left(6332659870762850625+15188465029114325025 a+14354510691610713240 a^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{262144\left(7524314127912551832 a^{3}+2523698606200763196 a^{4}+585146416702456764 a^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{262144\left(98283050207112680 a^{6}+12319487399406824 a^{7}+1174199725349222 a^{8}+86014818744998 a^{9}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{262144\left(4862169489320 a^{10}+211577650856 a^{11}+7020044668 a^{12}+174281212 a^{13}+3132760 a^{14}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{262144\left(38488 a^{15}+289 a^{16}+a^{17}+25321878164717979075 b+19523841512219551440 a b\right)}{}+
$$

$$
\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]
$$

$$
+\frac{262144\left(47611998316914930072 a^{2} b+12330825664600006416 a^{3} b+7687192319327829444 a^{4} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{262144\left(1038346142047282320 a^{5} b+283129024934512456 a^{6} b+22414624986818768 a^{7} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{262144\left(3231412550832642 a^{8} b+155206622884720 a^{9} b+12794409439592 a^{10} b+366157152816 a^{11} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{262144\left(17543988644 a^{12} b+274185520 a^{13} b+7297080 a^{14} b+47600 a^{15} b+595 a^{16} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{262144\left(-2162023563730570920 b^{2}+64543172743280700360 a b^{2}+11107176191996794920 a^{2} b^{2}\right)}{18}+
$$

$$
\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]
$$

$$
+\frac{262144\left(26638838560038217560 a^{3} b^{2}+2867948454968860760 a^{4} b^{2}+1845548308154811400 a^{5} b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{262144\left(124702534849141480 a^{6} b^{2}+35260676281141080 a^{7} b^{2}+1500336516820680 a^{8} b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
\begin{aligned}
& +\frac{262144\left(222764240366360 a^{9} b^{2}+5784150923320 a^{10} b^{2}+484991616200 a^{11} b^{2}+6995348360 a^{12} b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(334423320 a^{13} b^{2}+2042040 a^{14} b^{2}+52360 a^{15} b^{2}+20437724329066130184 b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(-2575515240037515888 a b^{3}+33363872491954862088 a^{2} b^{3}+2090930383100586720 a^{3} b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\rho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(4873159786850521320 a^{4} b^{3}+258151156619337520 a^{5} b^{3}+163023689214444520 a^{6} b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(5972150284654400 a^{7} b^{3}+1664379337479320 a^{8} b^{3}+38955947128560 a^{9} b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(5678665839000 a^{10} b^{3}+75925522400 a^{11} b^{3}+6182616440 a^{12} b^{3}+35709520 a^{13} b^{3}+1623160 a^{14} b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(-2610557152281130500 b^{4}+15572154733539836460 a b^{4}-732482294468001000 a^{2} b^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(5851298044645884600 a^{3} b^{4}+163646117957822500 a^{4} b^{4}+368261307782880820 a^{5} b^{4}\right)}{[]^{18}\{ }+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{262144\left(10339842738560720 a^{6} b^{4}+6256949185681040 a^{7} b^{4}+125626624472580 a^{8} b^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(33613458015060 a^{9} b^{4}+406746041240 a^{10} b^{4}+56687092280 a^{11} b^{4}+305965660 a^{12} b^{4}\right)}{\left[\prod^{18}\{ \right.}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{262144\left(23535820 a^{13} b^{4}+2172550998730044660 b^{5}-1004608127102243440 a b^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(3242956850341887448 a^{2} b^{5}-76055235302610256 a^{3} b^{5}+430788796363213596 a^{4} b^{5}\right)}{[18}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{262144\left(5907351875594400 a^{5} b^{5}+12781639991214864 a^{6} b^{5}+192523576889952 a^{7} b^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(110161047202668 a^{8} b^{5}+1135650386640 a^{9} b^{5}+287146418328 a^{10} b^{5}+1401879024 a^{11} b^{5}\right)}{\left[\prod^{18}\{a-b-(2 a-1)\}\right]\left[{ }^{17}\{a-b+(2 a)\}\right]}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{262144\left(183579396 a^{12} b^{5}-185576437854776920 b^{6}+768237818623401560 a b^{6}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(-116735444133526680 a^{2} b^{6}+263248376733566840 a^{3} b^{6}-3399221138266800 a^{4} b^{6}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(14691849210062640 a^{5} b^{6}+101267395503120 a^{6} b^{6}+209987898508080 a^{7} b^{6}+1593776507400 a^{8} b^{6}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(855056340600 a^{9} b^{6}+3530373000 a^{10} b^{6}+834451800 a^{11} b^{6}+59177652660443128 b^{7}\right)}{\left[{ }^{18}\right.}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{262144\left(-37122270588325296 a b^{7}+80953716224732296 a^{2} b^{7}-5503690017256640 a^{3} b^{7}\right)}{[18}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{262144\left(9557288389416240 a^{4} b^{7}-69140320048800 a^{5} b^{7}+238397117389200 a^{6} b^{7}+782781595200 a^{7} b^{7}\right)}{[18}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{262144\left(1551234029400 a^{8} b^{7}+4639918800 a^{9} b^{7}+2319959400 a^{10} b^{7}-3287994950239450 b^{8}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(11248058823729750 a b^{8}-2294394995865720 a^{2} b^{8}+3442692988837960 a^{3} b^{8}\right)}{\left[{ }^{18}\right.}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{262144\left(-115095771016380 a^{4} b^{8}+161870114844900 a^{5} b^{8}-616153923000 a^{6} b^{8}+1745291809800 a^{7} b^{8}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(2149374150 a^{8} b^{8}+4059928950 a^{9} b^{8}+525728261810290 b^{9}-368667646701200 a b^{9}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(648092452666120 a^{2} b^{9}-56591247876240 a^{3} b^{9}+64792026078780 a^{4} b^{9}-1040587825200 a^{5} b^{9}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(1221799794600 a^{6} b^{9}-1910554800 a^{7} b^{9}+4537567650 a^{8} b^{9}-18727536011800 b^{10}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(56336707180600 a b^{10}-12392461389000 a^{2} b^{10}+14735070827400 a^{3} b^{10}-571214351400 a^{4} b^{10}\right)}{[18}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{262144\left(526590436680 a^{5} b^{10}-3247943160 a^{6} b^{10}+3247943160 a^{7} b^{10}+1658243409592 b^{11}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{262144\left(-1171241432144 a b^{11}+1773637762904 a^{2} b^{11}-151878786080 a^{3} b^{11}+136066994280 a^{4} b^{11}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(-1925658000 a^{5} b^{11}+1476337800 a^{6} b^{11}-36288133700 b^{12}+98497273420 a b^{12}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(-19917501240 a^{2} b^{12}+20082473320 a^{3} b^{12}-584116260 a^{4} b^{12}+417225900 a^{5} b^{12}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(1818469940 b^{13}-1160821200 a b^{13}+1556610440 a^{2} b^{13}-94143280 a^{3} b^{13}+70607460 a^{4} b^{13}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{262144\left(-22016360 b^{14}+54237480 a b^{14}-7652040 a^{2} b^{14}+6724520 a^{3} b^{14}+593096 b^{15}-272272 a b^{15}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& \left.\left.+\frac{262144\left(324632 a^{2} b^{15}-2975 b^{16}+6545 a b^{16}+35 b^{17}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}\right\}\right]
\end{aligned}
$$

## iii. Evaluation of Main Summation Formula (8)

Substituting $c=\frac{a+b+37}{2}$ and $z=\frac{1}{2}$ in equation (2), and after that involving Gauss theorem, we get

$$
\text { L.H.S }=a \frac{2^{b} \Gamma\left(\frac{a+b+37}{2}\right)}{\Gamma(b)}\left[\frac { \Gamma ( \frac { b } { 2 } ) } { \Gamma ( \frac { a + 1 } { 2 } ) } \left\{\frac{131072(-6332659870762850625+15188465029114325025 a)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+\right.\right.
$$

$$
+\frac{131072\left(-14354510691610713240 a^{2}+7524314127912551832 a^{3}-2523698606200763196 a^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(585146416702456764 a^{5}-98283050207112680 a^{6}+12319487399406824 a^{7}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(-1174199725349222 a^{8}+86014818744998 a^{9}-4862169489320 a^{10}+211577650856 a^{11}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(-7020044668 a^{12}+174281212 a^{13}-3132760 a^{14}+38488 a^{15}-289 a^{16}+a^{17}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(25321878164717979075 b-19523841512219551440 a b+47611998316914930072 a^{2} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(-12330825664600006416 a^{3} b+7687192319327829444 a^{4} b-1038346142047282320 a^{5} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
\begin{aligned}
& +\frac{131072\left(-2867948454968860760 a^{4} b^{2}+1845548308154811400 a^{5} b^{2}-124702534849141480 a^{6} b^{2}\right)}{\left[\prod^{17}\{a-b]\right.}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072\left(35260676281141080 a^{7} b^{2}-1500336516820680 a^{8} b^{2}+222764240366360 a^{9} b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(-5784150923320 a^{10} b^{2}+484991616200 a^{11} b^{2}-6995348360 a^{12} b^{2}+334423320 a^{13} b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(-2042040 a^{14} b^{2}+52360 a^{15} b^{2}+20437724329066130184 b^{3}+2575515240037515888 a b^{3}\right)}{\left[{ }^{17}\{ \right.}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072\left(33363872491954862088 a^{2} b^{3}-2090930383100586720 a^{3} b^{3}+4873159786850521320 a^{4} b^{3}\right)}{[17}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072\left(-258151156619337520 a^{5} b^{3}+163023689214444520 a^{6} b^{3}-5972150284654400 a^{7} b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(1664379337479320 a^{8} b^{3}-38955947128560 a^{9} b^{3}+5678665839000 a^{10} b^{3}-75925522400 a^{11} b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(6182616440 a^{12} b^{3}-35709520 a^{13} b^{3}+1623160 a^{14} b^{3}+2610557152281130500 b^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(15572154733539836460 a b^{4}+732482294468001000 a^{2} b^{4}+5851298044645884600 a^{3} b^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(-163646117957822500 a^{4} b^{4}+368261307782880820 a^{5} b^{4}-10339842738560720 a^{6} b^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
\end{aligned}
$$

$$
\begin{array}{r}
+\frac{131072\left(6256949185681040 a^{7} b^{4}-125626624472580 a^{8} b^{4}+33613458015060 a^{9} b^{4}-406746041240 a^{10} b^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
+\frac{131072\left(56687092280 a^{11} b^{4}-305965660 a^{12} b^{4}+23535820 a^{13} b^{4}+2172550998730044660 b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
+\frac{131072\left(1004608127102243440 a b^{5}+3242956850341887448 a^{2} b^{5}+76055235302610256 a^{3} b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
+\frac{131072\left(430788796363213596 a^{4} b^{5}-5907351875594400 a^{5} b^{5}+12781639991214864 a^{6} b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
\end{array}
$$

$$
+\frac{131072\left(-192523576889952 a^{7} b^{5}+110161047202668 a^{8} b^{5}-1135650386640 a^{9} b^{5}+287146418328 a^{10} b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{131072\left(-1593776507400 a^{8} b^{6}+855056340600 a^{9} b^{6}-3530373000 a^{10} b^{6}+834451800 a^{11} b^{6}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(5503690017256640 a^{3} b^{7}+9557288389416240 a^{4} b^{7}+69140320048800 a^{5} b^{7}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{131072\left(-1401879024 a^{11} b^{5}+183579396 a^{12} b^{5}+185576437854776920 b^{6}+768237818623401560 a b^{6}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(116735444133526680 a^{2} b^{6}+263248376733566840 a^{3} b^{6}+3399221138266800 a^{4} b^{6}\right)}{[17}+
$$

$$
+\frac{131072\left(14691849210062640 a^{5} b^{6}-101267395503120 a^{6} b^{6}+209987898508080 a^{7} b^{6}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(59177652660443128 b^{7}+37122270588325296 a b^{7}+80953716224732296 a^{2} b^{7}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(238397117389200 a^{6} b^{7}-782781595200 a^{7} b^{7}+1551234029400 a^{8} b^{7}-4639918800 a^{9} b^{7}\right)}{[17}+
$$

$$
+\frac{131072\left(2319959400 a^{1} 0 b^{7}+3287994950239450 b^{8}+11248058823729750 a b^{8}+2294394995865720 a^{2} b^{8}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(3442692988837960 a^{3} b^{8}+115095771016380 a^{4} b^{8}+161870114844900 a^{5} b^{8}+616153923000 a^{6} b^{8}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(1745291809800 a^{7} b^{8}-2149374150 a^{8} b^{8}+4059928950 a^{9} b^{8}+525728261810290 b^{9}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(368667646701200 a b^{9}+648092452666120 a^{2} b^{9}+56591247876240 a^{3} b^{9}+64792026078780 a^{4} b^{9}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(1040587825200 a^{5} b^{9}+1221799794600 a^{6} b^{9}+1910554800 a^{7} b^{9}+4537567650 a^{8} b^{9}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(18727536011800 b^{10}+56336707180600 a b^{10}+12392461389000 a^{2} b^{10}+14735070827400 a^{3} b^{10}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(571214351400 a^{4} b^{10}+526590436680 a^{5} b^{10}+3247943160 a^{6} b^{10}+3247943160 a^{7} b^{10}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(1658243409592 b^{11}+1171241432144 a b^{11}+1773637762904 a^{2} b^{11}+151878786080 a^{3} b^{11}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(136066994280 a^{4} b^{11}+1925658000 a^{5} b^{11}+1476337800 a^{6} b^{11}+36288133700 b^{12}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(98497273420 a b^{12}+19917501240 a^{2} b^{12}+20082473320 a^{3} b^{12}+584116260 a^{4} b^{12}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(417225900 a^{5} b^{12}+1818469940 b^{13}+1160821200 a b^{13}+1556610440 a^{2} b^{13}+94143280 a^{3} b^{13}\right)}{17}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{131072\left(70607460 a^{4} b^{13}+22016360 b^{14}+54237480 a b^{14}+7652040 a^{2} b^{14}+6724520 a^{3} b^{14}+593096 b^{15}\right)}{[17}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
\left.+\frac{131072\left(272272 a b^{15}+324632 a^{2} b^{15}+2975 b^{16}+6545 a b^{16}+35 b^{17}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}\right\}-
$$

$$
-\frac{\Gamma\left(\frac{b+1}{2}\right)}{\Gamma\left(\frac{a+2}{2}\right)}\left\{\frac{131072\left(6332659870762850625+25321878164717979075 a-2162023563730570920 a^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}\right.
$$

$$
+\frac{131072\left(20437724329066130184 a^{3}-2610557152281130500 a^{4}+2172550998730044660 a^{5}\right)}{\left[\frac{17}{\square}\right.}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{131072\left(-185576437854776920 a^{6}+59177652660443128 a^{7}-3287994950239450 a^{8}\right)}{\left[\stackrel{17}{\prod}\{a-b-(2 \varepsilon-1)\}\right]\left[{ }_{\square}^{8}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
\begin{aligned}
& +\frac{131072\left(525728261810290 a^{9}-18727536011800 a^{10}+1658243409592 a^{11}-36288133700 a^{12}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(1818469940 a^{13}-22016360 a^{14}+593096 a^{1} 5-2975 a^{16}+35 a^{17}+15188465029114325025 b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(19523841512219551440 a b+64543172743280700360 a^{2} b-2575515240037515888 a^{3} b\right)}{\left[{ }^{17}\right.}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072\left(15572154733539836460 a^{4} b-1004608127102243440 a^{5} b+768237818623401560 a^{6} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(-37122270588325296 a^{7} b+11248058823729750 a^{8} b-368667646701200 a^{9} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(56336707180600 a^{10} b-1171241432144 a^{11} b+98497273420 a^{12} b-1160821200 a^{13} b\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(54237480 a^{14} b-272272 a^{15} b+6545 a^{16} b+14354510691610713240 b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(47611998316914930072 a b^{2}+11107176191996794920 a^{2} b^{2}+33363872491954862088 a^{3} b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(-732482294468001000 a^{4} b^{2}+3242956850341887448 a^{5} b^{2}-116735444133526680 a^{6} b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(80953716224732296 a^{7} b^{2}-2294394995865720 a^{8} b^{2}+648092452666120 a^{9} b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(-12392461389000 a^{10} b^{2}+1773637762904 a^{11} b^{2}-19917501240 a^{12} b^{2}+1556610440 a^{13} b^{2}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(-7652040 a^{14} b^{2}+324632 a^{15} b^{2}+7524314127912551832 b^{3}+12330825664600006416 a b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(26638838560038217560 a^{2} b^{3}+2090930383100586720 a^{3} b^{3}+5851298044645884600 a^{4} b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(-76055235302610256 a^{5} b^{3}+263248376733566840 a^{6} b^{3}-5503690017256640 a^{7} b^{3}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
\end{aligned}
$$



$$
\begin{aligned}
& +\frac{131072\left(9557288389416240 a^{7} b^{4}-115095771016380 a^{8} b^{4}+64792026078780 a^{9} b^{4}-571214351400 a^{10} b^{4}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(136066994280 a^{11} b^{4}-584116260 a^{12} b^{4}+70607460 a^{13} b^{4}+585146416702456764 b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(1038346142047282320 a b^{5}+1845548308154811400 a^{2} b^{5}+258151156619337520 a^{3} b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(368261307782880820 a^{4} b^{5}+5907351875594400 a^{5} b^{5}+14691849210062640 a^{6} b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(-69140320048800 a^{7} b^{5}+161870114844900 a^{8} b^{5}-1040587825200 a^{9} b^{5}+526590436680 a^{10} b^{5}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(-1925658000 a^{11} b^{5}+417225900 a^{12} b^{5}+98283050207112680 b^{6}+283129024934512456 a b^{6}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
\end{aligned}
$$

$$
+\frac{131072\left(124702534849141480 a^{2} b^{6}+163023689214444520 a^{3} b^{6}+10339842738560720 a^{4} b^{6}\right)}{17}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{131072\left(12781639991214864 a^{5} b^{6}+101267395503120 a^{6} b^{6}+238397117389200 a^{7} b^{6}-616153923000 a^{8} b^{6}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
+\frac{131072\left(1221799794600 a^{9} b^{6}-3247943160 a^{10} b^{6}+1476337800 a^{11} b^{6}+12319487399406824 b^{7}\right)}{{ }^{17}}+
$$

$$
\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]
$$

$$
+\frac{131072\left(22414624986818768 a b^{7}+35260676281141080 a^{2} b^{7}+5972150284654400 a^{3} b^{7}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+
$$

$$
\begin{aligned}
& +\frac{131072\left(6256949185681040 a^{4} b^{7}+192523576889952 a^{5} b^{7}+209987898508080 a^{6} b^{7}+782781595200 a^{7} b^{7}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(1745291809800 a^{8} b^{7}-1910554800 a^{9} b^{7}+3247943160 a^{10} b^{7}+1174199725349222 b^{8}\right)}{\left[\prod^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072\left(3231412550832642 a b^{8}+1500336516820680 a^{2} b^{8}+1664379337479320 a^{3} b^{8}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(125626624472580 a^{4} b^{8}+110161047202668 a^{5} b^{8}+1593776507400 a^{6} b^{8}+1551234029400 a^{7} b^{8}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(2149374150 a^{8} b^{8}+4537567650 a^{9} b^{8}+86014818744998 b^{9}+155206622884720 a b^{9}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(222764240366360 a^{2} b^{9}+38955947128560 a^{3} b^{9}+33613458015060 a^{4} b^{9}+1135650386640 a^{5} b^{9}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(855056340600 a^{6} b^{9}+4639918800 a^{7} b^{9}+4059928950 a^{8} b^{9}+4862169489320 b^{10}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(12794409439592 a b^{10}+5784150923320 a^{2} b^{10}+5678665839000 a^{3} b^{10}+406746041240 a^{4} b^{10}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(287146418328 a^{5} b^{10}+3530373000 a^{6} b^{10}+2319959400 a^{7} b^{10}+211577650856 b^{11}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(366157152816 a b^{11}+484991616200 a^{2} b^{11}+75925522400 a^{3} b^{11}+56687092280 a^{4} b^{11}\right)}{\left[\prod^{17}\{ \right.}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072\left(1401879024 a^{5} b^{11}+834451800 a^{6} b^{11}+7020044668 b^{12}+17543988644 a b^{12}+6995348360 a^{2} b^{12}\right)}{[17}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072\left(6182616440 a^{3} b^{12}+305965660 a^{4} b^{12}+183579396 a^{5} b^{12}+174281212 b^{13}+274185520 a b^{13}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}+ \\
& +\frac{131072\left(334423320 a^{2} b^{13}+35709520 a^{3} b^{13}+23535820 a^{4} b^{13}+3132760 b^{14}+7297080 a b^{14}\right)}{\left[{ }^{17}\{ \right.}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]} \\
& +\frac{131072\left(2042040 a^{2} b^{14}+1623160 a^{3} b^{14}+38488 b^{15}+47600 a b^{15}+52360 a^{2} b^{15}+289 b^{16}\right)}{[17}+ \\
& {\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.+\frac{131072\left(595 a b^{16}+b^{17}\right)}{\left[\prod_{\varepsilon=1}^{17}\{a-b-(2 \varepsilon-1)\}\right]\left[\prod_{\zeta=1}^{18}\{a-b+(2 \zeta-1)\}\right]}\right\}\right]- \\
& -\frac{2^{b+1} \Gamma\left(\frac{a+b+37}{2}\right)}{\Gamma(b)}\left[\frac { \Gamma ( \frac { b + 1 } { 2 } ) } { \Gamma ( \frac { a } { 2 } ) } \left\{\frac{131072(6332659870762850625+15188465029114325025 a)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+\right.\right. \\
& +\frac{131072\left(14354510691610713240 a^{2}+7524314127912551832 a^{3}+2523698606200763196 a^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(585146416702456764 a^{5}+98283050207112680 a^{6}+12319487399406824 a^{7}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(1174199725349222 a^{8}+86014818744998 a^{9}+4862169489320 a^{10}+211577650856 a^{11}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(7020044668 a^{12}+174281212 a^{13}+3132760 a^{14}+38488 a^{1} 5+289 a^{16}+a^{17}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(25321878164717979075 b+19523841512219551440 a b+47611998316914930072 a^{2} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(12330825664600006416 a^{3} b+7687192319327829444 a^{4} b+1038346142047282320 a^{5} b\right)}{\left[{ }^{18}\right.}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{131072\left(283129024934512456 a^{6} b+22414624986818768 a^{7} b+3231412550832642 a^{8} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(155206622884720 a^{9} b+12794409439592 a^{10} b+366157152816 a^{11} b+17543988644 a^{12} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(274185520 a^{13} b+7297080 a^{14} b+47600 a^{15} b+595 a^{16} b-2162023563730570920 b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(64543172743280700360 a b^{2}+11107176191996794920 a^{2} b^{2}+26638838560038217560 a^{3} b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(2867948454968860760 a^{4} b^{2}+1845548308154811400 a^{5} b^{2}+124702534849141480 a^{6} b^{2}\right)}{\left[{ }^{18}\right.}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{131072\left(35260676281141080 a^{7} b^{2}+1500336516820680 a^{8} b^{2}+222764240366360 a^{9} b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
\end{aligned}
$$

$+\frac{131072\left(5784150923320 a^{10} b^{2}+484991616200 a^{11} b^{2}+6995348360 a^{12} b^{2}+334423320 a^{13} b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+$

$$
+\frac{131072\left(2042040 a^{14} b^{2}+52360 a^{15} b^{2}+20437724329066130184 b^{3}-2575515240037515888 a b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(33363872491954862088 a^{2} b^{3}+2090930383100586720 a^{3} b^{3}+4873159786850521320 a^{4} b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(258151156619337520 a^{5} b^{3}+163023689214444520 a^{6} b^{3}+5972150284654400 a^{7} b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(1664379337479320 a^{8} b^{3}+38955947128560 a^{9} b^{3}+5678665839000 a^{10} b^{3}+75925522400 a^{11} b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(6182616440 a^{12} b^{3}+35709520 a^{13} b^{3}+1623160 a^{14} b^{3}-2610557152281130500 b^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(15572154733539836460 a b^{4}-732482294468001000 a^{2} b^{4}+5851298044645884600 a^{3} b^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(163646117957822500 a^{4} b^{4}+368261307782880820 a^{5} b^{4}+10339842738560720 a^{6} b^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(6256949185681040 a^{7} b^{4}+125626624472580 a^{8} b^{4}+33613458015060 a^{9} b^{4}+406746041240 a^{10} b^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(56687092280 a^{11} b^{4}+305965660 a^{12} b^{4}+23535820 a^{13} b^{4}+2172550998730044660 b^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(-1004608127102243440 a b^{5}+3242956850341887448 a^{2} b^{5}-76055235302610256 a^{3} b^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(430788796363213596 a^{4} b^{5}+5907351875594400 a^{5} b^{5}+12781639991214864 a^{6} b^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(192523576889952 a^{7} b^{5}+110161047202668 a^{8} b^{5}+1135650386640 a^{9} b^{5}+287146418328 a^{10} b^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(1401879024 a^{11} b^{5}+183579396 a^{12} b^{5}-185576437854776920 b^{6}+768237818623401560 a b^{6}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
\begin{aligned}
&+ \frac{131072\left(-116735444133526680 a^{2} b^{6}+263248376733566840 a^{3} b^{6}-3399221138266800 a^{4} b^{6}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
&+\frac{131072\left(14691849210062640 a^{5} b^{6}+101267395503120 a^{6} b^{6}+209987898508080 a^{7} b^{6}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
&+ \frac{131072\left(1593776507400 a^{8} b^{6}+855056340600 a^{9} b^{6}+3530373000 a^{10} b^{6}+834451800 a^{11} b^{6}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
&+\frac{131072\left(59177652660443128 b^{7}-37122270588325296 a b^{7}+80953716224732296 a^{2} b^{7}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
\end{aligned}
$$

$$
+\frac{131072\left(-5503690017256640 a^{3} b^{7}+9557288389416240 a^{4} b^{7}-69140320048800 a^{5} b^{7}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(238397117389200 a^{6} b^{7}+782781595200 a^{7} b^{7}+1551234029400 a^{8} b^{7}+4639918800 a^{9} b^{7}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(2319959400 a^{1} 0 b^{7}-3287994950239450 b^{8}+11248058823729750 a b^{8}-2294394995865720 a^{2} b^{8}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(3442692988837960 a^{3} b^{8}-115095771016380 a^{4} b^{8}+161870114844900 a^{5} b^{8}-616153923000 a^{6} b^{8}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(1745291809800 a^{7} b^{8}+2149374150 a^{8} b^{8}+4059928950 a^{9} b^{8}+525728261810290 b^{9}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(-368667646701200 a b^{9}+648092452666120 a^{2} b^{9}-56591247876240 a^{3} b^{9}+64792026078780 a^{4} b^{9}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(-1040587825200 a^{5} b^{9}+1221799794600 a^{6} b^{9}-1910554800 a^{7} b^{9}+4537567650 a^{8} b^{9}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(-18727536011800 b^{10}+56336707180600 a b^{10}-12392461389000 a^{2} b^{10}+14735070827400 a^{3} b^{10}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(-571214351400 a^{4} b^{10}+526590436680 a^{5} b^{10}-3247943160 a^{6} b^{10}+3247943160 a^{7} b^{10}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(1658243409592 b^{11}-1171241432144 a b^{11}+1773637762904 a^{2} b^{11}-151878786080 a^{3} b^{11}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
\begin{gathered}
+\frac{131072\left(136066994280 a^{4} b^{11}-1925658000 a^{5} b^{11}+1476337800 a^{6} b^{11}-36288133700 b^{12}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
+\frac{131072\left(98497273420 a b^{12}-19917501240 a^{2} b^{12}+20082473320 a^{3} b^{12}-584116260 a^{4} b^{12}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
+\frac{131072\left(417225900 a^{5} b^{12}+1818469940 b^{13}-1160821200 a b^{13}+1556610440 a^{2} b^{13}-94143280 a^{3} b^{13}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
+\frac{131072\left(70607460 a^{4} b^{13}-22016360 b^{14}+54237480 a b^{14}-7652040 a^{2} b^{14}+6724520 a^{3} b^{14}+593096 b^{15}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
+\frac{131072\left(-272272 a b^{15}+324632 a^{2} b^{15}-2975 b^{16}+6545 a b^{16}+35 b^{17}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}- \\
-\frac{\Gamma\left(\frac{b+2}{2}\right)}{\Gamma\left(\frac{a+1}{2}\right)}\left\{\frac{131072\left(-6332659870762850625+25321878164717979075 a+2162023563730570920 a^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}\right. \\
+\frac{131072\left(20437724329066130184 a^{3}+2610557152281130500 a^{4}+2172550998730044660 a^{5}\right)}{\left[\prod_{=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\Omega=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
\end{gathered}
$$

$$
+\frac{131072\left(185576437854776920 a^{6}+59177652660443128 a^{7}+3287994950239450 a^{8}+525728261810290 a^{9}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(18727536011800 a^{10}+1658243409592 a^{11}+36288133700 a^{12}+1818469940 a^{13}+22016360 a^{14}\right)}{\ulcorner\ulcorner }+
$$

$$
\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]
$$

$$
+\frac{131072\left(593096 a^{15}+2975 a^{16}+35 a^{17}+15188465029114325025 b-19523841512219551440 a b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(64543172743280700360 a^{2} b+2575515240037515888 a^{3} b+15572154733539836460 a^{4} b\right)}{[18}+
$$

$$
\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]
$$

$$
+\frac{131072\left(1004608127102243440 a^{5} b+768237818623401560 a^{6} b+37122270588325296 a^{7} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(11248058823729750 a^{8} b+368667646701200 a^{9} b+56336707180600 a^{10} b+1171241432144 a^{11} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(98497273420 a^{12} b+1160821200 a^{13} b+54237480 a^{14} b+272272 a^{15} b+6545 a^{16} b\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
\begin{aligned}
& +\frac{131072\left(-14354510691610713240 b^{2}+47611998316914930072 a b^{2}-11107176191996794920 a^{2} b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(33363872491954862088 a^{3} b^{2}+732482294468001000 a^{4} b^{2}+3242956850341887448 a^{5} b^{2}\right)}{\left[{ }^{18}\right.}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{131072\left(116735444133526680 a^{6} b^{2}+80953716224732296 a^{7} b^{2}+229439\right.}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{131072\left(648092452666120 a^{9} b^{2}+12392461389000 a^{10} b^{2}+1773637762904 a^{11} b^{2}+19917501240 a^{12} b^{2}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(1556610440 a^{13} b^{2}+7652040 a^{14} b^{2}+324632 a^{15} b^{2}+7524314127912551832 b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(-12330825664600006416 a b^{3}+26638838560038217560 a^{2} b^{3}-2090930383100586720 a^{3} b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(5851298044645884600 a^{4} b^{3}+76055235302610256 a^{5} b^{3}+263248376733566840 a^{6} b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(5503690017256640 a^{7} b^{3}+3442692988837960 a^{8} b^{3}+56591247876240 a^{9} b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\rho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(14735070827400 a^{10} b^{3}+151878786080 a^{11} b^{3}+20082473320 a^{12} b^{3}+94143280 a^{13} b^{3}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(6724520 a^{14} b^{3}-2523698606200763196 b^{4}+7687192319327829444 a b^{4}\right)}{\left[{ }^{18}\right.}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{131072\left(-2867948454968860760 a^{2} b^{4}+4873159786850521320 a^{3} b^{4}-163646117957822500 a^{4} b^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(430788796363213596 a^{5} b^{4}+3399221138266800 a^{6} b^{4}+9557288389416240 a^{7} b^{4}\right)}{[18}+ \\
& {\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]} \\
& +\frac{131072\left(115095771016380 a^{8} b^{4}+64792026078780 a^{9} b^{4}+571214351400 a^{10} b^{4}+136066994280 a^{11} b^{4}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(584116260 a^{12} b^{4}+70607460 a^{13} b^{4}+585146416702456764 b^{5}-1038346142047282320 a b^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{131072\left(1845548308154811400 a^{2} b^{5}-258151156619337520 a^{3} b^{5}+368261307782880820 a^{4} b^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(-5907351875594400 a^{5} b^{5}+14691849210062640 a^{6} b^{5}+69140320048800 a^{7} b^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(161870114844900 a^{8} b^{5}+1040587825200 a^{9} b^{5}+526590436680 a^{10} b^{5}+1925658000 a^{11} b^{5}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
& +\frac{131072\left(-124702534849141480 a^{2} b^{6}+163023689214444520 a^{3} b^{6}-10339842738560720 a^{4} b^{6}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
\end{aligned}
$$

$$
+\frac{131072\left(12781639991214864 a^{5} b^{6}-101267395503120 a^{6} b^{6}+238397117389200 a^{7} b^{6}+616153923000 a^{8} b^{6}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(1221799794600 a^{9} b^{6}+3247943160 a^{10} b^{6}+1476337800 a^{11} b^{6}+12319487399406824 b^{7}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(-22414624986818768 a b^{7}+35260676281141080 a^{2} b^{7}-5972150284654400 a^{3} b^{7}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(6256949185681040 a^{4} b^{7}-192523576889952 a^{5} b^{7}+209987898508080 a^{6} b^{7}-782781595200 a^{7} b^{7}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(1745291809800 a^{8} b^{7}+1910554800 a^{9} b^{7}+3247943160 a^{10} b^{7}-1174199725349222 b^{8}\right)}{\left[\frac{18}{\square}\right.}+
$$

$$
\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]
$$

$$
+\frac{131072\left(3231412550832642 a b^{8}-1500336516820680 a^{2} b^{8}+1664379337479320 a^{3} b^{8}\right)}{[18}+
$$

$$
\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]
$$

$$
+\frac{131072\left(-125626624472580 a^{4} b^{8}+110161047202668 a^{5} b^{8}-1593776507400 a^{6} b^{8}+1551234029400 a^{7} b^{8}\right)}{\lceil 18}+
$$

$$
\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]
$$

$$
+\frac{131072\left(-2149374150 a^{8} b^{8}+4537567650 a^{9} b^{8}+86014818744998 b^{9}-155206622884720 a b^{9}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(222764240366360 a^{2} b^{9}-38955947128560 a^{3} b^{9}+33613458015060 a^{4} b^{9}-1135650386640 a^{5} b^{9}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(855056340600 a^{6} b^{9}-4639918800 a^{7} b^{9}+4059928950 a^{8} b^{9}-4862169489320 b^{10}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(12794409439592 a b^{10}-5784150923320 a^{2} b^{10}+5678665839000 a^{3} b^{10}-406746041240 a^{4} b^{10}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(287146418328 a^{5} b^{10}-3530373000 a^{6} b^{10}+2319959400 a^{7} b^{10}+211577650856 b^{11}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
+\frac{131072\left(-366157152816 a b^{11}+484991616200 a^{2} b^{11}-75925522400 a^{3} b^{11}+56687092280 a^{4} b^{11}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+
$$

$$
\begin{gathered}
+\frac{131072\left(-1401879024 a^{5} b^{11}+834451800 a^{6} b^{11}-7020044668 b^{12}+17543988644 a b^{12}-6995348360 a^{2} b^{12}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
+\frac{131072\left(6182616440 a^{3} b^{12}-305965660 a^{4} b^{12}+183579396 a^{5} b^{12}+174281212 b^{13}-274185520 a b^{13}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
+\frac{131072\left(334423320 a^{2} b^{13}-35709520 a^{3} b^{13}+23535820 a^{4} b^{13}-3132760 b^{14}+7297080 a b^{14}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
+\frac{131072\left(-2042040 a^{2} b^{14}+1623160 a^{3} b^{14}+38488 b^{15}-47600 a b^{15}+52360 a^{2} b^{15}-289 b^{16}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}+ \\
\left.+\frac{131072\left(595 a b^{16}+b^{17}\right)}{\left[\prod_{\varpi=1}^{18}\{a-b-(2 \varpi-1)\}\right]\left[\prod_{\varrho=1}^{17}\{a-b+(2 \varrho-1)\}\right]}\right]
\end{gathered}
$$

On simplification the result (8) is derived.
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#### Abstract

In the present paper we study the integrals involving generalized polynomials (multivariable) and the $\bar{H}-$ function. The $\bar{H}$-function was proposed by Inayat-Hussain which contain a certain class of Feynman integrals, the exact partition function of the Gaussian model in statistical mechanics and several other functions as its particular cases. Our integrals are unified in nature and act as key formulae from which we can derive as particular cases, integrals involving a large number of simpler special functions and polynomials. For the sake of illustration, we give here some particular cases of our main integral which are also new and of interest by themselves. At the end, we give applications of our main findings by interconnecting them with the Riemann-Liouville type of fractional integral operator. The results obtained by us are basic in nature and are likely to find useful applications in several fields notably electricals networks, probability theory and statistical mechanics.
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## I. Introduction

Feynman path integrals are reformulation of quantum mechanics and are more fundamental than the conventional one in terms of operators because in the domain of quantum cosmology the conventional formulation may fail but Feynman path integrals still apply [6]. Inayat-Hussain [9] has pointed out the usefulness of Feynman integrals in the study and development of simple and multiple variable hypergeometric series which in turn are very useful in statistical mechanics. Hussain has introduced in another paper [10] the $\bar{H}$-function which is a new generalization of the familiar H-function of Fox [4]. The $\bar{H}$-function contains the exact partition function of the Gaussian model in statistical mechanics, functions useful in testing hypothesis and several others as its special cases. The $\bar{H}$-function has been defined and represented as follows [2].

$$
\bar{H}_{P, Q}^{M, N}[z]=\bar{H}_{P, Q}^{M, N}\left[z \left\lvert\, \begin{array}{l}
\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P}  \tag{1.1}\\
\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q}
\end{array}\right.\right]=\frac{1}{2 \pi \omega} \int_{-i \infty}^{+i \infty} \phi(\xi) z^{\xi} d \xi
$$

[^1]Where

$$
\begin{equation*}
\phi(\xi)=\frac{\prod_{j=1}^{M} \Gamma\left(b_{j}-\beta_{j} \xi\right) \prod_{j=1}^{N}\left\{\Gamma\left(1-a_{j}+\alpha_{j} \xi\right)\right\}^{A_{j}}}{\prod_{j=M+1}^{Q}\left\{\Gamma\left(1-b_{j}+\beta_{j} \xi\right)\right\}^{B_{j}} \prod_{j=N+1}^{P} \Gamma\left(a_{j}-\alpha_{j} \xi\right)} \tag{1.2}
\end{equation*}
$$

which contains fractional powers of some of the gamma functions. Here, and throughout the paper $a_{j}(j=1, \ldots, P)$, and $b_{j}(j=1, \ldots, Q)$ are complex parameters, $\alpha_{j} \geq 0(j=1, \ldots, P), \quad \beta_{j} \geq 0(j=1, \ldots, Q)$ (not all zero simultaneously) and the exponents order to avoid the singularities of the gamma functions and to keep those singularities on appropriate sides. Again, for $A_{j}(j=1, \ldots, N)$ not an integer, the poles of the gamma functions of the numerator in (1.2) are converted to branch points. However, as long as there is no coincidence of poles from any $\Gamma\left(b_{j}-\beta_{j} \xi\right)(\mathrm{j}=1, \ldots, \mathrm{M})$ and $\Gamma\left(1-a_{j}-\alpha_{j} \xi\right)(\mathrm{j}=$ $1, \ldots, \mathrm{~N})$ pair, the branch cuts can be chosen so that the path of integration can be distorted in the usual manner.

Evidently, when the exponents $A_{j}$ and $B_{j}$ all take an integer values, the $\bar{H}$ function reduces to the well known Fox's H-function [4].

The following sufficient conditions for the absolute convergence of the defining integral for
$\bar{H}$-function given by equation (1.1) have been given by Buschman and Srivastava[2].

$$
\begin{equation*}
\theta=\sum_{j=1}^{M}\left|\beta_{j}\right|+\sum_{j=1}^{N}\left|A_{j} \alpha_{j}\right|-\sum_{j=M+1}^{Q}\left|B_{j} \beta_{j}\right|-\sum_{j=N+1}^{P}\left|\alpha_{j}\right|>0 \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
|\arg z|<\frac{1}{2} \theta \pi . \tag{1.4}
\end{equation*}
$$

where $\theta$ is given by (1.3).
The behaviour of the $\bar{H}$-function for small values of $|z|$ follows easily from a result recently given by Rathie [13, p. 306, eq. (6.9)], we have

$$
\begin{equation*}
\bar{H}_{P, Q}^{M, N}[z]=o\left(|z|^{\alpha}\right), \alpha=\operatorname{Min}_{1 \leq j \leq M}\left\{\operatorname{Re}\left(b_{j} / \beta_{j}\right)\right\} \text { for small }|z| . \tag{1.5}
\end{equation*}
$$

Investigations of the convergence conditions, all possible types of contours, type of critical points of the integrand of (1.1), etc. can be made by an interested reader by following analogous techniques given in the well known works of Braaksma [1], Hai and Yakubovich [8]. We however omit the details.

Srivastava ([14], P.185,eq.(7)) has defined and introduced the generalized polynomials (multivariable)

$$
\begin{align*}
& S_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots, m_{r}}\left[x_{1}, \ldots, x_{r}\right]= \\
& \quad \sum_{k_{1}=0}^{\left[n_{1} / m_{1}\right]} \ldots \sum_{k_{r}=0}^{\left[n_{r} / m_{r}\right]} \frac{\left(-n_{1}\right)_{m_{1} k_{1}}}{k_{1}!} \ldots \frac{\left(-n_{r}\right)_{m_{r} k_{r}}}{k_{r}!} A\left[n_{1}, k_{1} ; \ldots ; n_{r}, k_{r}\right] x^{k_{1}} \ldots, x^{k_{r}} \tag{1.6}
\end{align*}
$$

where $\mathrm{n}_{\mathrm{i}}=0,1,2, \ldots(\mathrm{I}=1, \ldots, \mathrm{r}), \mathrm{m}_{1}, \ldots, \mathrm{~m}_{\mathrm{r}}$ are an arbitrary positive integers and the coefficients $A\left[n_{1}, k_{1} ; \ldots ; n_{r}, k_{r}\right]$ are arbitrary constants, real or complex .

## iI. Integrals Required

The following integrals will be required in our results

$$
\begin{gather*}
\int_{0}^{b} x^{\lambda-1}(b-x)^{\eta-1} d x=b^{\lambda+\eta-1} B(\lambda, \eta) \quad ; \operatorname{Re}(\lambda)>0, \operatorname{Re}(\eta)>0  \tag{2.1}\\
\int_{0}^{u} x^{\mu-1}(u-x)^{v-1} e^{\alpha x} d x=B(v, \mu) u^{\mu+\nu-1}{ }_{1} F_{1}(\mu ; \mu+v ; \alpha u) ;  \tag{2.2}\\
\operatorname{Re}(\mu)>0, \operatorname{Re}(\nu)>0 \\
\int_{0}^{u} x^{-\mu-1}(u-x)^{\mu-1} e^{-\alpha / x} d x=\alpha^{-\mu} u^{\mu-1} \Gamma(\mu) e^{-\alpha / u} ; \operatorname{Re}(\mu)>0, u>0 \tag{2.3}
\end{gather*}
$$

## iII. Main Integrals

a) First Integral

We shall establish the following integral formulas:

$$
\begin{gather*}
\int_{0}^{b} x^{\rho-1}(b-x)^{\sigma-1} \bar{H}_{P, Q}^{M, N}\left[z x^{u}(b-x)^{v} \left\lvert\, \begin{array}{l}
\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P} \\
\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q}
\end{array}\right.\right] \times \\
S_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots m_{r}}\left[z_{1} x^{\lambda_{1}}(b-x)^{\mu_{1}}, \ldots, z_{r} x^{\lambda r}(b-x)^{\mu_{r}}\right] \mathrm{dx} \\
=b^{\rho+\sigma+\sum_{i=1}^{r}\left(\lambda_{i}+\mu_{i}\right)^{2} k_{i}-1} \sum_{k_{1}=0}^{\left[n_{1} / m_{1}\right]} \ldots \sum_{k_{r}=0}^{\left[n_{r} / m_{r}\right]} \frac{\left(-n_{1}\right)_{m_{1} k_{1}}}{k_{1}!} \ldots \frac{\left(-n_{r}\right)_{m_{r} k_{r}}}{k_{r}!} A\left[n_{1}, k_{1} ; \ldots ; n_{r}, k_{r}\right] \prod_{i=1}^{r} z_{i}^{k_{i}} \\
\bar{H}_{P+2, Q+1}^{M, N+2}\left[z b^{u+v}\left[\left(1-\rho-\sum_{\neq 1}^{r} \lambda_{i} k_{i}, u ; 1\right),\left(1-\sigma-\sum_{\mp=1}^{r} \mu_{i} k_{i}, v ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P}\right]\right.  \tag{3.1}\\
\left.\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q},\left(1-\rho-\sigma-\sum_{\mp=1}^{r}\left(\lambda_{i}+\mu_{i}\right) k_{i}, u+v ; 1\right)\right]
\end{gather*}
$$

## valid under the conditions

(i) $u \geq 0, v \geq 0$ (not both zero simultaneously
(ii) $\operatorname{Re}(\rho)+\sum_{i=1}^{r} \lambda_{i}\left(\frac{n_{i}}{m_{i}}\right)+u \min _{1 \leq j \leq M}\left[\operatorname{Re}\left(b_{j} / \beta_{j}\right)\right]>0$

$$
\operatorname{Re}(\sigma)+\sum_{i=1}^{r} \mu_{i}\left(\frac{n_{i}}{m_{i}}\right)+v \min _{1 \leq j \leq M}\left[\operatorname{Re}\left(b_{j} / \beta_{j}\right)\right]>0
$$

(iii) The $\bar{H}$ - function occurring in (3.1) satisfy conditions corresponding appropriately to those given by (1.3) and (1.4).
b) Second Integral

$$
\begin{gather*}
\int_{0}^{b} x^{\rho-1}(b-x)^{\sigma-1} e^{\alpha x} \bar{H}_{P, Q}^{M, N}\left[z x^{u}(b-x)^{v} e^{\delta x} \left\lvert\, \begin{array}{l}
\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P} \\
\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q}
\end{array}\right.\right] \times \\
S_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots m_{r}}\left[z_{1} X^{\lambda_{1}}(b-x)^{\mu_{1}}, \ldots, z_{r} x^{2 r}(b-x)^{\mu_{r}}\right] \mathrm{dx} \\
=b^{\rho+\sigma+\sum_{i=1}^{r}\left(\lambda_{i}+\mu_{i}\right) k_{i}-1} \sum_{k_{1}=0}^{\left[n_{1}, m_{1}\right]} \ldots \sum_{k_{r}=0}^{\left[n_{r} / m_{r}\right]} \frac{\left(-n_{1}\right)_{m_{1} k_{1}}}{k_{1}!} \ldots \frac{\left(-n_{r}\right)_{m_{r} k_{r}}}{k_{r}!} \frac{b^{t}}{t!} A\left[n_{1}, k_{1} ; \ldots ; n_{r}, k_{r}\right] \prod_{i=1}^{r} z_{i}^{k_{i}} \\
\bar{H}_{P+3, Q+2}^{M, N+3}\left[z b^{u+v}\left[\left(1-\rho-\sum_{i=1}^{r} \lambda_{i} k_{i}-t, u ; 1\right),\left(1-\sigma-\sum_{i=1}^{r} \mu_{i} k_{i}, v ; 1\right),(-\alpha, \delta ; r),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P}\right]\right.  \tag{3.2}\\
\left.\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q},(1-\alpha, \delta ; r),\left(1-\rho-\sigma-\sum_{i=1}^{r}\left(\lambda_{i}+\mu_{i}\right) k_{i}-t, u+v ; 1\right)\right]
\end{gather*}
$$

where the $\bar{H}$-function occurring in the left hand side of (3.2) stands for the new generalized H -function defined by (1.1) and $s_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots, n_{r}}\left[x_{1}, \ldots, x_{r}\right]$ stands for the generalized polynomials given in(1.6).

The above integral holds true under the following conditions:-
(i) $\operatorname{Re}(\rho, \sigma)>0, \mathrm{u}, \mathrm{v} \geq 0$,
(ii) when $\min \left(\mu_{i}, \lambda_{i}\right) \geq 0$ for all $\mathrm{I}=1, \ldots, \mathrm{r}$ (not all zero simulteneously).

I $\quad \operatorname{Re}(\rho)+\sum_{i=1}^{r} \lambda_{i}\left[\frac{n_{i}}{m_{i}}\right]+u \min _{1 \leq j \leq M} \operatorname{Re}\left(b_{j} / B_{j}\right)>0$

$$
\text { II } \quad \operatorname{Re}(\sigma)+\sum_{i=1}^{r} \mu_{i}\left[\frac{n_{i}}{m_{i}}\right]+v \min _{1 \leq j \leq M} \operatorname{Re}\left(b_{j} / B_{j}\right)>0
$$

(iii) when $\max \left(\mu_{i}, \lambda_{i}\right)<0$ for all $\mathrm{I}=1, \ldots, \mathrm{r}$ (not all zero simulteneously).

$$
\text { I } \quad \operatorname{Re}(\rho)+\sum_{i=1}^{r} \lambda_{i}\left[\frac{n_{i}}{m_{i}}\right]+u \min _{1 \leq j \leq M} \operatorname{Re}\left(b_{j} / B_{j}\right)>0
$$

$$
\text { II } \operatorname{Re}(\sigma)+\sum_{i=1}^{r} \mu_{i}\left[\frac{n_{i}}{m_{i}}\right]+v \min _{1 \leq j \leq M} \operatorname{Re}\left(b_{j} / B_{j}\right)>0
$$

(iv) when $\lambda_{i} \geq 0$ and $\mu_{i}<0$ inequalities I and IV are satisfied.
(v) when $\lambda_{i}<0$ and $\mu_{i} \geq 0$ inequalities II and III are satisfied.
c) Third Integral

The above result is valid under the following conditions :-
(i) $\operatorname{Re}(\alpha)>0, \delta>0$
(ii) when $\lambda_{i}>0, \rho>0$
when $\lambda_{i}<0, \rho+\sum_{i=1}^{r} \lambda_{i}\left[\frac{n_{i}}{m_{i}}\right]>0$

$$
\begin{align*}
& \int_{0}^{b} x^{-\rho-1}(b-x)^{\rho-1} e^{-\alpha / x} \bar{H}_{P, Q}^{M, N}\left[z e^{-\delta / x} \left\lvert\, \begin{array}{l}
\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P} \\
\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q},
\end{array}\right.\right] \times \\
& S_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots, m_{r}}\left[Z_{1} X^{-\lambda_{1}}(b-x)^{\lambda_{1}}, \ldots, z_{r} X^{-\lambda r}(b-x)^{\lambda_{r}}\right] \mathrm{dx} \\
& =b^{\rho+\sum_{i=1}^{r} \lambda_{i} k_{i}-1} e^{-\alpha / b} \sum_{k_{1}=0}^{\left[n_{1} / m_{1}\right]} \ldots \sum_{k_{r}=0}^{\left[n_{r} / m_{r}\right]} \frac{\left(-n_{1}\right)_{m_{1} k_{1}}}{k_{1}!} \ldots \frac{\left(-n_{r}\right)_{m_{r} k_{r}}}{k_{r}!} A\left[n_{1}, k_{1} ; \ldots ; n_{r}, k_{r}\right] \prod_{i=1}^{r} z_{i}^{k_{i}} \Gamma\left(\rho+\sum_{i=1}^{r} \lambda_{i} k_{i}\right) \times \\
& \bar{H}_{P+1, Q+1}^{M, N+1}\left[z b^{u+v} \left\lvert\, \begin{array}{l}
\left(1-\alpha, \delta ; \rho+\sum_{i=1}^{r} \lambda_{i} k_{i}\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P} \\
\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q},\left(-\alpha, \delta ; \rho+\sum_{i=1}^{r} \lambda_{i} k_{i}\right)
\end{array}\right.\right] \tag{3.3}
\end{align*}
$$

PROOF :- To establish the integral (3.1), we express the generalized polynomials occurring in the left hand side in the series form given by (1.6) and the $\bar{H}$-function in terms of Mellin-Barnes contour integral given by (1.1) and then interchanging the order of summation and integration (which is permissible under the conditions stated with (3.1)) so that the left hand side of (3.1) (say $\Delta$ ) assume the following after little simplification

$$
\begin{gather*}
\Delta=\sum_{k_{1}=0}^{\left[n_{1} / m_{1}\right]} \ldots \sum_{k_{r}=0}^{\left[n_{r} / m_{r}\right]} \frac{\left(-n_{1}\right)_{m_{1} k_{1}}}{k_{1}!} \ldots \frac{\left(-n_{r}\right)_{m_{r} k_{r}}}{k_{r}!} A\left[n_{1}, k_{1} ; \ldots ; n_{r}, k_{r}\right] \prod_{i=1}^{r} z_{i}^{k_{i}} \frac{1}{2 \pi i} \int_{-i \infty}^{+i \infty} \theta(s) z^{s} \\
\left\{\int_{0}^{b} x^{\rho+\sum_{i=1}^{r} \lambda_{i} k_{i}+u s-1}(b-x)^{\sigma+\sum_{i=1}^{r} \mu_{i} k_{i}+v s-1} d x\right\} d s \tag{3.4}
\end{gather*}
$$

On evaluating the inner integral occurring in (3.4) by using Eulerian integral (2.1) and on reinterpreting the Mellin-Barnes contour integral in terms of the $\bar{H}$ - function given by (1.1), we easily arrive at the desired result (3.1).

Similarly the integrals (3.2) and (3.3) can also be established in the same manner by using the integral (2.2) and the integral (2.3) respectively.

## IV. Special Case

(i) If we take $A\left(n_{1}, k_{1} ; \ldots ; n_{r}, k_{r}\right)=\prod_{i=1}^{r} A\left(n_{i}, k_{i}\right)$ in the definition of generalized polynomials occurring in the left hand side of the integral (3.1), we get

$$
\begin{gather*}
\int_{0}^{b} x^{\rho-1}(b-x)^{\sigma-1} \bar{H}_{P, Q}^{M, N}\left[z x^{u}(b-x)^{v} \left\lvert\, \begin{array}{l}
\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P} \\
\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q}
\end{array}\right.\right] \times \prod_{i=1}^{r} S_{n_{i}}^{m_{i}}\left[z_{i} X^{\lambda_{i}}(b-x)^{\mu_{i}}\right] \mathrm{dx} \\
=b^{\rho+\sigma+\sum_{i=1}^{r}\left(\lambda_{i}+\mu_{i}\right) k_{i}-1} \sum_{k_{1}=0}^{\left[n_{1} / m_{1}\right]} \ldots \sum_{k_{r}=0}^{\left[n_{r} / m_{r}\right]} \frac{\left(-n_{1}\right)_{m_{1} k_{1}}}{k_{1}!} \ldots \frac{\left(-n_{r}\right)_{m_{r} k_{r}}}{k_{r}!} \prod_{i=1}^{r} A\left(n_{i}, k_{i}\right) \prod_{i=1}^{r} z_{i}^{k_{i}} \\
\bar{H}_{P+2, Q+1}^{M, N+2}\left[z b^{u+v}\left[\begin{array}{c}
\left.\left(1-\rho-\sum_{i=1}^{r} \lambda_{i} k_{i}, u ; 1\right),\left(1-\sigma-\sum_{i=1}^{r} \mu_{i} k_{i}, v ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P}\right] \\
\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q},\left(1-\rho-\sigma-\sum_{i=1}^{r}\left(\lambda_{i}+\mu_{i}\right) k_{i}, u+v ; 1\right)
\end{array}\right]\right. \tag{4.1}
\end{gather*}
$$

(a) Taking $\mathrm{i}=2$ in our result (4.1), we obtain the result discussed by Gupta and Soni [7, p.100, eq.(2.1)].

$$
\begin{array}{r}
\int_{0}^{b} x^{\rho-1}(b-x)^{\sigma-1} \bar{H}_{P, Q}^{M, N}\left[\begin{array}{r}
\left.z x^{u}(b-x)^{v} \left\lvert\, \begin{array}{l}
\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P} \\
\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q}
\end{array}\right.\right] \times \\
S_{n_{1}}^{m_{1}}\left[z_{1} X^{\lambda_{1}}(b-x)^{\mu_{1}}\right] S_{n_{2}}^{m_{2}}\left[z_{2} X^{\lambda_{2}}(b-x)^{\mu_{2}}\right] d x
\end{array} .\right.
\end{array}
$$

$$
\begin{gather*}
=b^{\rho+\sigma-1} \sum_{k_{1}=0}^{\left[n_{1} / m_{1}\right]} \sum_{k_{2}=0}^{\left[n_{2} / m_{2}\right]} \frac{\left(-n_{1}\right)_{m_{1} k_{1}}}{k_{1}!} \frac{\left(-n_{2}\right)_{m_{2} k_{2}}}{k_{2}!} A\left[n_{1}, k_{1} ; n_{2}, k_{2}\right] z_{1}^{k_{1}} z_{2}^{k_{2}} b^{\left(\lambda_{1}+\mu_{1}\right) k_{1}+\left(\lambda_{2}+\mu_{2}\right) k_{2}} \\
\bar{H}_{P+2, Q+1}^{M, N+2}\left[z b^{u+v}\left[\begin{array}{c}
\left(1-\rho-\lambda_{1} k_{1}-\lambda_{2} k_{2}, u ; 1\right),\left(1-\sigma-\mu_{1} k_{1}-\mu_{2} k_{2}, v ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P} \\
\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q},\left(1-\rho-\sigma-\left(\lambda_{1}+\mu_{1}\right) k_{1}-\left(\lambda_{2}+\mu_{2}\right) k_{2}, u+v ; 1\right)
\end{array}\right]\right. \tag{4.1.1}
\end{gather*}
$$

(b) Taking $\mathrm{i}=1$ in the result (4.1), we obtain the result discussed by Gupta and Soni [7, p.101, eq.(3.1)].

$$
\begin{gather*}
\int_{0}^{b} x^{\rho-1}(b-x)^{\sigma-1} \bar{H}_{P, Q}^{M, N}\left[z x^{u}(b-x)^{v} \left\lvert\, \begin{array}{c}
\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P} \\
\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q}
\end{array}\right.\right] \times \\
S_{n_{1}}^{m_{1}}\left[z_{1} x^{\lambda_{1}}(b-x)^{\mu_{1}}\right] d x \\
=b^{\rho+\sigma-1} \sum_{k_{1}=0}^{\left[n_{1} / m_{1}\right]} \frac{\left(-n_{1}\right)_{m_{1} k_{1}}}{k_{1}!} A\left[n_{1}, k_{1} z_{1} z_{1}^{k_{1}} b^{\left(\lambda_{1}+\mu_{1}\right) k_{1}}\right. \\
\bar{H}_{P+2, Q+1}^{M, N+2}\left[z b^{u+v}\left[\begin{array}{l}
\left(1-\rho-\lambda_{1} k_{1}, u ; 1\right),\left(1-\sigma-\mu_{1} k_{1}, v ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P} \\
\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q},\left(1-\rho-\sigma-\left(\lambda_{1}+\mu_{1}\right) k_{1}, u+v ; 1\right)
\end{array}\right]\right. \tag{4.1.2}
\end{gather*}
$$

In the similar manner if we put $\mathrm{i}=2$ and $\mathrm{i}=1$ in both the integrals (3.2) and (3.3), we obtain the known results given by Mishra Rupakshi [11, p.42, eq.(1.3.1)] and [11, p.43, eq. (1.3.2)].
(iv) Taking the exponents $A_{j}=B_{j}=1$ in the $\bar{H}$ - function occurring in the left hand side of the integrals (3.1), (3.2) and (3.3) we get the results in terms of well known Fox's Hfunction.

The importance of the main integral of the present paper lies in its many fold generality. Again several integrals obtained by various authors and lying scattered in the literature also follow as simple special cases of our findings. Thus, if we reduce the $\bar{H}$ -
function occurring on the left hand side of (4.1.1) to the Fox's $H$ function and the generalized polynomials $s_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots m_{r}}\left[x_{1}, \ldots, x_{r}\right]$ occurring therein to unity, we get a known integral [5,p.202].

## V. Applications

We shall define the Rieman - Liouville fractional derivative of a function $f(x)$ of order $\sigma$ (or, alternatively, $-\sigma^{\text {th }}$ order fractional integral) [3,p.181;12,p.49] by (5.1)
where q is a positive integer and the integral exists.
For simplicity the special case of the fractional derivative operator ${ }_{a} D_{x}^{\sigma}$ when $\mathrm{a}=$ 0 will be written as $D_{x}^{\sigma}$. Thus we have

$$
\begin{equation*}
D_{x}^{\sigma} \equiv{ }_{0} D_{x}^{\sigma} \tag{5.2}
\end{equation*}
$$

Now by setting $\mathrm{b}=\mathrm{x}$ and $\mathrm{x}=\mathrm{t}$ in the main integral (3.1), it can be written as the following fractional integral formula :

$$
\begin{gather*}
D_{x}^{-\sigma}\left\{t^{\rho-1} \bar{H}_{P, Q}^{M, N}\left[z t^{u}(x-t)^{v} \left\lvert\, \begin{array}{l}
\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P} \\
\left(b_{j}, \beta_{j}\right)_{1, M},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q},
\end{array}\right.\right] \times S_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots m_{r}}\left[z_{1} t^{\lambda_{1}}(x-t)^{\mu_{1}} \ldots z_{r} t^{\lambda_{r}}(x-t)^{\mu_{r}}\right]\right\} \\
\\
=\frac{x^{\rho+\sigma-1}}{\Gamma(\sigma)} \sum_{k_{1}=0}^{\left[n_{1} / m_{1}\right]} \ldots \sum_{k^{\prime}=0}^{\left[n_{r} / m_{r}\right]} \frac{\left(-n_{1}\right)_{m_{1} k_{1}} \ldots\left(-n_{r}\right)_{m^{\prime} k^{\prime}}}{k_{1}!\ldots\left[n_{r}!, k_{1} ; \ldots ; n_{r}, k_{r}\right] \prod_{i=1}^{r} z_{i}^{k_{i}} x^{\left(\lambda_{i}+\mu_{i}\right) k_{i}} \times}  \tag{5.3}\\
\bar{H}_{P+2, Q+1}^{M, N+2}\left[z x^{u+v}\left(\begin{array}{c}
\left.\left.1-\rho-\sum_{i=1}^{r} \lambda_{i} k_{i}, u ; 1\right),\left(1-\sigma-\sum_{i=1}^{r} \mu_{i} k_{i}, v ; 1\right),\left(a_{j}, \alpha_{j} ; A_{j}\right)_{1, N},\left(a_{j}, \alpha_{j}\right)_{N+1, P}\right] \\
\left(b_{j}, \beta_{j}\right)_{1_{1, M}},\left(b_{j}, \beta_{j} ; B_{j}\right)_{M+1, Q},\left(1-\rho-\sigma-\sum_{i=1}^{r}\left(\lambda_{i}+\mu_{i}\right) k_{i}, u+v ; 1\right)
\end{array}\right]\right.
\end{gather*}
$$

where $\operatorname{Re}(\sigma)>0$ and all the conditions of validity mentioned with (3.1) are satisfied.
The fractional integral formula given by (5.3) is also quite general in nature and can easily yield Riemann-Liouville fractional integrals of a large number of simpler functions polynomials merely by specializing the parameters of $\bar{H}$-function and $S_{n_{1}, \ldots, n_{r}}^{m_{1}, \ldots, m_{r}}\left[x_{1}, \ldots, x_{r}\right]$, occurring in it which may find applications in electromagnetic theory and probability.
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# $(1,2)$ - Domination in Some Harmonius Graphs 

N. Murugesan ${ }^{\alpha}$ \& Deepa.S.Nair ${ }^{\circ}$

Abstract - In this paper we discuss (1, 2) - domination in some harmonious graphs namely ladder graph, wheel graph and tetrahedral graph.
Keywords : dominating set, domination number, $(1,2)$ - dominating set, $(1,2)$ - domination number.

## I. Introduction

Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a simple graph. A subset D of V is a dominating set of G if every vertex of V - D is adjacent to a vertex of D . The domination number of G , denoted by $\gamma(\mathrm{G})$, is the minimum cardinality of a dominating set of $G$.

A (1,2) - dominating set in a graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ is a set S having the property that for every vertex v in $\mathrm{V}-\mathrm{S}$ there is atleast one vertex in S at distance 1 from v and a second vertex in $S$ at distance almost 2 from $v$. The order of the smallest $(1,2)$ - dominating set of $G$ is called the $(1,2)$ - domination number of $G$ and we denote it by $\gamma_{(1,2)}$.

A harmonius graph is a connected labeled graph with n graph edges in which all graph vertices can be labeled with distinct integers $(\bmod n)$ so that the sums of the pairs of numbers at the ends of each graph edge are also distinct (mod $n$ ). The ladder graph and wheel graph are harmonius. The n-ladder graph can be defined as $\mathrm{P}_{2} \square \mathrm{P}_{\mathrm{n}}$, where $\mathrm{P}_{\mathrm{n}}$ is a path graph. It is therefore equal to the $2 \times n$ grid graph. This graph looks like a ladder, having two rails and $n$ rungs between them. A wheel graph Wn of order n , contains a cycle of order n-1, and for which every graph vertex in the cycle is connected to one other graph vertex. The tetrahedral graph is the platonic graph that is the unique polyledral graph on four nodes which is also the complete graph $\mathrm{K}_{4}$ and therefore the wheel graph $\mathrm{W}_{4}$.

[^2]
## II. (1,2)-Domination in Ladder Graphs

In this section we consider ladder graphs of order upto 10 and find out their domination number and (1,2) - domination number.
i) For $\mathrm{n}=1$,


This is a graph of order $2 .(1,2)$ - domination number is defined for graphs of order atleast 3.

For $\mathrm{n}=2$,

$\{1,2\}$ is a dominating set and also a (1,2) - dominating set. $\{1,2\}$ is a dominating set.
$\therefore \quad \gamma_{(1,2)}=2 \quad$ and $\gamma=2$.
For $n=3$,

$\{1,2,3\}$ is a $(1,2)$ - dominating set. $\{2,5\}$ is a dominating set.

$$
\therefore \quad \gamma_{(1,2)}=3 \quad \text { and } \gamma=2 .
$$

For $\mathrm{n}=4$,

$\{1,2,3,4\}$ is a $(1,2)$ - dominating set. $\{1,3,5,7\}$ is a dominating set.
$\gamma_{(1,2)}=4$ and $\gamma=4$.

For $\mathrm{n}=5$,

$\{1,2,3,4,5\}$ is a $(1,2)$ - dominating set. $\{1,3,6,8\}$ is a dominating set.
$\gamma_{(1,2)}=5 \quad$ and $\gamma=4$.
For $\mathrm{n}=6$,

$\{1,2,3,4,5,6\}$ is a $(1,2)$ - dominating set. $\{1,3,5,7,9,11\}$ is a dominating set.
$\gamma_{(1,2)}=6$ and $\gamma=6$.

For $\mathrm{n}=7$,

$\{1,2,3,4,5,6,7\}$ is a $(1,2)$ - dominating set. $\{1,4,6,8,11,13\}$ is a dominating set. $\gamma_{(1,2)}=7$ and $\gamma=6$.

For $n=8$,

$\{1,2,3,4,5,6,7,8\}$ is a $(1,2)$ - dominating set. $\{1,3,5,7,9,11,13,15\}$ is a dominating set. $\gamma_{(1,2)}=8 \quad$ and $\gamma=8$.

$\{1,2,3,4,5,6,7,8,9\}$ is a (1,2) - dominating set. $\{1,3,5,7,10,13,14,15\}$ is a dominating set. $\gamma_{(1,2)}=9 \quad$ and $\gamma=8$.

For $\mathrm{n}=10$,

$\{1,2,3,4,5,6,7,8,9,10\}$ is a (1,2) - dominating set. $\{1,3,5,7,9,11,13,15,17,19\}$ is a dominating set.
$\gamma_{(1,2)}=10 \quad$ and $\gamma=10$.

From the above examples we have the following theorems.

## Theorem 2.1

For a ladder graph $L_{n},(1,2)$ - domination number is $n$. That is, $\gamma_{(1,2)}\left(L_{n}\right)=n$.
Proof :
For a ladder graph $L_{n}$, there are $3 n-2$ edges and $2 n$ vertices. Also there are $n$ vertices in both the rails. Suppose a vertex $v_{1}$ in the first rail is adjacent to a vertex $u_{1}$ in the second rail. Then all the remaining vertices in the first rail will be at distance greater than 1 from $u_{1}$. So to form a $(1,2)$ - dominating set we have to include all the vertices in one rail. So the $(1,2)$ - domination number is $n$.

## Theorem 2.2

For a ladder graph $L_{n}$ with $n$ even, $\gamma\left(L_{n}\right)=n$.
Proof :
Each $L_{n}$ has $3 n-2$ edges and $2 n$ vertices. If $n$ is even, the vertices in the inner rungs, that
is, $\frac{\mathrm{n}}{2}$ rungs can form a dominating set. So the number of vertices in the dominating set will be $n$, since each rung contains two vertices. Hence $\gamma\left(L_{n}\right)=n$.

## Theorem 2.3

For a ladder graph $\mathrm{L}_{\mathrm{n}}$ with n odd, $\gamma\left(\mathrm{L}_{\mathrm{n}}\right)=\mathrm{n}-1$.
Proof :
Each $L_{n}$ has $3 n-2$ edges and $2 n$ vertices. Since $n$ is odd, the vertices in the middle rung will be at equal distance from the vertices in the outer rungs. So if we take the two vertices of the middle rung and one vertex each from the alternate rungs, that set will form a dominating set. So since there are $n$ rungs, the set will consist of $n-1$ vertices. So the domination number is $\mathrm{n}-1$. Hence $\gamma\left(\mathrm{L}_{\mathrm{n}}\right)=\mathrm{n}-1$.

## iii. Relation Between Domination Number and (1,2)-Domination Number of Ladder Graphs

Lemma 3.1([5],p.782)
In a graph G, domination number is less than or equal to $(1,2)$-domination number.

## Proof:

Let G be a graph and D be its dominating set. Then every vertex in V-D is adjacent to a vertex in $D$. That is, in $D$, for every vertex $u$, there is a vertex which is at distance 1 from $u$. But it is not necessary that there is a second vertex at distance atmost 2 from $u$. So if we find a (1,2)- dominating set ,it will contain more vertices or atleast equal number of vertices than the dominating set. So the domination number is less than or equal to $(1,2)$ - domination number.

This is true for ladder graphs also.
From the examples discussed in section 2 we have the following theorems

## Theorem 3.1

For a ladder graph $\mathrm{L}_{\mathrm{n}}$ with n even, the domination number and $(1,2)$ - domination number are equal.

Proof :
In a ladder graph, there are 2 n vertices and $3 \mathrm{n}-2$ edges. The n vertices in one rail form a (1.2) - dominating set. If $n$ is even the number of inner rungs will be $\frac{n}{2}$ even. And the vertices of these inner rungs form a dominating set. Since each rung contains 2 vertices, the dominating set will consist of n vertices. Hence the domination number and $(1,2)$ domination number are equal.

## Theorem 3.2

For $n$ odd, the domination number of a ladder graph $L_{n}$ is less than the (1.2) domination number.

Proof :
For a ladder graph with $n$ odd, the number of inner rungs will be ( $n-2$ ), odd. The vertices of the middle rung and one vertex each from the alternate rungs will form a dominating set. So altogether we will get ( $n-1$ ) vertices. That is, the domination number is ( $n-1$ ). But the $(1,2)$ - domination number is $n$. Hence the domination number is less than the $(1,2)$ - domination number.

Consider the following wheel graphs.


$\mathrm{W}_{11}$


## Theorem 4.1

The domination number of a wheel graph is 1 . That is, $\gamma\left(\mathrm{W}_{\mathrm{n}}\right)=1$
Proof :
In a wheel graph it contains a cycle of order $n-1$ every graph vertex in the cycle is connected to one other graph vertex. In a wheel $\mathrm{W}_{\mathrm{n}}$, there is a vertex with degree $\mathrm{n}-1$. So that vertex is adjacent to all other vertices. Hence the domination number is one.

## Theorem 4.2

For a wheel graph $\mathrm{W}_{\mathrm{n}}$, $(1,2)$ - domination number is 2 .
That is, $\gamma_{(1,2)}\left(W_{n}\right)=2$.
Proof :
The dominating set of a wheel graph consists of only one vertex. By the definition of $(1,2)$ - dominating set, it should contain atleast two vertices. So if we take the central vertex and any one of the vertex from the cycle, that will form a $(1,2)$ - dominating set. The cardinality of the $(1,2)$ - dominating is 2 . Hence $\gamma_{(1,2)}\left(W_{n}\right)=2$.

## V. (1,2)- Domination in the Tetrahedral Graphs

Consider the following graphs



Theorem 5.1
For a tetrahedral graphs, there does not exist any (1,2) - dominating set.
Proof :
A tetrahedral graph is also a complete graph $\mathrm{K}_{4}$. We proved in paper [5] that $(1,2)$ domination is not possible in complete graphs. We cannot find a $(1,2)$ - dominating set in tetrahedral graphs.

## VI. Conclusion

Here we discussed the (1,2)-domination in three types of harmonius graphs. The domination number of ladder graphs is less than or equal to (1.2) - domination number which agrees to the result of previous paper [5]. $(1,2)$ - domination is not possible in tetrahedral graphs.
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# Pathway Fractional Integral Operator Concerning to Polynomials 

Saroj Kumari

Abstract - We have made an attempt to study a pathway fractional integral operator concerning to pathway model and pathway probability density for product of some special functions with a general class of polynomials. Our results are quite general in nature and hence compass a large number of results hitherto in the literature.
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## I. Introduction

The pathway fractional integral operator introduced by Nair [13] as follows

$$
\begin{equation*}
\left(P_{0+}^{(\eta, \alpha)} f\right)(x)=x^{\eta} \int_{0}^{\left[\frac{x}{a(1-\alpha)}\right]}\left[1-\frac{a(1-\alpha) t}{x}\right]^{\frac{\eta}{1-\alpha}} f(t) d t \tag{1.1}
\end{equation*}
$$

where $f(x) \in L(a, b), \eta \in C, a>0, R(\eta)>0, \alpha<1$ (pathway parameter).
The pathway model introduced by Mathai [] and studied by Mathai and Haubold ([10], [11]). For real $\alpha$, the pathway model for scalar random variables is represented by the following probability density function (p.d.f.)W.

$$
\begin{equation*}
f(x)=c|x|^{\gamma-1}\left[1-a(1-\alpha)|x|^{\delta}\right]^{\frac{\beta}{1-\alpha}} \tag{1.2}
\end{equation*}
$$

$\gamma>0, \delta>0, \beta>0, \mathrm{x} \in(-\infty, \infty),\left[1-\mathrm{a}(1-\alpha)|\mathrm{x}|^{\delta}\right]>0, \mathrm{C}$ is the normalizing constant and $\alpha$ is called the pathway parameter. For real $\alpha$, the normalizing constant is as follows:

$$
\begin{equation*}
\mathrm{c}=\frac{1}{2} \frac{\delta[\mathrm{a}(1-\alpha)]^{\frac{\gamma}{\delta}} \Gamma\left(\frac{\gamma}{\delta}+\frac{\beta}{1-\alpha}+1\right)}{\Gamma\left(\frac{\gamma}{\delta}\right) \Gamma\left(\frac{\beta}{1-\alpha}+1\right)}, \quad \alpha<1 \tag{1.3}
\end{equation*}
$$

[^3]\[

$$
\begin{align*}
& =\frac{1}{2} \frac{\delta[\mathrm{a}(1-\alpha)]^{\frac{\gamma}{\delta}} \Gamma\left(\frac{\beta}{\alpha-1}\right)}{\Gamma\left(\frac{\gamma}{\delta}\right) \Gamma\left(\frac{\beta}{\alpha-1}-\frac{\gamma}{\delta}\right)} \text { for } \frac{1}{\alpha-1}-\frac{\gamma}{\delta}>0, \alpha<1  \tag{1.4}\\
& =\frac{1}{2} \frac{\delta(\mathrm{a} \beta)^{\frac{\gamma}{\delta}}}{\Gamma\left(\frac{\gamma}{\delta}\right)} \text { for } \alpha \rightarrow 1 \tag{1.5}
\end{align*}
$$
\]

remains in the extended generalized type - 1 beta family. The pathway density in (1.2) for $\alpha<1$, includes the extended type -1 beta density, the triangular density, the uniform density and many other p.d.f. For $\alpha>1$, we have

$$
\begin{equation*}
\mathrm{f}(\mathrm{x})=\mathrm{c}|\mathrm{x}|^{\gamma-1}\left[1+\mathrm{a}(\alpha-1)|\mathrm{x}|^{\delta}\right]^{-\frac{\beta}{\alpha-1}} \tag{1.6}
\end{equation*}
$$

where $\alpha>1, \delta>0, \beta \geq 0, \mathrm{x} \in(-\infty, \infty)$, which is extended generalized type 2 beta model for real $x$. It includes the type -2 beta density. The F-density, the Student- t density, the Cauchy density and many more.

Here it is considered only the case of pathway parameter $\alpha<1$. For $\alpha \rightarrow 0$ (1.2) and (1.6) take the exponential form, since

$$
\begin{gather*}
\lim _{\alpha \rightarrow 1} \mathrm{c}|\mathrm{x}|^{\gamma-1}\left[1-\mathrm{a}\left(1-\alpha|\mathrm{x}|^{\delta}\right]^{\frac{\eta}{1-\alpha}}=\lim _{\mathrm{x} \rightarrow 1} \mathrm{c}|\mathrm{x}|^{\gamma-1}\left[1+\mathrm{a}(\alpha-1)|\mathrm{x}|^{\delta}\right]^{-\frac{\eta}{\alpha-1}}\right. \\
=\mathrm{c}|\mathrm{x}|^{\gamma-1} \mathrm{e}^{-a \eta|\mathrm{x}|^{\delta}} \tag{1.7}
\end{gather*}
$$

This includes the generalized Gamma-, the Weibull -, the Chi-square, the Laplace, and the Maxwell-Boltzmann and other related densities,

$$
\text { when } \alpha \rightarrow 1\left[1-\frac{\mathrm{a}(1-\alpha) \mathrm{t}}{\mathrm{x}}\right]^{\frac{\eta}{1-\alpha}} \rightarrow d^{-\frac{\mathrm{a} \mathrm{\eta}}{\mathrm{x}} \mathrm{t}} \mathrm{U}
$$

the operator (1.1) reduces to the Laplace integral transform of f with parameter $\frac{\mathrm{a} \eta}{\mathrm{x}}$

$$
\begin{gathered}
\left(P_{0+}^{(\eta, 1)} f\right)(x)=x^{\eta} \int_{0}^{\infty} e^{-\frac{a \eta}{x} t} f(t) d t \\
=x^{\eta} \operatorname{Lt}\left(\frac{a \eta}{x}\right)
\end{gathered}
$$

when $\alpha=0, \mathrm{a}=1$, then replacing $\eta$ by $\eta-1$ in (1.1) the integral operator reduces to the Riemann-Liouville fractional integral operator.
Srivastava [15] introduced the general class of polynomials

$$
\begin{align*}
& \mathrm{S}_{\mathrm{n}}^{\mathrm{m}}[\mathrm{x}]=\sum_{\ell=0}^{[\mathrm{n} / \mathrm{m}]} \frac{(-\mathrm{n})}{\ell!} \mathrm{A}_{\mathrm{n}, \ell} \mathrm{x}^{\ell} \\
& =\psi_{1}(\ell) \ell=0,1,2, \ldots \tag{1.9}
\end{align*}
$$

when $m$ is an arbitrary positive integer and the coefficients $A_{n, \ell}(n, \ell \geq 0)$ are arbitrary constants, real or complex.
The following generalized M-series was introduced by Sharma and Jain [16]

$$
\begin{align*}
& \rho_{\rho}^{\alpha^{\prime}, \beta^{\prime}}{ }_{\sigma}(\mathrm{z})=\sum_{\mathrm{k}=0}^{\infty} \frac{\left(\mathrm{a}_{1}^{\prime}\right)_{k} \ldots\left(\mathrm{a}_{\rho}^{\prime}\right)_{k} z^{k}}{\left(\mathrm{~b}_{1}^{\prime}\right)_{\mathrm{k}} \ldots\left(\mathrm{~b}_{\sigma}^{\prime}\right)_{k} \Gamma\left(\alpha^{\prime} \mathrm{k}+\beta^{\prime}\right)} \\
& \quad=\psi_{2}(\mathrm{k}) \tag{1.10}
\end{align*}
$$

where $\mathrm{z}, \alpha^{\prime}, \beta^{\prime} \in \mathrm{C}, \operatorname{Re}\left(\alpha^{\prime}\right)>0, \forall \mathrm{z}$ if $\rho \leq \sigma,|\mathrm{z}|<\left(\alpha^{\prime}\right)^{\alpha^{\prime}}$, for other details see [16].
The series representation of Fox H-function [6] was studied by Skinbinski [14]

$$
\begin{align*}
& H_{P, Q}^{M, N}\left[z \left\lvert\, \begin{array}{c}
\binom{\left(e_{\mathrm{p}}, \mathrm{E}_{\mathrm{P}}\right)}{\left(\mathrm{f}_{\mathrm{Q}}, \mathrm{~F}_{\mathrm{Q}}\right)}
\end{array}\right.\right]=\sum_{\mathrm{h}=1}^{\mathrm{N}} \sum_{\mathrm{v}=0}^{\infty} \frac{(-1)^{\mathrm{v}} \chi(\xi)}{\mathrm{v}!\mathrm{E}_{\mathrm{h}}}\left(\frac{1}{\mathrm{z}}\right)^{\xi}, \\
& \xi=\frac{\mathrm{e}_{\mathrm{h}}-\mathrm{v}-1}{\mathrm{E}_{\mathrm{h}}} \text { and }(\mathrm{h}=1, \ldots, \mathrm{~N}) \tag{1.11}
\end{align*}
$$

and

$$
\begin{equation*}
\chi(\xi)=\frac{\prod_{j=1}^{M} \Gamma\left(f_{j}+F_{j} \xi\right) \prod_{\substack{j=1 \\ j \neq h}}^{N} \Gamma\left(1-e_{j}-E_{j} \xi\right)}{\prod_{j=m+1}^{Q} \Gamma\left(1-f_{j}-F_{j} \xi\right) \prod_{j=N+1}^{P} \Gamma\left(e_{j}+\xi E_{j}\right)} \tag{1.12}
\end{equation*}
$$

For convergence conditions and other details see [ ].
For the sake of brevity

$$
\begin{align*}
& \mathrm{T}_{1}=\sum_{1}^{\mathrm{N}} \mathrm{E}_{1}-\sum_{\mathrm{N}+1}^{\mathrm{P}} \mathrm{E}_{\mathrm{i}}+\sum_{1}^{\mathrm{M}} \mathrm{~F}_{\mathrm{i}}-\sum_{\mathrm{N}+1}^{\mathrm{Q}} \mathrm{~F}_{\mathrm{i}}  \tag{1.13}\\
& \mathrm{~T}_{2}=\sum_{1}^{\mathrm{n}} \alpha_{\mathrm{i}}-\sum_{\mathrm{n}+1}^{\mathrm{p}} \alpha_{i}+\sum_{1}^{\mathrm{m}} \beta_{\mathrm{i}}-\sum_{\mathrm{m}+1}^{\mathrm{q}} \beta_{\mathrm{i}} \tag{1.14}
\end{align*}
$$

## iI. Main Results

Theorem 1. Let $\eta, \omega \in C, \alpha<1, c, b, \in \operatorname{Re} \operatorname{Re}(\beta)>0, \operatorname{Re}(\delta)>0, \operatorname{Re}\left(1+\frac{h}{1-\alpha}\right)>0$, $\operatorname{Re}\left(\omega+\delta \frac{\mathrm{f}_{\mathrm{j}}}{\mathrm{F}_{\mathrm{j}}}\right)>0, \operatorname{Re}\left(\omega+\beta \frac{\mathrm{b}_{\mathrm{j}}^{\prime}}{\beta_{\mathrm{j}}^{\prime}}\right)>0,|\arg \mathrm{c}|<\frac{1}{2} \mathrm{~T}_{1} \pi,|\arg \mathrm{~b}|<\frac{1}{2} \mathrm{~T}_{2} \pi, \mathrm{~T}_{1}, \mathrm{~T}_{2}>0, \rho \leq \sigma$, $|\mathrm{d}|<\left(\alpha^{\prime}\right)^{\alpha^{\prime}}, \beta^{*}>0, \mathrm{~m}^{\prime}$ is an arbitrary positive integer and the coefficients $\mathrm{A}_{\mathrm{n}^{\prime}, \mathrm{R}}\left(\mathrm{n}^{\prime}, \ell \geq 0\right)$ are arbitrary constants, real or complex. Then

$$
\begin{align*}
& =\frac{\psi_{1}(\mathrm{k}) \psi_{2}(\ell)\left(\mathrm{d}^{\prime}\right)^{\ell} \mathrm{d}^{\mathrm{k}} \mathrm{x}^{\left.\eta+\omega+\beta^{* k-( } \beta^{\prime}\right)^{\ell}} \Gamma\left(1+\frac{\eta}{1-\alpha}\right)}{[\mathrm{a}(1-\alpha)]^{\omega-\beta * \mathrm{k}-\left(\beta^{\prime}\right)^{\ell} \Gamma(\alpha \mathrm{k}+\beta)}} \mathrm{H}_{\mathrm{P}, \mathrm{Q}}^{\mathrm{M}, \mathrm{~N}}\left[\frac{\mathrm{C} \mathrm{x}^{\delta}}{\mathrm{a}(1-\alpha)^{\delta}} \left\lvert\, \begin{array}{l}
\left(\mathrm{e}_{\mathrm{P}}, \mathrm{E}_{\mathrm{P}}\right) \\
\left(\mathrm{f}_{\mathrm{Q}}, \mathrm{~F}_{\mathrm{Q}}\right)
\end{array}\right.\right] \\
& H_{p+1, q+1}^{m, n+1}\left[\frac{\mathrm{~b} \mathrm{x}^{\beta}}{\mathrm{a}(1-\alpha)^{\beta}} \left\lvert\, \begin{array}{l}
\left(1-\omega+\delta+\beta * \mathrm{k}+\left(\beta^{\prime}\right) \ell, \beta\right),\left(\mathrm{a}_{\mathrm{p}}, \alpha_{\mathrm{p}}\right) \\
\left(\mathrm{b}_{\mathrm{q}}, \beta \mathrm{q},,\left(-\omega+\delta+\beta * \mathrm{k}+\left(\beta^{\prime}\right) \ell-\frac{\eta}{1-\alpha}, \beta\right)\right.
\end{array}\right.\right] . \tag{2.1}
\end{align*}
$$

Proof. Making use of (1.9), (1.10), (1.11) and (1.1) with applying a known result [1], we find the required result.
Theorem 2. Let $\eta, \gamma, \delta, \beta, \mathrm{T}_{1}, \mathrm{~T}_{2}>0, \operatorname{Re}(\eta)>0, \operatorname{Re}(\gamma)>0, \operatorname{Re}(\omega)>0$,

$$
\operatorname{Re}\left(1+\frac{\eta}{1-\alpha}\right)>\operatorname{Max} .[0,-\operatorname{Re}(\omega)], b, c \in R, \alpha<1, \operatorname{Re}\left(\omega+\delta \frac{f_{j}}{F_{j}}\right)>0, j=1, \ldots, M
$$

$|\arg \mathrm{c}|<\frac{1}{2} \mathrm{~T}_{1} \pi, \rho \leq \sigma,|\mathrm{d}|<\left(\alpha^{\prime}\right)^{\alpha^{\prime}}, \beta^{*}, \beta^{\prime}>0, \mathrm{~m}^{\prime}$ is an arbitrary positive integer and the coefficients $A_{n^{\prime}, \ell}\left(\mathrm{n}^{\prime}, \ell \geq 0\right)$ are arbitrary constants, real or complex. Then

$$
\begin{aligned}
& P_{0+}^{(\eta, \alpha)}\left\{t^{\omega-1}{ }_{\rho}^{\alpha^{\prime}, \beta^{\prime}} M_{\sigma}\left[d^{-\beta^{*}}\right] S_{n^{\prime}}^{m^{\prime}}\left[d^{\prime} t^{-\beta^{\prime \prime}}\right] H_{P, Q}^{M, N}\left[c t^{\delta} \left\lvert\, \begin{array}{c}
\left(e_{P}, E_{P}\right) \\
\left(f_{Q}, F_{Q}\right)
\end{array}\right.\right] E_{\beta, \rho}^{\gamma}\left(b t^{\beta}\right)\right\} \\
& =\frac{\psi_{1}(\mathrm{k}) \psi_{2}(\ell)\left(\mathrm{d}^{\prime}\right)^{\ell} \mathrm{d}^{\mathrm{k}} \mathrm{x}^{\eta+\omega+\beta * \mathrm{k}-\left(\beta^{\prime}\right)^{\ell}} \Gamma\left(1+\frac{\eta}{1-\alpha}\right)}{\Gamma(\gamma) \Gamma[\mathrm{a}(1-\alpha)]^{\omega-\beta * \mathrm{k}-\left(\beta^{\prime}\right)^{\ell} \Gamma(\alpha \mathrm{k}+\beta)}} \mathrm{H}_{\mathrm{P}, \mathrm{Q}}^{\mathrm{M}, \mathrm{~N}}\left[\frac{\mathrm{c} \mathrm{x}^{\delta}}{\mathrm{a}(1-\alpha)^{\delta}} \left\lvert\, \begin{array}{l}
\left(\mathrm{e}_{\mathrm{P}}, \mathrm{E}_{\mathrm{P}}\right) \\
\left(\mathrm{f}_{\mathrm{Q}}, \mathrm{~F}_{\mathrm{Q}}\right)
\end{array}\right.\right]
\end{aligned}
$$

where $\mathrm{E}_{\beta, \omega}^{\gamma}(\mathrm{b})$ is the generalized Mittag-Leffler function (see [8],[10]).
Proof. The result in (2.2) can be obtained from Theorem 1 by putting $\mathrm{m}=1=\eta, \mathrm{p}=1$, $q=2, b_{1}=0, \beta_{1}=1, b_{2}=1-\omega, \beta_{2}=\beta, \alpha_{1}=1-\gamma$ and $\alpha_{1}=1$. We get the desired result
Theorem 3. Let $\eta, \gamma, v \in C, \delta>0, \alpha<1, \rho \leq \sigma,|d|<\left(\alpha^{\prime}\right)^{\alpha^{\prime}}, \operatorname{Re}(\eta)>0, c \in R$,

$$
\operatorname{Re}(\gamma+\mathrm{v})>0, \operatorname{Re}\left(1+\frac{\eta}{1-\alpha}\right)>0, \operatorname{Re}\left(\gamma+\delta \frac{\mathrm{f}_{\mathrm{j}}}{\mathrm{~F}_{\mathrm{j}}}\right)>0, \mathrm{j}=1, \ldots, \mathrm{M},|\arg \mathrm{c}|<\frac{1}{2} \mathrm{~T}_{1} \pi, \mathrm{~T}_{1}>0,
$$

$\beta^{*}, \beta^{\prime}>0, m^{\prime}$ is an arbitrary positive integer and the coefficients $A_{n^{\prime}, \ell}\left(n^{\prime}, \ell \geq 0\right)$ are arbitrary constants, real or complex. Then

$$
\begin{align*}
& P_{0+}^{(\eta, \alpha)}\left\{\left(\frac{\mathrm{t}}{2}\right)^{\gamma-1}{ }_{\rho}^{\alpha^{\prime}, \beta^{\prime}} \mathrm{M}_{\sigma}\left[\mathrm{d}\left(\frac{\mathrm{t}}{2}\right)^{\beta^{*}}\right] \mathrm{S}_{\mathrm{n}^{\prime}}^{\mathrm{m}^{\prime}}\left[\mathrm{d}^{\prime}\left(\frac{\mathrm{t}}{2}\right)^{\beta^{\prime \prime}}\right] H_{P, Q}^{M, \mathrm{~N}}\left[\mathrm{C}\left(\frac{\mathrm{t}}{2}\right)^{\delta} \left\lvert\, \begin{array}{l}
\left(\mathrm{e}_{\mathrm{P}}, \mathrm{E}_{\mathrm{P}}\right) \\
\left(\mathrm{f}_{\mathrm{Q}}, \mathrm{~F}_{\mathrm{Q}}\right)
\end{array}\right.\right] \mathrm{J}_{\mathrm{v}}(\mathrm{t})\right\} \\
& =\frac{\psi_{1}(\mathrm{k}) \psi_{2}(\ell) \mathrm{d}^{\mathrm{k}}\left(\mathrm{~d}^{\prime}\right)^{\ell} \mathrm{x}^{\eta+\gamma+\mathrm{v}-\beta * \mathrm{k}-\left(\beta^{\prime}\right)^{\ell}} \Gamma\left(1+\frac{\eta}{1-\alpha}\right)}{\Gamma[\mathrm{a}(1-\alpha)]^{\gamma+\mathrm{v}-\beta * \mathrm{k}-\left(\beta^{\prime}\right)^{\ell}} 2^{\gamma+\mathrm{v}+\eta-\beta * \mathrm{k}-\left(\beta^{\prime}\right)^{\ell}}} \mathrm{H}_{\mathrm{P}, \mathrm{Q}}^{\mathrm{M}, \mathrm{~N}}\left[\frac{\mathrm{c} \mathrm{X}^{\delta}}{\mathrm{a}(1-\alpha)^{\delta}} \left\lvert\, \begin{array}{l}
\left(\begin{array}{c}
\left.\mathrm{e}_{\mathrm{P}}, \mathrm{E}_{\mathrm{P}}\right) \\
\left(\mathrm{f}_{\mathrm{Q}}, \mathrm{~F}_{\mathrm{Q}}\right)
\end{array}\right]
\end{array}\right.\right] \\
& \cdot{ }_{1} \psi_{2}\left[-\frac{\mathrm{x}^{2}}{4 \mathrm{a}^{2}(1-\alpha)^{2}} \left\lvert\, \begin{array}{l}
\left(\gamma+\mathrm{v}-\delta-\beta * \mathrm{k}+\left(\beta^{\prime}\right) \ell, 2\right) \\
\left(1+\gamma+\mathrm{v}-\delta-\beta * \mathrm{k}-\left(\beta^{\prime}\right) \ell+\frac{\eta}{1-\alpha}, 2\right),(\mathrm{v}+1,1)
\end{array}\right.\right] \tag{2.3}
\end{align*}
$$

Here ${ }_{\mathrm{p}} \Psi_{\mathrm{q}}$ denotes the generalized Wright hypergeometric function ([17], [18]).
Proof. The result in (2.3) can be established by letting $p=0, q=-2, n=0, m=1, b_{1}=$ $0, \quad \beta_{1}=1, \mathrm{~b}_{2}=-\mathrm{v}, \beta_{2}=1, \omega=\gamma+\mathrm{v}, \mathrm{b}^{\prime}=1, \beta=2$ and replacing t by $\frac{\mathrm{t}}{2} \quad$ after $\quad$ a little simplification, we get the required result.

## III. Special Cases

1. Putting $\beta^{*} \rightarrow 0, \delta \rightarrow 0$ in the result (2.1), we find a result recently derived by Chaurasia and Ghiya [1] when making $\rho, \rho_{1}$ and $\rho_{2} \rightarrow 0$.
2. Letting $\beta^{*} \rightarrow 0, n^{\prime} \rightarrow 0$ in (2.1) through (2.3), we get the results recently obtained by Chaurasia and Gill [2].
3. Taking $\mathrm{n}^{\prime} \rightarrow 0$ in the results (2.1) through (2.3), we get the results recently established by Chaurasia and Singh [4].
4. Giving suitable values to the parameters in the results (2.1) through (2.3), we have the results recently derived by Nair [13].

A large number of simpler corresponding results involving simpler functions can be obtained easily merely by specializing the parameters in then.
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# The Integration of Certain Products of Special Functions 

Saroj Kumari

Abstract - The aim of the present paper is to obtain a finite integral involving a product of Fujiwara's polynomial [7], M -series [15], a general class of polynomial [10], with the H -function of several complex variables [11]. The results are quite general in nature hence encompass many new, known and unknown results hitherto in the literature.

## I. Introduction

Srivastava [10] introduced a general class of polynomials (see also Srivastava and Singh [14])

$$
\begin{align*}
& S_{q}^{\mathrm{p}}[\mathrm{x}]=\sum_{\mathrm{s}=0}^{[\mathrm{q} / \mathrm{p}]} \frac{(-\mathrm{q})_{\mathrm{ps}}}{\mathrm{~s}!} A_{\mathrm{q}, \mathrm{~s}} \mathrm{x}^{\mathrm{s}}, \\
& =\Phi_{3}(\mathrm{~s}) \quad \mathrm{q}=0,1,2, \ldots \tag{1.1}
\end{align*}
$$

where $p$ is an arbitrary positive integer and the coefficients $A_{q, s}(q, s \geq 0)$ are arbitrary coefficients, real or complex.

The series representation of the multivariable H -function (Srivastava and Panda [11]) studied by Olkha and Chaurasia ([8], [9]) is given as follows:

$$
\begin{aligned}
& \mathrm{H}\left[\mathrm{z}_{1}, \ldots, \mathrm{Z}_{\mathrm{r}}\right]=\mathrm{H}^{0, \lambda^{\prime}:\left(\mathrm{u}^{\prime}, \mathrm{v}^{\prime}\right) ; \ldots ;\left(\mathrm{u}^{(\mathrm{r})}, \mathrm{v}^{(\mathrm{r})}\right)} \begin{array}{l}
\mathrm{A}^{\prime}, \mathrm{C}^{\prime}:\left[\mathrm{B}^{\prime}, \mathrm{D}^{\prime}\right] ; \ldots ;\left[\mathrm{B}^{(\mathrm{r})}, \mathrm{D}^{(\mathrm{r})}\right]
\end{array} \\
& {\left[\begin{array}{l}
{\left[(\mathrm{a}): \theta^{\prime}, \ldots, \theta^{(\mathrm{r})}\right]:\left[\mathrm{b}^{\prime}: \phi^{\prime}\right] ; \ldots ;\left[\mathrm{b}^{(\mathrm{r})}: \phi^{(\mathrm{r})}\right] ;} \\
{\left[(\mathrm{c}): \psi_{1}, \ldots, \psi^{(\mathrm{r})}\right]:\left[\mathrm{d}^{\prime}: \delta^{\prime}\right] ; \ldots ;\left[\mathrm{d}^{(\mathrm{r})}: \delta^{(\mathrm{r})}\right] ;}
\end{array} \mathrm{Z}_{1}, \ldots, \mathrm{Z}_{\mathrm{r}}\right]} \\
& =\sum_{m_{i}=1}^{u^{(i)}} \sum_{n_{i}=0}^{\infty} \Phi_{1} \Phi_{2} \frac{\prod_{i=1}^{r}\left(z_{i}\right)^{U_{i}}(-1)^{\sum_{i=1}^{r}\left(n_{i}\right)}}{\prod_{i=1}^{r}\left(\delta_{m_{i}}^{(i)}\right) n_{i}!}
\end{aligned}
$$

[^4]where
\[

$$
\begin{equation*}
\Phi_{1}=\frac{\prod_{j=1}^{\lambda^{\prime}} \Gamma\left[1-a_{j}+\sum_{i=1}^{r} \theta_{j}^{(i)} U_{i}\right]}{\prod_{j=\lambda^{\prime}+1}^{A^{\prime}} \Gamma\left[a_{j}-\sum_{i=1}^{r} \theta_{j}^{(i)} U_{i}\right] \prod_{j=1}^{C^{\prime}}\left[1-c_{j}+\sum_{i=1}^{r} \psi_{j}^{(i)} U_{i}\right]}, \tag{1.3}
\end{equation*}
$$

\]

$$
\Phi_{2}=\frac{\prod_{\substack{j=1 \\ j \neq m_{i}}}^{u^{(i)}} \Gamma\left(d_{j}^{(i)}-\delta_{j}^{(i)} U_{i}\right) \prod_{j=1}^{v^{(i)}} \Gamma\left(1-b_{j}^{(i)}+\phi_{j}^{(i)} U_{i}\right)}{\prod_{j=u^{(i)}+1}^{D^{(i)}} \Gamma\left(1-d_{j}^{(i)}+\delta_{j}^{(i)} U_{i}\right) \prod_{j=v^{(i)}+1}^{B^{(i)}} \Gamma\left(b_{j}^{(i)}-\phi_{j}^{(i)} U_{i}\right)}
$$

## Ref.

Srivastava and Panda [12] introduced the multivariable H-function as follows:

$$
\left.\begin{array}{c}
\mathrm{H}\left[\mathrm{y}_{1}, \ldots, \mathrm{y}_{\mathrm{R}}\right]=\mathrm{H}_{\mathrm{A}, \mathrm{C}:\left[\mathrm{M}^{\prime}, \mathrm{N}^{\prime}\right] ; \ldots ;\left[\mathrm{M}^{(\mathrm{R})}, \mathrm{N}^{(\mathrm{R})}\right]}^{0, \lambda:\left(\alpha^{\prime}, \beta^{\prime}\right) ; \ldots ;\left(\alpha^{(\mathrm{R})} \beta^{(\mathrm{R})}\right)} \\
{\left[\begin{array}{l}
{\left[(\mathrm{g}): \gamma^{\prime} ; \ldots ; \gamma^{(\mathrm{R})}\right]:\left[\mathrm{q}^{\prime} \cdot \eta^{\prime}\right] ; \ldots ;\left[\mathrm{q}^{(\mathrm{R})}, \eta^{(\mathrm{R})}\right] ;} \\
\left.(\mathrm{f}): \xi^{\prime} ; \ldots ; \xi^{(\mathrm{R})}\right]:\left[\mathrm{p}^{\prime}, \epsilon^{\prime}\right) ; \ldots ;\left[\mathrm{p}^{(\mathrm{R})}, \epsilon^{(\mathrm{R})}\right] ;
\end{array} \mathrm{y}_{1}, \ldots, \mathrm{y}_{\mathrm{R}}\right.} \tag{1.9}
\end{array}\right] .
$$

For the sake of brevity

$$
\begin{gather*}
T_{i}=\sum_{j=1}^{\lambda} \gamma_{j}^{(i)}-\sum_{j=1}^{C} \xi_{j}^{(i)}+\sum_{j=1}^{M^{(i)}} \eta_{j}^{(i)}-\sum_{j=1}^{N^{(i)}} \epsilon_{j}^{(i)} \leq 0,  \tag{1.10}\\
\Omega_{i}=\sum_{j=\lambda+1}^{A} \gamma_{j}^{(i)}-\sum_{j=1}^{C} \xi_{j}^{(i)}+\sum_{j=1}^{\beta^{(i)}} \eta_{j}^{(i)}-\sum_{j=\beta^{(i)}+1}^{M_{j}^{(i)}} \eta_{j}^{(i)}+\sum_{j=1}^{\alpha^{(i)}} \epsilon_{j}^{(i)}-\sum_{j=\alpha^{(i)}+1}^{N^{(i)}} \epsilon_{j}^{(i)}>0 \tag{1.11}
\end{gather*}
$$

$$
\begin{gather*}
\left|\arg \left(\mathrm{y}_{\mathrm{i}}\right)\right|<\frac{1}{2} \Omega_{\mathrm{i}} \pi, \forall=1, \ldots, \mathrm{R}  \tag{1.12}\\
\alpha  \tag{1.13}\\
\mathrm{p}^{\prime} \mathrm{M}_{\mathrm{q}^{\prime}}[\mathrm{y}]=\sum_{\mathrm{s}^{\prime}=0}^{\infty} \frac{\left(\mathrm{a}_{1}\right)_{\mathrm{s}^{\prime}} \ldots\left(\mathrm{a}_{\mathrm{p}^{\prime}}\right)_{\mathrm{s}^{\prime}}}{\left(\mathrm{b}_{1}\right)_{\mathrm{s}^{\prime}} \ldots\left(\mathrm{b}_{\mathrm{q}^{\prime}}\right)_{\mathrm{s}^{\prime}}} \frac{\mathrm{y}^{\mathrm{s}^{\prime}}}{\Gamma\left(\alpha \mathrm{s}^{\prime}+1\right)}
\end{gather*}
$$

Here $\alpha \in \mathrm{C}, \operatorname{Re}(\alpha)>0,\left(\mathrm{a}_{\mathrm{j}}\right)_{\mathrm{k}^{\prime}},\left(\mathrm{b}_{\mathrm{j}}\right)_{\mathrm{k}^{\prime}}$ are the Pochammer symbols. The series in (1.13) is defined when none of the parameters $\mathrm{b}_{\mathrm{j}} \mathrm{s}, \mathrm{j}=1,2, \ldots, \mathrm{q}$, is a negative integer or zero. If any numerator parameter $\mathrm{a}_{\mathrm{j}}$ is negative integer or zero, then the series terminates to a polynomial in $y$. The series is convergent if $p^{\prime} \leq q^{\prime}$ and $-y-<1$. For other details see [ ].

## iI. Main Theorem

The transformation is valid under the following conditions:
(i) $h_{i}, h_{i}^{\prime}, T_{i}, \Omega_{i}, D^{*}=\tau(b-a), k>0, i=1, \ldots, R, i^{\prime}=1, \ldots, r, k^{\prime}>0$
(ii) $\operatorname{Re}(\rho)>-1, \operatorname{Re}\left(\sigma+\sum_{\mathrm{i}=1}^{\mathrm{R}} \mathrm{h}_{\mathrm{i}} \frac{\mathrm{p}_{\mathrm{j}}^{(\mathrm{i})}}{\epsilon_{\mathrm{j}}^{(\mathrm{i})}}+\sum_{\mathrm{i}^{\prime}=1}^{\mathrm{r}} \mathrm{h}_{\mathrm{i}^{\prime}}^{\prime} \frac{\mathrm{d}^{(\mathrm{i})}}{\delta_{j}^{(\mathrm{i})}}\right)>-1$
(iii) $\quad F_{n}(\rho, \omega ; t)$ is Fujiwar's polynomial $[7]$.
(iv) p is an arbitrary positive integer and the coefficients $\mathrm{A}_{\mathrm{q}, \mathrm{s}}(\mathrm{q}, \mathrm{s} \geq 0)$ are arbitrary coefficients, real or complex.
(v) $\left|\arg \left(y_{i}\right)\right|<\frac{1}{2} \Omega_{i}, T_{i}, \Omega_{i}$ are given in (1.10) and (1.11).
(vi) $\quad \mathrm{p}^{\prime} \leq \mathrm{q}^{\prime},|\mathrm{y}|<1$.

Thus, the following transformation holds

$$
\begin{gathered}
\int_{a}^{b}(t-a)^{\rho}(b-t)^{\sigma} F_{n}(\rho, \omega ; t) S_{q}^{p}\left[x(b-t)^{k}\right]_{p^{\prime}}^{M_{q^{\prime}}^{\alpha}}\left[y(b-t)^{k^{\prime}}\right] \\
. H\left[z_{1}(b-t)^{h^{\prime}}, \ldots, z_{r}(b-t)^{h^{\prime}}\right] H\left[y_{1}(b-t)^{h}, y_{R}(b-t)^{h_{R}}\right] d t \\
=\sum_{m_{i}=1}^{u^{(i)}} \sum_{n_{i}=0}^{\infty} \Phi_{1} \Phi_{2} \Phi_{3}(s) \Phi_{4}\left(s^{\prime}\right) \Gamma(1+\rho+n)(b-a)^{\rho+\sigma+1+\sum_{i=1}^{r} h_{i}^{\prime} U_{i}+k_{s}+k^{\prime} s^{\prime}} \\
\frac{(-1)^{i=1}}{\sum_{i}^{r}\left(n_{i}\right)+n+k s+k^{\prime} s^{\prime}} \prod_{i=1}^{r}\left(z_{i}\right)^{U_{i}}\left(D^{*}\right)^{\eta} \\
\prod_{i=1}^{r}\left(\left(\delta_{m_{i}}^{(i)}\right) n_{i}!\right) n!
\end{gathered}
$$

$$
\begin{align*}
& \begin{array}{c}
\mathrm{H}^{0, \lambda+2} \quad:\left(\alpha^{\prime}, \beta^{\prime}\right) ; \ldots ;\left(\alpha^{(\mathrm{R})}{ }_{\left., \beta^{(\mathrm{R})}\right)}^{\mathrm{A}+2, \mathrm{C}+2:\left[\mathrm{M}^{\prime}, \mathrm{N}^{\prime}\right] ; \ldots ;\left[\mathrm{M}^{(\mathrm{R})}, \mathrm{N}^{(\mathrm{R})}\right]}\right]
\end{array} \\
& {\left[\omega-\sigma-\sum_{i=1}^{r} h_{i}^{\prime} U_{i}-k s-k^{\prime} s^{\prime}: h_{1}, \ldots, h_{R}\right],\left[-\sigma-\sum_{i=1}^{r} h_{i}^{\prime} U_{i}-k s-k^{\prime} s^{\prime}: h_{1}, \ldots, h_{r}\right],} \\
& {\left[\omega+n-\sigma-\sum_{i=1}^{r} h_{i}^{\prime} U_{i}-k s-k^{\prime} s^{\prime}: h_{1}, \ldots, h_{R}\right],\left[-1-\rho-n-\sigma-\sum_{i=1}^{r} h_{i}^{\prime} U_{i}-k s-k^{\prime} s: h_{1}, \ldots, h_{R}\right],} \\
& \begin{array}{l}
\left.\left[(\mathrm{g}): \gamma^{\prime}, \ldots, \gamma^{(\mathrm{R})}\right]:\left[\mathrm{q}^{\prime}: \eta^{\prime}\right] ; \ldots ;\left[\mathrm{q}^{(\mathrm{R})}, \eta^{(\mathrm{R})}\right] ; y_{1}(\mathrm{~b}-\mathrm{a})^{\mathrm{h}_{1}}, \ldots, \mathrm{y}_{\mathrm{R}}(\mathrm{~b}-\mathrm{a})^{\mathrm{h}_{\mathrm{R}}}\right] . \\
{\left[(\mathrm{f}): \xi^{\prime}, \ldots, \xi^{(\mathrm{R})}\right]:\left[\mathrm{p}^{\prime}: \epsilon^{\prime}\right] ; \ldots ;\left[\mathrm{p}^{(\mathrm{R})}, \epsilon^{(\mathrm{R})}\right] ;}
\end{array} \tag{2.1}
\end{align*}
$$

To derive (2.1), we express the general class of polynomials, M-series, the multivariable H -function in series form with the help of (1.2), (1.1) and (1.13) and then changing the order of integration and summation which is valid with the conditions stated and evaluating the remaining integral with the help of a known result of Chaurasia and Sharma ([2], p.269, eqn. (2.1)), we arrive at the desired result.

## IV. Special Cases

(i) Assigning suitable values to the parameters with appealing to a known result ([11], p.139, eqn.(4.11)), after a little simplification, we have the following result

## Theorem (A)

The transformation is valid under the following conditions
(a) $\operatorname{Re}(\rho)>-1, \operatorname{Re}(\sigma)>-1$
(b) $\quad h_{j}>0, h_{i^{\prime}}^{\prime}>0, k>0, k^{\prime}>0, j=1, \ldots, R, i^{\prime}=1, \ldots, r, D^{*}=\tau(b-a)$ where

$$
\Delta_{j}=1+\sum_{i=1}^{\mu} \xi_{i}^{(j)}+\sum_{i=1}^{B^{(j)}} \epsilon_{i}^{(j)}-\sum_{i=1}^{\lambda} \gamma_{i}^{(j)}-\sum_{i=1}^{\alpha^{(j)}} \eta_{i}^{(j)} \quad(j=1, \ldots, R)
$$

(c) The equality holds when $-y_{j}-<L_{j}, j=1, \ldots, R$ with the $L_{j}$ defined by equation (5.3), p. 157 in [12].
(d) $p$ is an positive integer and the coefficients $A_{q, s}(q, s \geq 0)$ are arbitrary coefficients, real or complex.
(e) $\quad F_{n}(\rho, \omega ; t)$ is Fujiwara polynomial [7].
(f) $\quad \mathrm{p}^{\prime} \leq \mathrm{q}^{\prime}$ and $|\mathrm{y}|<1$.

$$
\int_{a}^{b}(t-a)^{\rho}(b-t)^{\sigma} F_{n}(\rho, \omega ; t) S_{q}^{p}\left[x(b-t)^{k}\right]_{p^{\prime}} M_{q^{\prime}}^{\alpha}\left[y(b-t)^{k^{\prime}}\right]
$$

$$
\begin{aligned}
& . F_{C: D^{\prime} ; \ldots ; D^{(r)}}^{A: B^{\prime} ; \ldots ; B^{(r)}}\left[z_{1}(b-t)^{h^{\prime}}, \ldots, z_{r}(b-t)^{\mathrm{h}^{\prime}}\right] \\
& . F_{\mu: \beta^{\prime} ;, \ldots, \beta^{(R)}}^{\lambda: \alpha^{\prime} ; \ldots ; \alpha^{(R)}}\left[y_{1}(b-t)^{h_{1}}, \ldots, y_{R}(b-t)^{h_{R}}\right] d t
\end{aligned}
$$

$$
=\sum_{m_{1}, \ldots, m_{r}=0}^{\infty} \Phi_{3}(\mathrm{~s}) \Phi_{4}\left(\mathrm{~s}^{\prime}\right) \frac{\prod_{\mathrm{i}=1}^{\mathrm{A}}\left(\mathrm{a}_{\mathrm{i}}\right)_{\mathrm{m}_{1} \theta_{1}+\ldots+\mathrm{m}_{\mathrm{r}} \theta_{\mathrm{i}}^{(\mathrm{r})}} \prod_{\mathrm{i}=1}^{\mathrm{B}^{\prime}}\left(\mathrm{b}^{\prime}\right)_{\mathrm{m}_{1} \phi_{\mathrm{i}}} \ldots}{\prod_{\mathrm{i}=1}^{\mathrm{C}}(\mathrm{c})_{m_{1} \psi_{1}+\ldots+\mathrm{m}_{\mathrm{r}} \psi_{\mathrm{i}}^{(\mathrm{rr}}} \prod_{\mathrm{i}=1}^{\mathrm{D}^{\prime}}\left(\mathrm{d}^{\prime}\right)_{m_{1} \delta_{i}^{\prime}} \ldots}
$$

$$
\cdot \frac{\prod_{i=1}^{B^{(r)}}\left(b_{i}^{(r)}\right)_{m_{r} \phi_{i}^{(r)}}}{\prod_{i=1}^{D_{1}^{(r)}}\left(d_{i}^{(r)}\right)_{m_{r} \delta_{i}^{(t)}}^{m_{1}}} \frac{z_{1}!}{m_{1}!} \ldots \frac{z_{r}^{m_{r}}}{m_{r}!} \frac{(-1)^{n}}{n!}(b-a)^{=r+s+1+\sum_{i=1}^{r} h^{\prime} m_{i}+s k+s^{\prime} k^{\prime}}
$$

$$
\frac{\left.\Gamma(1+\rho+\mathrm{n}) \Gamma\left(1+\sigma+\sum_{\mathrm{i}=1}^{\mathrm{r}} \mathrm{~h}^{\prime} \mathrm{m}_{\mathrm{i}}+\mathrm{sk}+\mathrm{s}^{\prime} \mathrm{k}^{\prime}\right)\right)}{\left.\Gamma\left(1+\sigma-\omega-\mathrm{n}+\sum_{\mathrm{i}=1}^{\mathrm{r}} \mathrm{~h}^{\prime} \mathrm{m}_{\mathrm{i}}+\mathrm{sk}+\mathrm{s}^{\prime} \mathrm{k}^{\prime}\right)\right)}
$$

$$
\cdot \frac{\Gamma\left(1+\sigma-\omega+\sum_{i=1}^{r} h^{\prime} m_{i}+s k+s^{\prime} k^{\prime}\right)}{\Gamma\left(1+\omega+\mathrm{n}+\sigma+\sum_{i=1}^{r} h^{\prime} m_{i}+s k+s^{\prime} k^{\prime}\right)}
$$

$$
. \mathrm{F}_{\mu+2: \beta^{\prime} ; \ldots ; \beta^{(\mathrm{R})}}^{\lambda+2: \alpha^{\prime} ; \ldots ; \alpha^{(\mathrm{R})}}\left[\begin{array}{l}
{\left[1+\sigma+\sum_{\mathrm{i}=1}^{\mathrm{r}} \mathrm{~h}^{\prime} \mathrm{m}_{\mathrm{i}}+\mathrm{sk}+\mathrm{s}^{\prime} \mathrm{k}^{\prime}: \mathrm{h}_{1}, \ldots, \mathrm{~h}_{\mathrm{R}} \mathrm{R}\right]}
\end{array}\right],
$$

$$
\left[1+\sigma-\omega+\sum_{i=1}^{\mathrm{r}} \mathrm{~h}^{\prime} m_{\mathrm{i}}+\mathrm{sk}+s^{\prime} \mathrm{k}^{\prime}: \mathrm{h}_{1}, \ldots, \mathrm{~h}_{\mathrm{R}}\right],\left[(\mathrm{g}): \gamma^{\prime}, \ldots, \gamma^{(\mathrm{R})}\right]:\left[(\mathrm{q}): \eta^{\prime}\right] ; \ldots\left[\left(\mathrm{q}^{(\mathrm{R})}: \eta^{(\mathrm{R})}\right] ;\right.
$$

(ii) Taking $\mathrm{r}=1=\mathrm{R}$ in (2.1), we have the following result

## Theorem (B)

The transformation is valid under the following conditions
(a) $\operatorname{Re}(1+\rho)>0, h, h^{\prime}, k, k^{\prime}, T>0,|\arg (y)|<\frac{1}{2} T \pi, D^{*}=\tau(b-a)$
(b) $\operatorname{Re}\left(\sigma+h^{\prime} \frac{p_{j}}{\epsilon_{j}}+h \frac{d_{j^{\prime}}}{\delta_{j^{\prime}}}+1\right)>0, j=1, \ldots, u, j^{\prime}=1, \ldots, \alpha$.
(c) $p$ is an positive integer and the coefficient $A_{q, s}(q, s \geq 0)$ are arbitrary
(d) $\quad F_{n}(\rho, \omega ; t)$ is Fujiwara polynomial [7].
(e) $\quad \mathrm{p}^{\prime} \leq \mathrm{q}^{\prime}$ and $|\mathrm{y}|<1$.

Thus, the following transformation holds

$$
\begin{align*}
& \int_{a}^{b}(t-a)^{\rho}(b-t)^{\sigma} F_{n}(\rho, \omega ; t) S_{q}^{p}\left[x(b-t)^{k}\right]_{p^{\prime}} M_{q^{\prime}}^{\alpha}\left[y(b-t)^{k^{\prime}}\right] \\
& . H_{B, D}^{u, v}\left[\left.\begin{array}{l}
{\left[b^{\prime}: \phi\right]} \\
{\left[d^{\prime}: \delta\right]}
\end{array} \right\rvert\, z(b-t)^{h^{\prime}}\right] H_{M, N}^{\alpha^{\prime}, \beta^{\prime}}\left[\left.\begin{array}{l}
{\left[q^{\prime}:: \eta\right.} \\
{\left[p^{\prime}:: \in\right.}
\end{array} \right\rvert\, y^{\prime}(b-t)^{h}\right] d t \\
& =\sum_{m_{1}=0}^{u} \sum_{n_{1}=0}^{\infty} \Phi_{1}^{*} \Phi_{3}(\mathrm{~s}) \Phi_{4}\left(\mathrm{~s}^{\prime}\right)(-1)^{\mathrm{n}_{1}} \mathrm{z}^{\mathrm{U}}\left(\mathrm{D}^{*}\right)^{\mathrm{n}} \frac{(\mathrm{~b}-\mathrm{a})^{\rho+\sigma+1+h^{\prime} \mathrm{U}+\mathrm{sk}+\mathrm{s}^{\prime} \mathrm{k}^{\prime}} \Gamma(1+\rho+\mathrm{n})}{\mathrm{n}!\mathrm{n}_{1}!\delta n_{1}} \\
& . H_{M+2, N+2}^{\alpha, \beta+2}\left[\begin{array}{l}
{\left[\omega-\sigma-h^{\prime} U-s k-s^{\prime} k: h\right],\left[-\sigma-h^{\prime} U-s k-s^{\prime} k^{\prime}: h\right],\left[b b^{\prime}: \phi\right] ;} \\
{\left[(d: \delta],\left[\omega+n-\sigma-\eta^{\prime} U-s k-s^{\prime} k^{\prime}: h\right],\left[-1-\rho-\eta-\sigma-h^{\prime} U-s k-s^{\prime} k^{\prime}: h\right] ;\right.}
\end{array} y^{\prime}(b-a)^{h}\right] . \tag{4.2}
\end{align*}
$$

(iii) When $\mathrm{k}^{\prime} \rightarrow 0, \mathrm{q} \rightarrow 0$, the result in (2.1), (4.1) and (4.2) reduce to the result obtained by Chaurasia and Chand [3].
(iv) Putting $\mathrm{q} \rightarrow 0, \mathrm{~h}_{\mathrm{i}}^{\prime} \rightarrow 1, \mathrm{y} \rightarrow 0, \mathrm{i}=1, \ldots, \mathrm{r}$ in (2), we have a result due to Chaurasia and Sharma [3].
(v) The results derived by the equations (3.2) and (3.3) in [2] can be obtained from our results.
(vi) Setting $\mathrm{a}=-1, \mathrm{~b}=1=\lambda, \mathrm{q} \rightarrow 0, \mathrm{y} \rightarrow 0, \mathrm{~h}_{\mathrm{i}}^{\prime}=1, \mathrm{i}=1, \ldots, \mathrm{r}$ in (2.1), we get a known result of Srivastava and Panda [11].
(vii) Taking $\mathrm{q} \rightarrow 0, \mathrm{y} \rightarrow 0, \mathrm{~h}_{\mathrm{i}}^{\prime}=1, \mathrm{i}=1, \ldots, \mathrm{r}$ the result in (4.1) reduces to a known result derived by Chaurasia and Sharma in [3].
(viii) The results (2.1),(4.1) and (4.2) established by Chaurasia and Singh in [4] can be reduced as a particular cases of our results.

A great number of interesting transformation formulae as special cases of our results can be derived, but we omit them here for lack of space.
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# On Certain Indefinite Elliptic Integrals 

Salahuddin ${ }^{\alpha}$ \& M. P. Chaudhary ${ }^{\sigma}$

## Abstract - In this paper we have developed some formulae related to indefinite integrals in association with Hypergeometric functions.
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## I. Introduction and Preliminaries

The Pochhammer's symbol or Appell's symbol or shifted factorial or rising factorial or generalized factorial function is defined by

$$
(b, k)=(b)_{k}=\frac{\Gamma(b+k)}{\Gamma(b)}= \begin{cases}b(b+1)(b+2) \cdots(b+k-1) ; & \text { if } k=1,2,3, \cdots \\ 1 & ; \\ k! & \text { if } k=0 \\ ; & \text { if } b=1, k=1,2,3, \cdots\end{cases}
$$

where $b$ is neither zero nor negative integer and the notation $\Gamma$ stands for Gamma function.

## a) Generalized Gaussian Hypergeometric Function

Generalized ordinary hypergeometric function of one variable is defined by

$$
{ }_{A} F_{B}\left[\begin{array}{ccc}
a_{1}, a_{2}, \cdots, a_{A} & ; & \\
b_{1}, b_{2}, \cdots, b_{B} & ; & z
\end{array}\right]=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k} \cdots\left(a_{A}\right)_{k} z^{k}}{\left(b_{1}\right)_{k}\left(b_{2}\right)_{k} \cdots\left(b_{B}\right)_{k} k!}
$$

or

$$
{ }_{A} F_{B}\left[\begin{array}{ccc}
\left(a_{A}\right) & ; &  \tag{1.1}\\
\left(b_{B}\right) & ; & z
\end{array}\right] \equiv{ }_{A} F_{B}\left[\begin{array}{ccc}
\left(a_{j}\right)_{j=1}^{A} & ; & \\
\left(b_{j}\right)_{j=1}^{B} & ; & z
\end{array}\right]=\sum_{k=0}^{\infty} \frac{\left(\left(a_{A}\right)\right)_{k} z^{k}}{\left(\left(b_{B}\right)\right)_{k} k!}
$$

where denominator parameters $b_{1}, b_{2}, \cdots, b_{B}$ are neither zero nor negative integers and $A, B$ are non-negative integers.

## b) Kampje de Fjeriet's General Double Hypergeometric Function

In 1921, Appell's four double hypergeometric functions $F_{1}, F_{2}, F_{3}, F_{4}$ and their confluent forms $\Phi_{1}, \Phi_{2}, \Phi_{3}, \Psi_{1}, \Psi_{2}, \Xi_{1}, \Xi_{2}$ were unified and generalized by Kampé de Fériet.
We recall the definition of general double hypergeometric function of Kampé de Fériet in slightly modified notation of H.M.Srivastava and R.Panda:

[^5]where for convergence
(i) $A+B<E+G+1, A+D<E+H+1 \quad ;|x|<\infty, \quad|y|<\infty$, or
(ii) $A+B=E+G+1, A+D=E+H+1$, and

## c) Srivastava's General Triple Hypergeometric Function

In 1967, H. M. Srivastava defined a general triple hypergeometric function $F^{(3)}$ in the following form

$$
\begin{array}{r}
F^{(3)}\left[\begin{array}{rl}
\left(a_{A}\right)::\left(b_{B}\right) ;\left(d_{D}\right) ;\left(e_{E}\right):\left(g_{G}\right) ;\left(h_{H}\right) ;\left(l_{L}\right) ; & x, y, z \\
\left(m_{M}\right)::\left(n_{N}\right) ;\left(p_{P}\right) ;\left(q_{Q}\right):\left(r_{R}\right) ;\left(s_{S}\right) ;\left(t_{T}\right) ;
\end{array}\right] \\
=\sum_{i, j, k=0}^{\infty} \frac{\left(\left(a_{A}\right)\right)_{i+j+k}\left(\left(b_{B}\right)\right)_{i+j}\left(\left(d_{D}\right)\right)_{j+k}\left(\left(e_{E}\right)\right)_{k+i}\left(\left(g_{G}\right)\right)_{i}\left(\left(h_{H}\right)\right)_{j}\left(\left(l_{L}\right)\right)_{k} x^{i} y^{j} z^{k}}{\left(\left(m_{M}\right)\right)_{i+j+k}\left(\left(n_{N}\right)\right)_{i+j}\left(\left(p_{P}\right)\right)_{j+k}\left(\left(q_{Q}\right)\right)_{k+i}\left(\left(r_{R}\right)\right)_{i}\left(\left(s_{S}\right)\right)_{j}\left(\left(t_{T}\right)\right)_{k} i!j!k!} \tag{1.3}
\end{array}
$$

d) Wright's Generalized Hypergeometric Function

$$
\begin{gather*}
{ }_{p} \Psi_{q}\left[\begin{array}{ccc}
\left(\alpha_{1}, A_{1}\right), \cdots,\left(\alpha_{p}, A_{p}\right) & ; & \\
\left(\lambda_{1}, B_{1}\right), \cdots,\left(\lambda_{q}, B_{q}\right) & ; & x
\end{array}\right]=\sum_{m=0}^{\infty} \frac{\Gamma\left(\alpha_{1}+m A_{1}\right) \Gamma\left(\alpha_{2}+m A_{2}\right) \cdots \Gamma\left(\alpha_{p}+m A_{p}\right) x^{m}}{\Gamma\left(\lambda_{1}+m B_{1}\right) \Gamma\left(\lambda_{2}+m B_{2}\right) \cdots \Gamma\left(\lambda_{q}+m A_{q}\right) m!} \\
{ }_{p} \Psi_{q}^{*}\left[\begin{array}{cc}
\left(\alpha_{1}, A_{1}\right), \cdots,\left(\alpha_{p}, A_{p}\right) & ; \\
\left(\lambda_{1}, B_{1}\right), \cdots,\left(\lambda_{q}, B_{q}\right) & ;
\end{array}\right]=\sum_{m=0}^{\infty} \frac{\left(\alpha_{1}\right)_{m A_{1}}\left(\alpha_{2}\right)_{m A_{2}} \cdots\left(\alpha_{p}\right)_{m A_{p}} x^{m}}{\left(\lambda_{1}\right)_{m B_{1}}\left(\lambda_{2}\right)_{m B_{2}} \cdots\left(\lambda_{q}\right)_{m B_{q}} m!} \tag{1.4}
\end{gather*}
$$

## II. Main Integrals

$$
\int \frac{\mathrm{d} x}{\sqrt{(1+x \sinh x)}}=
$$

$$
=-\cosh x \sinh ^{m+1} x\left(-\sinh ^{2} x\right)^{\frac{-m-1}{2}} F_{0 ; 1}^{1 ; 2}\left[\begin{array}{ccc}
\frac{1}{2} & ; \frac{1}{2}, \frac{1-m}{2} & ;  \tag{2.1}\\
-; \frac{3}{2} & ; & -x, \cosh ^{2} x
\end{array}\right]+\text { Constant }
$$

$\int \frac{\mathrm{d} x}{\sqrt{(1+x \cosh x)}}=-\frac{\sinh x \cosh ^{m+1} x}{(m+1) \sqrt{-\sinh ^{2} x}} F_{0 ; 1}^{1 ; 2}\left[\begin{array}{ccc}\frac{1}{2} ; \frac{1}{2}, \frac{m+1}{2} & ; & -x, \cosh ^{2} x \\ -; \frac{m+3}{2} & ; & \text { Constant }\end{array}\right.$

$$
\begin{align*}
& \int \frac{\mathrm{d} x}{\sqrt{(1+x \tanh x)}}=\frac{\tanh ^{m+1} x}{(m+1)} F_{0 ; 1}^{1 ; 2}\left[\begin{array}{ccc}
\frac{1}{2} ; 1, \frac{m+1}{2} & ; & \\
-; \frac{m+3}{2} & ; & -x, \tanh ^{2} x
\end{array}\right]+\text { Constant }  \tag{2.3}\\
& \int \frac{\mathrm{d} x}{\sqrt{(1+x \operatorname{coth} x)}}=\frac{\operatorname{coth}^{m+1} x}{(m+1)} F_{0 ; 1}^{1 ; 2}\left[\begin{array}{ccc}
\frac{1}{2} ; 1, \frac{m+1}{2} & ; & -x, \operatorname{coth}^{2} x \\
-; \frac{m+3}{2} & ; &
\end{array}\right]+\text { Constant }  \tag{2.4}\\
& \int \frac{\mathrm{d} x}{\sqrt{(1+x \operatorname{sech} x)}}= \\
& =\sinh x \cosh ^{2}(x)^{\frac{m+1}{2}} \operatorname{sech}^{m+1} x F_{0 ; 1}^{1 ; 2}\left[\begin{array}{ccc}
\frac{1}{2} ; \frac{1}{2}, \frac{1+m}{2} & ; & -x,-\sinh ^{2} x \\
-; \frac{3}{2} & ; &
\end{array}\right]+\text { Constant } \\
& \int \frac{\mathrm{d} x}{\sqrt{(1+x \operatorname{cosech} x)}}= \\
& =\cosh x\left(-\sinh ^{2}(x)\right)^{\frac{m+1}{2}} \operatorname{cosech}^{m+1} x F_{0 ; 1}^{1 ; 2}\left[\begin{array}{ccc}
\frac{1}{2} ; \frac{1}{2}, \frac{1+m}{2} & ; & \\
-; \frac{3}{2} & ; & -x, \cosh ^{2} x
\end{array}\right]+\text { Constant }
\end{align*}
$$

## iii. Derivation of Integrals

Derivation of integral (2.1)

$$
\begin{gathered}
\int \frac{\mathrm{d} x}{\sqrt{(1+x \sinh x)}}=\int(1+x \sinh x)^{-\frac{1}{2}} \mathrm{~d} x=\int\{1-(-x \sinh x)\}^{-\frac{1}{2}} \mathrm{~d} x \\
\int \sum_{m=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{m}(-x)^{m}}{m!} \sinh ^{m} x \mathrm{dx}=\sum_{\mathrm{m}=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{\mathrm{m}}(-\mathrm{x})^{\mathrm{m}}}{\mathrm{~m}!} \int \sinh ^{\mathrm{m}} \mathrm{x} \mathrm{dx} \\
=\sum_{m=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{m}(-x)^{m}}{m!}(-\cosh x) \sinh ^{m+1} x\left(-\sinh ^{2} x\right)^{\frac{-m-1}{2}}{ }_{2} F_{1}\left[\begin{array}{c}
\frac{1}{2}, \frac{1-m}{2} \\
\frac{3}{2}
\end{array} ; \cosh ^{2} x\right]+\text { Constant } \\
=-\cosh x \sinh ^{m+1} x\left(-\sinh ^{2} x\right)^{\frac{-m-1}{2}} F_{0 ; 1}^{1 ; 2}\left[\begin{array}{ccc}
\frac{1}{2} ; \frac{1}{2}, \frac{1-m}{2} & ; & -x, \cosh ^{2} x \\
-; \frac{3}{2} & ;
\end{array}\right]+\text { Constant }
\end{gathered}
$$

Derivation of integral (2.2)

$$
\begin{aligned}
& \int \frac{\mathrm{d} x}{\sqrt{(1+x \cosh x)}}=\int(1+x \cosh x)^{-\frac{1}{2}} \mathrm{~d} x=\int\{1-(-x \cosh x)\}^{-\frac{1}{2}} \mathrm{~d} x \\
& \int \sum_{m=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{m}(-x)^{m}}{m!} \cosh ^{m} x \mathrm{dx}=\sum_{\mathrm{m}=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{\mathrm{m}}(-\mathrm{x})^{\mathrm{m}}}{\mathrm{~m}!} \int \cosh ^{\mathrm{m}} \mathrm{x} \mathrm{dx} \\
= & \sum_{m=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{m}(-x)^{m}}{m!} \frac{(-\sinh x) \cosh ^{m+1} x}{(m+1) \sqrt{-\sinh ^{2} x}}{ }_{2} F_{1}\left[\begin{array}{cc}
\frac{1}{2}, \frac{m+1}{2} & ; \\
\frac{m+3}{2} & \left.\cosh ^{2} x\right]+ \text { Constant }
\end{array}\right.
\end{aligned}
$$

$$
=-\frac{\sinh x \cosh ^{m+1} x}{(m+1) \sqrt{-\sinh ^{2} x}} F_{0 ; 1}^{1 ; 2}\left[\begin{array}{ccc}
\frac{1}{2} ; \frac{1}{2}, \frac{m+1}{2} & ; & \\
-\frac{m+3}{2} & ; & -x, \cosh ^{2} x
\end{array}\right]+\text { Constant }
$$

Derivation of integral (2.3)

$$
\begin{aligned}
& \int \frac{\mathrm{d} x}{\sqrt{(1+x \tanh x)}}=\int(1+x \tanh x)^{-\frac{1}{2}} \mathrm{~d} x=\int\{1-(-x \tanh x)\}^{-\frac{1}{2}} \mathrm{~d} x \\
& \int \sum_{m=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{m}(-x)^{m}}{m!} \tanh ^{m} x \mathrm{dx}=\sum_{\mathrm{m}=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{\mathrm{m}}(-\mathrm{x})^{\mathrm{m}}}{\mathrm{~m}!} \int \tanh ^{\mathrm{m}} \mathrm{x} \mathrm{dx} \\
& =\sum_{m=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{m}(-x)^{m}}{m!} \frac{\tanh ^{m+1} x}{(m+1)}{ }_{2} F_{1}\left[\begin{array}{cc}
1, \frac{m+1}{2} \\
\frac{m+3}{2}
\end{array} ; \tanh ^{2} x\right]+\text { Constant } \\
& = \\
& \frac{\tanh ^{m+1} x}{(m+1)} F_{0 ; 1}^{1 ; 2}\left[\begin{array}{ccc}
\frac{1}{2} ; 1, \frac{m+1}{2} \\
-; \frac{m+3}{2} & ; & \left.-x, \tanh ^{2} x\right]+ \text { Constant }
\end{array}\right.
\end{aligned}
$$

Derivation of integral (2.4)

$$
\begin{aligned}
& \int \frac{\mathrm{d} x}{\sqrt{(1+x \operatorname{coth} x)}}=\int(1+x \operatorname{coth} x)^{-\frac{1}{2}} \mathrm{~d} x=\int\{1-(-x \operatorname{coth} x)\}^{-\frac{1}{2}} \mathrm{~d} x \\
& \int \sum_{m=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{m}(-x)^{m}}{m!} \operatorname{coth}^{m} x \mathrm{dx}=\sum_{\mathrm{m}=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{\mathrm{m}}(-\mathrm{x})^{\mathrm{m}}}{\mathrm{~m}!} \int \operatorname{coth}^{\mathrm{m}} \mathrm{x} \mathrm{dx} \\
= & \sum_{m=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{m}(-x)^{m}}{m!} \frac{\operatorname{coth}^{m+1} x}{(m+1)}{ }_{2} F_{1}\left[\begin{array}{cc}
1, \frac{m+1}{2} \\
\frac{m+3}{2}
\end{array} ; \operatorname{coth}^{2} x\right]+\text { Constant } \\
= & \frac{\operatorname{coth}^{m+1} x}{(m+1)} F_{0 ; 1}^{1 ; 2}\left[\begin{array}{ccc}
\frac{1}{2} ; 1, \frac{m+1}{2} & ; & -x, \operatorname{coth}^{2} x \\
-; \frac{m+3}{2} & ; & \text { Constant }
\end{array} .\right.
\end{aligned}
$$

Derivation of integral (2.5)

$$
\begin{gathered}
\int \frac{\mathrm{d} x}{\sqrt{(1+x \operatorname{sech} x)}}=\int(1+x \operatorname{sech} x)^{-\frac{1}{2}} \mathrm{~d} x=\int\{1-(-x \operatorname{sech} x)\}^{-\frac{1}{2}} \mathrm{~d} x \\
\int \sum_{m=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{m}(-x)^{m}}{m!} \operatorname{sech}^{m} x \mathrm{dx}=\sum_{\mathrm{m}=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{\mathrm{m}}(-\mathrm{x})^{\mathrm{m}}}{\mathrm{~m}!} \int \operatorname{sech}^{\mathrm{m}} \mathrm{x} \mathrm{dx} \\
=\sum_{m=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{m}(-x)^{m}}{m!} \sinh x \cosh ^{2}(x)^{\frac{m+1}{2}} \operatorname{sech}^{m+1} x_{2} F_{1}\left[\begin{array}{cc}
\frac{1}{2}, \frac{m+1}{2} & \left.;-\sinh ^{2} x\right]+ \text { Constant } \\
\frac{3}{2} & ;
\end{array}\right. \\
=\sinh x \cosh ^{2}(x)^{\frac{m+1}{2}} \operatorname{sech}^{m+1} x F_{0 ; 1}^{1 ; 2}\left[\begin{array}{ccc}
\frac{1}{2} & ; \frac{1}{2}, \frac{1+m}{2} & ; \\
-; \frac{3}{2} & ; & \left.-\sinh ^{2} x\right]+ \text { Constant }
\end{array}\right.
\end{gathered}
$$

Derivation of integral (2.6)

$$
\begin{gathered}
\int \frac{\mathrm{d} x}{\sqrt{(1+x \operatorname{cosech} x)}}=\int(1+x \operatorname{cosech} x)^{-\frac{1}{2}} \mathrm{~d} x=\int\{1-(-x \operatorname{cosech} x)\}^{-\frac{1}{2}} \mathrm{~d} x \\
\int \sum_{m=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{m}(-x)^{m}}{m!} \operatorname{cosech}^{m} x \mathrm{dx}=\sum_{\mathrm{m}=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{\mathrm{m}}(-\mathrm{x})^{\mathrm{m}}}{\mathrm{~m}!} \int \operatorname{cosech}^{\mathrm{m}} \mathrm{x} \mathrm{dx} \\
=\sum_{m=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{m}(-x)^{m}}{m!} \cosh x\left(-\sinh ^{2}(x)\right)^{\frac{m+1}{2}} \operatorname{cosech}^{m+1} x_{2} F_{1}\left[\begin{array}{cc}
\frac{1}{2}, \frac{m+1}{2} & ; \\
\frac{3}{2} & \cosh ^{2} x
\end{array}\right]+\text { Constant } \\
=\cosh x\left(-\sinh ^{2}(x)\right)^{\frac{m+1}{2}} \operatorname{cosech}^{m+1} x F_{0 ; 1}^{1 ; 2}\left[\begin{array}{ccc}
\frac{1}{2} ; \frac{1}{2}, \frac{1+m}{2} & ; & -x, \cosh ^{2} x \\
-; \frac{3}{2} & ; &
\end{array}\right]+\text { Constant }
\end{gathered}
$$
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Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses "operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing research paper are very helpful guideline of research paper.

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as possible about keyword search:

- One should start brainstorming lists of possible keywords before even begin searching. Think about the most important concepts related to research work. Ask, "What words would a source have to include to be truly valuable in research paper?" Then consider synonyms for the important words.
- It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most databases, the keywords under which a research paper is abstracted are listed with the paper.
- One should avoid outdated words.

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are bound to improve with experience and time.

Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references.

Acknowledgements: Please make these as concise as possible.
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Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about this field from your supervisor or guide.

## TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:

1. Choosing the topic: In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can be done by asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various data of that subject. Sometimes, detailed information plays a vital role, instead of short information.
2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. They are here to evaluate your paper. So, present your Best.
3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and automatically you will have your answer.
4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your outline must be related to the topic you have chosen.
5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the supervisor to help you with the alternative. He might also provide you the list of essential readings.
6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious.
7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet.
8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model research paper. From the internet library you can download books. If you have all required books make important reading selecting and analyzing the specified information. Then put together research paper sketch out.
9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth.
10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier.
11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it.
12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and always give an evaluator, what he wants.
13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it either in your computer or in paper. This will help you to not to lose any of your important.
14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those diagrams, which are made by your own to improve readability and understandability of your paper.
15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but if study is relevant to science then use of quotes is not preferable.
16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will confuse the evaluator. Avoid the sentences that are incomplete.
17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be possible that evaluator has already seen it or maybe it is outdated version.
18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that suits you choose it and proceed further.
19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your target.
20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use language that is simple and straight forward. put together a neat summary.
21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with records.
22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute will degrade your paper and spoil your work.
23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot.
24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in trouble.
25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.
26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources.
27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also improve your memory.
28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have several ideas, which will be helpful for your research.
29. Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits.
30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their descriptions, and page sequence is maintained.
31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. Amplification is a billion times of inferior quality than sarcasm.
32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way to put onward earth-shaking thoughts. Give a detailed literary review.
33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples.
34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

## Informal Guidelines of Research Paper Writing

## Key points to remember:

- Submit all work in its final form.
- Write your paper in the form, which is presented in the guidelines using the template
- Please note the criterion for grading the final paper by peer-reviewers


## Final Points

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, submitted in the order listed, each section to start on a new page.

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness of prior workings.

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, and controlled record keeping are the only means to make straightforward the progression.

## General style:

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines.

To make a paper clear

- Adhere to recommended page limits


## Mistakes to evade

- Insertion a title at the foot of a page with the subsequent text on the next page
- Separating a table/chart or figure - impound each figure/table to a single page
- Submitting a manuscript with pages out of sequence

In every sections of your document

- Use standard writing style including articles ("a", "the," etc.)
- Keep on paying attention on the research topic of the paper
- Use paragraphs to split each significant point (excluding for the abstract)
- Align the primary line of each section
- Present your points in sound order
- Use present tense to report well accepted
- Use past tense to describe specific results
- Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives
- Shun use of extra pictures - include only those figures essential to presenting results

Title Page:

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed lines. It should include the name(s) and address (es) of all authors.


#### Abstract

:

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript-must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references at this point.


An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no more than one ruling each.

- Reason of the study - theory, overall issue, purpose
- Fundamental goal
- To the point depiction of the research
- Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results of any numerical analysis should be reported
- Significant conclusions or questions that track from the research(es)

Approach:

- Single section, and succinct
- As a outline of job done, it is always written in past tense
- A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table
- Center on shortening results - bound background information to a verdict or two, if completely necessary
- What you account in an conceptual must be regular with what you reported in the manuscript
- Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) are just as significant in an abstract as they are anywhere else


## Introduction:

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the protocols here. Following approach can create a valuable beginning:

- Explain the value (significance) of the study
- Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its appropriateness from a abstract point of vision as well as point out sensible reasons for using it.
- Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them.
- Very for a short time explain the tentative propose and how it skilled the declared objectives.

Approach:

- Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is done.
- Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a least of four paragraphs.
- Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the whole thing you know about a topic.
- Shape the theory/purpose specifically - do not take a broad view.
- As always, give awareness to spelling, simplicity and correctness of sentences and phrases.


## Procedures (Methods and Materials):

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the whole thing you did, nor is a methods section a set of orders.

Materials:

- Explain materials individually only if the study is so complex that it saves liberty this way.
- Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.
- Do not take in frequently found.
- If use of a definite type of tools.
- Materials may be reported in a part section or else they may be recognized along with your measures.


## Methods:

- Report the method (not particulars of each process that engaged the same methodology)
- Describe the method entirely
- To be succinct, present methods under headings dedicated to specific dealings or groups of measures
- Simplify - details how procedures were completed not how they were exclusively performed on a particular day.
- If well known procedures were used, account the procedure by name, possibly with reference, and that's all.

Approach:

- It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use third person passive voice.
- Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences.

What to keep away from

- Resources and methods are not a set of information.
- Skip all descriptive information and surroundings - save it for the argument.
- Leave out information that is immaterial to a third party.


## Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not be submitted at all except requested by the instructor.

- Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.
- In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate.
- Present a background, such as by describing the question that was addressed by creation an exacting study.
- Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if appropriate.
- Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. What to stay away from
- Do not discuss or infer your outcome, report surroundings information, or try to explain anything.
- Not at all, take in raw data or intermediate calculations in a research manuscript.
- Do not present the similar data more than once.
- Manuscript should complement any figures or tables, not duplicate the identical information.
- Never confuse figures with tables - there is a difference.

Approach

- As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
- Put figures and tables, appropriately numbered, in order at the end of the report
- If you desire, you may place your figures and tables properly within the text of your results part.

Figures and tables

- If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix materials, such as raw facts
- Despite of position, each figure must be numbered one after the other and complete with subtitle
- In spite of position, each table must be titled, numbered one after the other and complete with heading
- All figure and table must be adequately complete that it could situate on its own, divide from text

Discussion:
The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and generally accepted information, if suitable. The implication of result should be visibly described. Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it drop at that.

- Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."
- Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that you have, and take care of the study as a finished work
- You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea.
- Give details all of your remarks as much as possible, focus on mechanisms.
- Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted.
- Try to present substitute explanations if sensible alternatives be present.
- One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best studies unlock new avenues of study. What questions remain?
- Recommendations for detailed papers will offer supplementary suggestions.

Approach:

- When you refer to information, differentiate data generated by your own studies from available information
- Submit to work done by specific persons (including you) in past tense.
- Submit to generally acknowledged facts and main beliefs in present tense.


## Administration Rules Listed Before Submitting Your Research Paper to Global Journals Inc. (US)

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get rejected.

- The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper. You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis.
- Do not give permission to anyone else to "PROOFREAD" your manuscript.
- Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated research groups, your institution will be informed for this and strict legal actions will be taken immediately.)
- To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files.

Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after decision of Paper. This report will be the property of Global Journals Inc. (US).

| Topics | Grades |  |  |
| :---: | :---: | :---: | :---: |
|  | A-B | C-D | E-F |
| Abstract | Clear and concise with appropriate content, Correct format. 200 words or below | Unclear summary and no specific data, Incorrect form | No specific data with ambiguous information |
|  |  | Above 200 words | Above 250 words |
| Introduction | Containing all background details with clear goal and appropriate details, flow specification, no grammar and spelling mistake, well organized sentence and paragraph, reference cited | Unclear and confusing data, appropriate format, grammar and spelling errors with unorganized matter | Out of place depth and content, hazy format |
| Methods and Procedures | Clear and to the point with well arranged paragraph, precision and accuracy of facts and figures, well organized subheads | Difficult to comprehend with embarrassed text, too much explanation but completed | Incorrect and unorganized structure with hazy meaning |
| Result | Well organized, Clear and specific, Correct units with precision, correct data, well structuring of paragraph, no grammar and spelling mistake | Complete and embarrassed text, difficult to comprehend | Irregular format with wrong facts and figures |
| Discussion | Well organized, meaningful specification, sound conclusion, logical and concise explanation, highly structured paragraph reference cited | Wordy, unclear conclusion, spurious | Conclusion is not cited, unorganized, difficult to comprehend |
| References | Complete and correct format, well organized | Beside the point, Incomplete | Wrong format and structuring |

## A

Appropriate • 99
Approximation • 14, 16, 19, 30, 41, 168
Auxiliary • 14, 15, 16, 28, 41, 43

## C

Coefficients • 101, 136, 138, 147, 148, 152, 156, 163, 166
Concerning • 132, 134, 136, 138, 148, 150

## D

Domination • 119, 121, 122, 123, 124, 125, 126, 127, 128, 130

## $E$

Electromagnetic • 115
Elliptic • 171, 173, 174, 176, 177
Estimators • 14, 16, 18, 28, 30, 32, 34, 36, 39, 41, 43, 45

## G

Generalized • 4, 11, 97, 99, 103, 107, 114, 116, 134, 136, 148, 150, 168, 171

## H

Harmonius • 119, 121, 122, 123, 124, 125, 126, 127, 128, 130
Hypergeometric • 97, 148, 168, 171, 173, 177

## I

Illustration • 41, 97
Intuitionistic • 1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13

## M

Mappings $\cdot 1,3,4,5,6,7,8,9,10,11,12,13$
Multivariable • 97, 100, 152, 154, 163, 168

## $N$

Normalizing • 132

## 0

Occurring • 103, 107, 112, 114, 115

## P

Pathway • 132, 134, 150
Polynomials • 97, 99, 101, 103, 105, 107, 112, 114,
$116,118,132,134,136,138,148,150$
Poststratified • 14, 15, 16, 28, 32, 34, 36, 37, 38, 39, 41, 43

## $S$

Satisfying • 1, 3, 4, 10, 28
Specializing • 115, 149
$T$

Tetrahedral • 119, 128, 130

## V

Variance • 18, 28, 30, 36, 43

## L
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