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That data can be distinguished from randomness by smoothing (averaging) past values. The effect of this smoothing is 
to eliminate randomness so the pattern can be projected into the future. It goes without saying that when a data is good 
enough and have nice pattern then forecast could be done more precisely.

 

One of the main objectives for 
decomposition is to estimate seasonal effects that can be used to create and present seasonally adjusted values.  A 
seasonally adjusted value removes the seasonal effect from a value so that trends can be seen more clearly. My main 
aim is to choose a best decomposition method and forecast the data more precisely.
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 I.

 

Introduction

 In many instances the pattern of the data can be broken down (decomposed) 
into sub pattern that identify each component of the time series separately. Such break 
down of the data can give the better ideas about the understanding the behavior of the 
series which facilitates improves accuracy in forecasting. Decomposition

 

method usually 
try to identify two separate useful components of the basic underline pattern that tend 
to characterize economic and business series. These are the trend cycle and seasonal 
factors. The seasonal factors relates to periodic fluctuations of constant length that are 
usually caused by such things as temperature, rainfall, month of the year, timing of 
holydays and corporate policies. The trend cycle represents

 

the longer term changes in 
the level of the series. The trend cycle sometime could be separated into two 
components. These are trend and cycle components. But the distinction is somewhat 
artificial and most procedures leave the trend and cycle as a single

 

component known as 
the trend-cycle.

 II.

 

Time Series Decomposition

 

 

Decomposition assume that the data are made as follows  

 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑝𝑝𝐷𝐷𝐷𝐷𝐷𝐷𝑝𝑝𝑝𝑝𝑝𝑝 +  𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝
 Now it is necessary to mention that the pattern of any data may form trend 

cycle and seasonality. This means a trend exists when there is a long-term increase or 
decrease in the data. It does not have to be linear. Sometimes we will refer to a trend 
“changing direction”

 

when it might go from an increasing trend to a decreasing trend. 
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On the other hand a  seasonal pattern exists when a series is influenced by seasonal 
factors (e.g., the quarter of the year, the month, or day of the week). Seasonality is 
always of a fixed and known period.  

So we could give a standard form of the decomposition time series on  the basis of 
the pattern of the data.  

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑝𝑝𝐷𝐷𝐷𝐷𝐷𝐷𝑝𝑝𝑝𝑝𝑝𝑝 +  𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝  

  =𝑓𝑓(𝐷𝐷𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡 − 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝, 𝑠𝑠𝑝𝑝𝐷𝐷𝑠𝑠𝑒𝑒𝑝𝑝𝐷𝐷𝑐𝑐𝑠𝑠𝐷𝐷𝑐𝑐, 𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝)  

An element of the error or randomness is also assumed to be present in the data. 
It is actually the combined effect of the two sub patterns of the series. This means the 
combined effect of the trend-cycle, seasonality and the actual data.This is often called 

the “irregular”  or the “reminder” component. 
It goes without saying that there are several alternative approaches to 

decomposing a time series all of which aim to isolate each component of the series with 
great accuracy and precisely. Actually the main substance is to remove the trend cycle 
and then isolating the seasonal component.  

III.  Decomposition Models  

As we discussed earlier about the decomposition we could give the following form   

𝑌𝑌𝐷𝐷 = 𝑓𝑓(𝑆𝑆𝐷𝐷,𝑇𝑇𝐷𝐷,𝐸𝐸𝐷𝐷) 

Where   𝑌𝑌𝐷𝐷  it is the time series value (actual data) at period t,  

𝑆𝑆𝐷𝐷  Is the seasonal component (or index) at period t,  

𝑇𝑇𝐷𝐷   Is the trend cycle component at period t,  

And  𝐸𝐸𝐷𝐷  is the irregular (or reminder) component at period t  

There are two common method of decomposition these are 
 

1. Additive
 

decomposition and
 

2. Multiplicative decomposition
 

Additive decomposition:
 

A common approach is to assume the addition of seasonal component, trend 
cycle component and the irregular component. 

 

𝑌𝑌𝐷𝐷 = 𝑆𝑆𝐷𝐷 + 𝑇𝑇𝐷𝐷 + 𝐸𝐸𝐷𝐷  

An additive model is usually appropriate if the magnitude or the span of the 

seasonal fluctuation doesn’t vary with the level of the series. It actually means when the 
magnitude of the seasonal fluctuation remain same then additive decomposition is used.

 

Multiplicative decomposition
 

A common approach is to multiply the seasonal, trend cycle and irregular 
components together to give the observed series.

 

𝑌𝑌𝐷𝐷 = 𝑆𝑆𝐷𝐷 ∗ 𝑇𝑇𝐷𝐷 ∗ 𝐸𝐸𝐷𝐷  

A multiplicative decomposition is usually apply when the seasonal fluctuations 
increase and decrease proportionally with increase and decreases in the level of the 
series. Multiplicative decomposition is more apposite for the economic series because 
most seasonal economic series have seasonal variation and even it may vary for day, 
week, and month as well as for year.
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Now either choosing an additive or multiplicative decomposition we could use a 
transformation. When the original data are not additive then logarithm transformation 
turns a multiplicative relationship into a additive relationship. 

𝑌𝑌𝐷𝐷 = 𝑆𝑆𝐷𝐷 ∗ 𝑇𝑇𝐷𝐷 ∗ 𝐸𝐸𝐷𝐷 

Then  𝑐𝑐𝑒𝑒𝑙𝑙𝑌𝑌𝐷𝐷 = 𝐿𝐿𝑒𝑒𝑙𝑙𝑆𝑆𝐷𝐷 + 𝐿𝐿𝑒𝑒𝑙𝑙𝑇𝑇𝐷𝐷 + 𝐿𝐿𝑒𝑒𝑙𝑙𝐸𝐸𝐷𝐷 
So we can fit a multiplicative relationship by fitting an additive relationship to 

the logarithm of the data. 

 Decomposing Seasonal Data with the Help of Additive Decomposition 

Model 

To estimate the trend component and seasonal component of a seasonal time 
series that can be described using an additive model, we can use the “decompose ()” 
function in R. This function estimates the trend, seasonal, and irregular components of 
a time series that can be described using an additive model. 

We explain it though an example. We are considering a birth time series data of 
New York. 
 

Time   Jan    Feb     Mar    Apr    May     Jun   
 

Jul      Aug     Sep     Oct
 

1946  26.663  23.598   26.931  24.740   25.806   24.364  24.477   23.901   23.175   23.227 

1947  21.439  21.089   23.709  21.669   21.752   20.761  23.479   23.824   23.105   23.110 

1948  21.937  20.035   23.590  21.672   22.222   22.123  23.950   23.504   22.238   23.142 

1949  21.548  20.000   22.424  20.615   21.761   22.874  24.104   23.748   23.262   22.907 

1950  22.604  20.894   24.677  23.673   25.320   23.583  24.671   24.454   24.122   24.252 

1951  23.287  23.049   25.076  24.037   24.430   24.667  26.451   25.618   25.014   25.110 

1952  23.798  22.270   24.775  22.646   23.988   24.737  26.276   25.816   25.210   25.199 

1953  24.364  22.644   25.565  24.062   25.431   24.635  27.009   26.606   26.268   26.462 

1954  24.657  23.304   26.982  26.199   27.210   26.122  26.706   26.878   26.152   26.379 

1955  24.990  24.239   26.721  23.475   24.767   26.219  28.361   28.599   27.914   27.784 

1956  26.217  24.218   27.914  26.975   28.527   27.139  28.982   28.169   28.056   29.136 

1957  26.589  24.848   27.543  26.896   28.878   27.390  28.065   28.141   29.048   28.484 

1958  27.132  24.924   28.963  26.589   27.931   28.009  29.229   28.759   28.405   27.945 

1959  26.076  25.286   27.660  25.951   26.398   25.565  28.865   30.000   29.261   29.012

 

        Nov    Dec

 

 21. 672  21.870 

 21.759  22.073 

 21.059  21.573 

 21.519  22.025 

 22.084  22.991 

 22.964  23.981 

 23.162  24.707 

 25.246  25.180 

 24.712  25.688 

 25.693  26.881 

 26.291  26.987 

 26.634  27.735 

 25.912  26.619 

 26.992  27.897

 

It is roughly could be mentioned from the above time series data  the number of 
births per month in New York city is seasonal with a peak every summer and trough 
every winter, and can probably be described using an additive model since the seasonal 
and random fluctuations seem to be  constant in size over time. This means the number 
of birth in New York per month roughly constant. 

 

To see it visually we could use R program

 

birthstimeseries= ts (births, frequency=12, start=c(1946,1))

 

birthstimeseries
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plot (birthstimeseries)

 
Figure :  the plot of births time  series from 1946 to 1959.  

Now it is manifested to us from above figure that the number of birth per month 
in New York roughly constant but the data is seasonal in peak summer and trough 
every winter.  

Now we estimate the trend-cycle, seasonal and irregular components in order to 
use additive model .  
These could be estimated through R programming.  

 Births
 

time
 

series components=decompose(births time
 

series)
            Births

 
time

 
series components 

Now estimated all the components (trend-cycle, seasonal and irregular) are 
stored into the birth time  series  components variable.  

We can plot the estimated trend, seasonal and irrigular compoents by using R 
command 
Plot( 

Plot(Births  time  series components) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure :
 

The plot births time series of Time series components
 

It could be mentioned from the above figure that the estimated seasonal 

component doesn’t change much over time. The seasonal pattern at the start of the 
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series is almost same as the pattern at the end of the series. On the other hand trend 
component shows a small decrease from about 24 in 1947 to about 22 in 1948, followed 
by a steady increase from then on to about 27 in 1959. 

V.  Seasonal Adjustment 

It is necessary to say that when a seasonal data is subtracted from the main data 
then the resulting values are referred to as “seasonal adjustment” data. The additive 
model is given by  

  𝑌𝑌𝐷𝐷 = 𝑆𝑆𝐷𝐷 + 𝑇𝑇𝐷𝐷 + 𝐸𝐸𝐷𝐷 
So the seasonal adjusted holds the following form 

  𝑌𝑌𝐷𝐷 − 𝑆𝑆𝐷𝐷 = 𝑇𝑇𝐷𝐷 + 𝐸𝐸𝐷𝐷 
This means leaving only trend cycle and irregular component. 

And for multiplicative data seasonal data can be found by dividing the main 
data to the seasonal data. Mathematically it is given by  

    𝑌𝑌𝐷𝐷/𝑆𝑆𝐷𝐷 =  𝑇𝑇𝐷𝐷 ∗ 𝑆𝑆𝐷𝐷 
Most published economic data series are seasonally adjusted because seasonal 

variation is typically not primary interest. The seasonally adjusted data series shows 
the data after any seasonal variation has been removed. 
For an example we consider the previous example of birth time series data. 

The seasonal component can be found with the help of R programming. We type 

simply “decompose ()” in R and then subtract the seasonal component from the main 
time series data. It is usually done in order to remove the seasonal variation. 

Birthstimeseriescomponents=decompose (birthstimeseries) 

Birthstimeseriescomponents 

Birthstimeseriesseasonallyadjusted=birthstimeseries-
birthstimeseriescomponents$seasonal 

Birthstimeseriesseasonallyadjusted 

We can plot the seasonally adjusted data in order to see the other components. 
we can type the following command in R 

“plot(Birthstimeseriesseasonallyllyadjusted)”
 

 

Figure : The plot of seasonal adjusted time series 
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It is manifested to us that the seasonal variation has been removed from the 
seasonally adjusted data. It is certainly say from here that the seasonally adjusted data 
just trend and irregular variation contain. Clearly saying first of all we had observed 
data, seasonal component, trend component and irregular component. After removing 
the seasonal variation from the adjusted data we have just trend and irregular 
component. It can be shown after observing the two figures.  

VI.  Moving Average Smoother  

It is known to all that the trend cycle can be estimated by smoothing the series 
to reduce the random variation. There are number smoothers are available for reducing 
the random variation. The oldest and simplest method is moving average that could be 
used in order to reduce the random variation.  
A moving average for m order can be written as  

𝑇𝑇𝐷𝐷= 
1
𝑘𝑘
∑ 𝑐𝑐𝐷𝐷 + 𝑗𝑗𝑘𝑘𝑘𝑘
𝑗𝑗=−𝑘𝑘  

Where k is moving average of order k (or MA), k is an odd integer and it is 
defined as the average consisting of an observation and the m= (k-1)/2 points of either 
side.  Observations that are nearby in time are also likely to be close in value, and the 
average eliminates some of the randomness in the data, leaving a smooth trend-cycle 
component. We call this an  k-MA meaning a moving average of order k  

We explain through an  example  

Suppose we have sales of detergent (in liters) over three year’s period.  

year
 
Jan

 
Feb

 
Mar Apr

 
May Jun

 
Jul

 
Aug

 
Sep

 
Oct

 
Nov

 
Dec

 

1989 266.0 145.9 183.1 119.3 180.3 168.5 231.8 224.5 192.8 122.9 336.5 185.9 
1990 194.3 149.5 210.1 273.3 191.4 287.0 226.0 303.6 289.9 421.6 264.5 342.3 
1991 339.7 440.4 315.9 439.3 401.3 437.4 575.5 407.6 682.0 475.3 581.3 646.9 

Now our  main purpose is to reduce the trend variation as much as possible. 
Taking average of the points near an observation will provide the reasonable estimate of 
the trend cycle at that observation. The average eliminates some of the randomness in 
the data. It is necessary to know how many data points to include in each average. 
Suppose we use the average of the three points, namely the observation at which we are 
calculating trend cycle and the points on either side. Clearly saying if we want to 
estimate

 
the trend cycle of February month  at 145.9 in 1989 then we just consider this 

value previous values(266.0) and and the next value(183.1) of it.This is called the 
moving average of order Three.

 

Mathematically it is given by
 

T2=
1
3

(𝑌𝑌1 + 𝑌𝑌2 + 𝑌𝑌3)=1
3
(266.0+145.9+183.1)=198.3 

Generally a moving average of order 3 centered at time t is =
1
3

(𝑌𝑌𝐷𝐷 − 1 + 𝑌𝑌𝐷𝐷 + 𝑌𝑌𝐷𝐷 + 1
 

The 3MA can be determined with the help R programming. But it is bear in 
mind that first of all data must be read in R.

 
We type the following command for 

reading as well as for determining 3 MA. 
 

timeseries<- ts(mas, frequency=12, start=c(1989,1))
 

timeseries
 

plot(timeseries)
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© 2015    Global Journals Inc.  (US)

16

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
Y
ea

r
20

15
  

 
F

)

)

X
V
 I
ss
ue

  
  
  
 e

rs
io
n 

I
V

IX

z=mav (timeseries,3)
z. 

Notes



 

  
 
 
 
 
 
 
 
 
 
 

  

 

Figure :

 

The sales of detergents over three years

 

The output

 

of 3 MA in R

 

 

Figure : 3 MA smoother

 

[1,]  NA 

[2,] 198.3333  

 

[3,] 149.4333to see what the trend estimate look like we plot it wth the original data.

 

[4,] 160.9000  we could make the above 3 order MA plot with the help of R command.

 

[5,] 156.0333plot(timeseries, main=”detergents sales”, ylab=”sales”,xlab=”month”) 
[6,] 193.5333  lines(mav(timeseries,3),col="red")        ……………..

 

[34,] 579.5333

 

[35,] 568.8333

 
 

[36,]  NA

 
 

In the second column of this table a moving average of order 3 providing an 
estimate of trend cycle.

 

detergents sales

month
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Notice how the trend (in red) is smoother than the original data and captures 
the main movement of the time series without all the minor fluctuations. It goes 
without saying that the order of the moving average determines the smoothness of the 
trend cycle estimate. It is certainly could be told that the higher order means a 
smoother curve. So we could make 5 order moving average in order make smoother. For 

Notes



the 5 order moving average we could determine the trend cycle with the help of R that 
saves our time compare to other methodology.

 

We could use the following command in order to see the how the trend look like 
and the 

 

k=mav(timeseries,5)

 

k 
plot(k)

 

plot(mas,main="detergents sales",ylab="sales", xlab="month")

 

lines(mav(mas,5),col="green") 
output of the 5 order Moving average.

 

 

Figure : 5 MA smoother

 

 

[1,] NA

 

[2,] NA    

 

[3,] 178.92                                                      

 

[4,]

 

159.42  so it could be mentioned from the above two 3 MA and 5 MA that 

 

[5,]

 

176.603 MA is smoother leaves too much randomness in the trend cycle ……………. 
Estimate. It could be mentioned that the 5 MA smoother is better.

 

[34,] 559.22 but the trend cycle is probably smoother for other orders.

 

[35,] NA

 

[36,] NA

 

It should be bear in mind that determining the appropriate length of a moving 
average is an important task in decomposition method. As a rule a larger number of 
terms in the moving average increase the likelihood that randomness will be eliminated.

 

VII.

 

Conclusion

 

Time series data can exhibit a huge variety of patterns and it is helpful to 
categorize some of the patterns and behaviors that can be seen in time series. It is also 
sometimes useful to try to split a time series into several components, each representing
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month
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one of the underlying categories of pattern. Decomposition often plays the vital role to 
make time series better as well as improve the forecast.

Notes
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