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Abstract- In previous papers, see the references, the author introduced methods for estimating effects 
directly in samples of individuals whose genomes had be sequenced for the cases of one and two or more 
quantitative traits. In these papers, no attention was given to developing procedures of testing the statistical 
significance of the estimated effects. This paper is devoted to the development of statistical tests of 
significance of estimated effects for the simple case of one autosomal locus with two alleles, using Monte 
Carlo simulation methods. Because no real data was available to the author, artificial data for the three 
genotypes was simulated by using a Monte Carlo simulation procedures with fixed sample size for each 
genotypes as well as expectations and variances. In all cases considered, the null hypothesis was 
described in detail so as to inform a reader on the basic concepts underlying the proposed tests of 
statistical significance. For class of statistical tests described in this paper, two types of -values may be
distinguished. One type of -values consists of those for each of the estimated effects. A second type of -
values consist concerns the joint statistical significance of two or more estimated effects. The consideration 
of the simple case of two autosomal loci is useful, because it provides insights into how the Monte Carlo 
simulation procedures used in this paper may be extended to cases of two or more autosomal loci with two 
or more alleles at each locus.

Author: Professor Emeritus, Department of Mathematics, Drexel University, Philadelphia, PA.
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As was suggested in previous papers, when an investigator is dealing with a

sample of individuals whose genomes have been sequenced and a set of regions

of the genome have been identified that a ect the expression of a quantitative

trait or traits, then it becomes possible to provide a working definition of set of

loci in each individual at the genomic level, see Mode [3] and [4]. Moreover, if it

is also possible to use makers in the of each individual to provide working

definitions of at least two alleles at each locus, then an investigator can develop

a concrete working definition of the set of loci with two alleles at each that have

shown to have an e ect on the expression of a quantitative trait of traits as
expressed in a numerical measurement or measurements on each individual in

the sample.
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In principle, a quantitative trait or traits may be analyzed statistically for

any combination of the set of loci under consideration, but because the number

of genotypes that can be identified increase at a fast rate as the number of loci
under consideration increase, the sample of individuals may not be su ciently

large to assure that the number of individuals of each genotype is large enough

to obtain statistically significant results as discussed in chapters 3 and 4. Such

a situation will usually arise whenever the number of loci under consideration is

greater than 5 or 6. Therefore, if an investigator has 6 loci or more loci under

consideration in a sample of data, it would be prudent to perform a preliminary

analysis of the data for each locus under consideration in order to develop an

understanding as to which combination of loci would be most informative and

fruitful to explore.

To execute such an experiment, an investigator would need software to es-

timate each e ect whose square is a component of the genetic variance for each

locus under consideration. In the papers presented in chapters 3 and 4, it was

assumed that any allele in a genotype could be identified as to whether it was

contributed by the father or mother of any individual in the sample. In many

data sets, however, this assumption is not valid so that an investigator could

identify only three genotypes per locus for the case of two alleles per locus.

These three genotypes consist of two homozygotes and a heterozygote for which

it was not possible to identify whether each allele was of maternal or paternal

in origin. The purpose of this chapter is to provide an overview of the software

necessary to carry out a preliminary exploration of a data set, such that the

genome of each individual in the set has been sequenced, for each locus under

consideration. The main focus of this chapter is to implement software to do

the necessary computations for the simplest case of one autosomal locus with

two alleles with a view towards extending the software to cases of two or more

autosomal loci. A mathematical description of this software is provided for

those investigators who write code using a programing language based on the

manipulation of arrays such as APL or MATLAB.

A Monte Carlo simulation procedure was used to provide data for illustrat-

ing how the software may be used to analyze real data when it is available.

Contained in this software are procedures of estimating the squares of e ects

and a description of a procedures to formulate null hypotheses to test the sta-

tistical significance of the estimated squares of e ects. After a null hypothesis

is defined, a Monte Carlo simulation procedure was used to estimate -values

to judge whether each estimated square of an e ect was statistically significant,

given some null hypothesis. Detailed technical descriptions of null hypothe-

ses that were used in tests of statistical significance are also provided for each

reported experiment.

In previous work on defining e ects in connection with components of vari-

ance models in quantitative genetics, it was assumed that two kinds of het-

erozygotes could be identified when working with a sample of individuals whose

genomes have been sequenced. For example, let the symbol 1 denote the pres-

ence of a marker on a haplotype with respect to some locus, and let the symbol

0 denote the absence of this marker. Then, if it is assumed that it is possible

to detect in each individual whether each of the two alleles in a genotype that

was contributed by the maternal or paternal parent, then a genotype could to
represented by the symbol ( ), where and denote, respectively, the ma-

ternal and paternal allele. Thus, if both and are assigned the symbols 1 or

0, then four genotypes in the set

G1 = {(1 1) (1 0) (0 1) (0 0)} (2.1)

II. Non-Identifiabilty of Heterozygotes in the Case of 
one  Autosomal Locus

Direct Estimation of Effects and Tests of their Statistical Significance for the Case of One Autosomal 
Locus with Two Alleles

Notes



 
 

 
 

 
 
 
 
 
 
 
 
 
 

        

3

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
V
 I
ss
ue

  
  
  
er

sio
n 

I
V

IV
Y
ea

r
20

15

© 2015    Global Journals Inc.  (US)

  
 F
)

)

can be identified in a sample of individuals. But, if it is not possible to iden-

tify the maternal and paternal alleles in an individual, then the two possible

heterozygotes, (1 0) and (0 1) would be lumped into a single category called

heterozygotes.

But, in such samples, the two homozygotes, (1 1) and (0 0), could be iden-

tified unambiguously. In what follows, the genotypes in the three categories will

be denoted by the symbols (1 1) ( 6= ) and (0 0), where the symbol ( 6= )

stands for heterozygotes in the non-identifiable case. In this case,

G2 = {(1 1) ( 6= ) (0 0)} = { 1 2 3} (2.2)

is the set of genotypes of recognizable genotypes. To simplify the notation in this

case, the symbols 1 2 3 will stand for three genotypes under consideration

as indicated in (2 2)

For the case of non-identifible heterozygotes, let 1 denote the number

of individuals in a sample, and let (1 1), ( 6= ) and (0 0) denote, respec-

tively, the number of individuals of each of the three genotypes. To simply the

notation, the numbers of each of these three genotypes is indicated in the set

{ ( 1) ( 2) ( 3)} (2.3)

denote the set of genotypes and let , with or without subscripts, denote an

element in the set G2 as indicated on the right in (2 2). Then,

=
X

G2
( ) , (2.4)

is the number of individuals in the sample, and

=
( )

(2.5)

is the estimated frequency of genotype in the population for = 1 2 3 This

collection of estimates will be referred to as the estimated genotypic distribu-

tion.

To take into account the problem setting up a structure that incorporates

phenotypic variation among individuals of the same genotype in sample with

respect to some quantitative trait, let denote and random variable taking

values in the set of R of possible values of the phenotype. Usually, R is

a set of rational real numbers. Given genotype G2, let ( | ) denote
the conditional probability density function of the random phenotypic variable

, and suppose there are ( ) observed realizations of the random variable

denoted by the symbols for = 1 2 · · · ( ). The conditional expectation

of the random variable , given the genotype G, is

[ | ] =
Z
R

( | ) (2.6)

for every genotype G2.
Therefore, an estimator of the conditional expectation [ | ] is

( ) =
1

( )

X ( )

=1
(2.7)

for all G. In what follows, these estimates will be referred to as the genetic
values. Let denote the unconditional expectation of the genetic values. Then,

=
P

G2 ( ) ( ) (2.8)
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Observe that this formula of this type would also be valid if the set G1 of
genotypes were under consideration, in this case there would be 4 genotypes to

take into account.

One objectives of this chapter is to suggest ways of write software to im-

plement the formulas above, using a array manipulating programing language.

Included in the class of array manipulating programing languages are APL

and MATLAB. For such languages, a good starting point is to represent the

genotypic distribution in (2 5) and the set of estimated expectations in (2 7) in

matrix forms. To cast the genotypic distribution in matrix form, suppose the

set of genotypes under consideration is G2 . Then, the matrix of estimated of
genetic values will have the form

G2 =
( 1) ( 2)

0 ( 3)

¸
. (2.9)

If both of the genotypes (1 0) and (0 1) i.e., both maternal and paternal alleles

in a sample of individuals can be identified, then the set of genotypes under

consideration would be the set G1 as defined above. In this case, the matrix of
genetic values has the form

G1 =
(1 1) (1 0)

(0 1) (0 0)

¸
= [ ( )] , (2.10)

where in this case (0 1 ) may be positive.

Let the array

pG1 =
(1 1) (1 0)

(0 1) (0 0)

¸
= [ ( )] (2.11)

represent the matrix form of the genotypic distribution for case 1. For the case

the set of genotypes G1 is under consideration, let a matrix operation of element
by element multiplication be denoted by

p× = [ ( ) ( )] . (2.12)

The symbol on the left in (2 12) would be the format for doing the operation

of matrix of element by element implication in APL. Then, for case 1, the

unconditional expectation of the matrix of genetic values may be written in the

form

G1 =
P

( ) G1 [ ( ) ( )] . (2.13)

It is important to observe that if the set G2 of genotypes were under con-
sideration, then formula of type (2 13) could also be used to compute uncon-

ditional expectation G2 From the point of view of writing software with an

array processing programming language, it is important to observe that the

same program could be used for these cases, except case 2, were the matrix of

expected genetic values would have the form in (2 9) and the matrix form of the

genotypic distribution would be represented in the form

pG2 =
( 1) ( 2)

0 ( 3)

¸
. (2.14)

In what follows in this section, a general notation will be used to partition

the phenotypic variance of a trait into the genetic and environmental variances,

using a general notation that includes cases 1 and 2 described above. Let A
denote the set of alleles at some autosomal locus, let ( ) any genotype, where

A and A and let

G = {( ) | A and A} (2.15)
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be the set of genotypes under consideration. Given genotype ( ) G, a
set of genotypes under consideration let ( ) denote a realization of the

phenotypic random variable , given ( ). Then observe that the equation

( ) = ( ( ) ) + ( ( ) ( )) (2.16)

is valid for all genotypes ( ) G.
The phenotypic variance, genetic and environmental variances are defined

as

[ ] =
P
( ) ( ) ( ( ) )

2
(2.17)

[ ] =
P

( ) ( ) ( ( ) )
2

(2.18)

and

[ ] =
P

( ) ( ) ( ( ) ( ))
2

(2.19)

respectively.

By using a conditioning argument given ( ) and (2 16), it can be shown

that the equation

[ ] = [ ] + [ ] (2.20)

is valid. If a reader is interested in a detailed derivation of the formula in

(2 20), consult chapter 3, which contains a detailed account for the case of one

quantitative trait. Observe that if the variances on right of equation (2 20) are

estimates based on data, then the sum on the right in (2 20) is an estimator of

[ ] the phenotypic variance. By definition, , the heritability of a trait,

is

=
[ ]

[ ] + [ ]
=

[ ]

[ ]
. (2.21)

From this formula, it can be seen that to estimate , it su ces to compute

[ ] and [ ], and then use equation (2 20) to check the validity of

formula (2 20) numerically. Note that any estimate of will satisfy the con-

dition 0 1 It should also be observed that from formula (2 17) that the

phenotypic variance [ ] may also be computed directly.

The formulas just derived are theoretical and when a sample of data is

available to an investigator, the genotypic distribution may be estimated as

well as means and variances. For example, for each genotype ( ) G2, let
( ) for = 1 2 · ·· ( ) be a set of quantitative observations on some

trait. Then, for every genotype ( ) G2,

b ( ) =
1

( )

( )X
=1

( ) (2.22)

is an estimate of the expectation ( ), and an estimate of 2 ( ) is

c2 ( ) =
1

( ) 1

( )X
=1

( ( ) b ( ))
2

(2.23)

is an estimate of 2 ( ) for ( ) 1, and

b( ) =
( )

(2.24)

is an estimate of the genotypic distribution. In the sections that follow the sym-

bol b will be dropped to lighten the notation, but it will be tacitly understood
that when a set of data is under consideration, the symbols ( ) 2 ( ) and

( ) are estimates of parameters.
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In classical quantitative genetics, the variances in variance component mod-

els were usually estimated indirectly by using analysis of variance-covariance

procedures, but within this framework it was not possible to estimate the ef-

fects, because they were squared terms in the weighted sums that were, by

definition, variance components. See chapter 1 for a specific example of an

analysis of variance-covarince procedure applied to data. But, as will be shown

in this section, when the genotype of each individual in a sample is known at

the level, it is possible to estimate e ects directly from the data for cases

of at least two alleles at the locus as was suggested in chapters 3 and 4.

Suppose that the maternal and paternal alleles are not identified in a sample,

and let (1 1), (0 0) and ( ) denote, respectively, the total number of

individuals that were homozygous for the alleles 1 or 0 and heterozygous for

these alleles. Then, the total number of individuals in the sample is

= (1 1) + (0 0) + ( ) . (3.1)

Let (1 1 ) (0 0) and ( ) denote, respectively, the frequencies of the three

genotypes under consideration. Then, (1 1) = (1 1) , (0 0) = (0 0)

and ( ) = ( ) . are estimators of these frequencies. It is also essential

to have estimates of the frequencies of alleles in the sample. Let (1) and (0)

denote the estimated frequencies of alleles 1 and 0 in the sample. The number of

copies of allele 1 in individuals of genotype (1 1) is 2, and the number of copies

of this allele in each heterozygote is one. Therefore, the estimated frequency of

allele 1 in the sample is

(1) =
2 (1 1) + ( )

2
= (1 1) +

1

2
( ) . (3.2)

Similarly, the estimate of allele 0 in the sample is

(0) = (0 0) +
1

2
( ) (3.3)

Observe that

(1) + (0) = 1 (3.4)

as they should.

In order to define all e ects for the case of one autosomal locus, it will be

necessary to define conditional expectations of the estimated means defined in

equation (2 7) in section 2 with respect to the genotypic distribution defined

below. When programming in an array processing language, it is convenient

to represent the data and estimates in a matrix form. Let (1 0) = (0 1) =

0 5 ( ). Then, the matrix form of the genotypic distribution is

pG2 =
(1 1) (1 0)

(0 1) (0 0)

¸
. (3.5)

The subscript G2 denotes the set of genotypes defined in (2 2) in section 2.
Given this matrix, the frequency of allele 1 has the form

(1) = (1 1) + (1 0) . (3.6)

Similarly, the frequency of allele 0 has the form

(0) = (0 1) + (0 0) (3.7)

From the point of view of writing computer code in an array processing language,

one could use a single command to compute the sum of the rows of the matrix

pG2 that would result in an array with the elements (1) and (0).

III. Estimating Effects Directly for Case of One 
Autosomal Locus
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To expedite the writing of code in an array processing programing language,

let (1 1) (0 0) and ( ) denote the genetic means for three genotypes

under consideration, and, to cast these means in matrix form as in (3 5), let

(0 1) = (1 0) = ( ). Then, the matrix of these means may be repre-

sented in the form

G2 =
(1 1) (1 0)

(0 1) (0 0)

¸
. (3.8)

An essential step in defining the e ects in what follows is to estimate the mean

defined in (2 8) of section 2. To this end consider the matrix product

pG2 × G2 , (3.9)

where the symbol × stands for element by element multiplication. Then, in this
notation, the mean has the form

=
P
pG2 × G2 =

P
( ) G2 ( ) ( ) , (3.10)

see (2 8) of section 2. When writing code in an array processing programing

language, only a few symbols would be required to write the code to do the

operations defined in (3 10).

Another essential step in defining e ects is to define the conditional distrib-

utions based in terms of the elements of the matrix p
2
in (3 5). By definition,

the conditional distribution of the genotypic distribution, given allele 1, is

1

(1)
( (1 1) (1 0)) . (3.11)

Let (1) denote the conditional expectation of the means ( (1 1)) (1 0),

given allele 1. Then, by definition

(1) =
1

(1)
( (1 1) (1 1)) + (1 0) (1 0) . (3.12)

The conditional expectation (0) is defined similarly. Observe that if the sample

is in a Hardy-Weinberg equilibrium so that ( ) = ( ) ( ) for all genotypes

( ) G2 then (1) has the form

(1) =
1

(1)
2 (1) (1 1) + (1) (0) (1 0) = (1) (1 1) + (0) (1 0)

(3.13)

The conditional expectation (0) has a similar form when the sample is in a

Hardy-Weinberg equilibrium.

Given the above definitions, the e ect of allele 1 is defined by

(1) = (1) . (3.14)

Similarly, the e ect of allele 0 is defined by

(0) = (0) . (3.15)

In what follows, the e ects defined in (3 14) and (3 15) will be referred to as

first order e ects. Observe that the expectation of these e ects with respect to

the genotypic distribution is

G2 [ ] = (1) (1) + (0) (0) = 0 . (3.16)

It is clear that the e ects just defined can be estimated directly from the data,

given that the genotype of every individual in the sample can be identified.
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For reasons that will be made clear subsequently, the additive variance is

defined by

[ ] = (1) 2 (1) + (0) 2 (0) (3.17)

The symbol has been included in left the side of this equation as a reminder

that e ects on the right side of the equation have been estimated from data.

From a perspective of using an analysis of variance procedure to estimate the

additive variance in (3 17), it would be impossible to estimate the e ects defined

in (3 14) and 3 from an estimate of [ ]. This observation clearly di er-

entiates classical methods of estimating variance components, based on some

analysis of variance procedure, from the direct method of estimating e ects

from the data as outlined above.

Additional e ects can also be defined as measures of the presence of inter-

actions among the two alleles in the genotype of any individual in the sample.

For any genotype ( ), a second order e ect ( ) is defined as

( ) = ( ) ( ) ( ) (3.18)

for all genotypes ( ) G2. From this equation, it follows that

( ) = + ( ) + ( ) + ( ) (3.19)

for all genotypes ( ) G2. If there are no interactions among the alleles and

, then ( ) = 0 and equation (3 19) reduces to

( ) = + ( ) + ( ) (3.20)

If this equation holds, then it is said that the alleles and act additively, but

if ( ) 6= 0, then there is some interaction among the alleles and .

If a sample of individuals is in a Hardy-Weinberg equilibrium,see definition

below, then in the additive case, the genetic variance has the form

[ ] =
P

( ) G2
( ) ( ( ) )

2
= (1) 2 (1)+ (0) 2 (0) = [ ]

(3.21)

which justifies equation (3 17). By definition

[ ] =
P

( ) 2
( ) 2 ( ) (3.22)

is the intra-allelic interaction variance. If the sample is in a Hardy-Weinberg

equilibrium, then, by definition ( ) = ( ) ( ) for all alleles and , and it

can be shown that

[ ] = [ ] + [ ] . (3.23)

A proof of these results may be found in chapter 3.

If the population is not in a Hardy-Weinberg equilibrium, then from equation

it can be shown that [ ] would also contain covariance terms, but the

details will be omitted, but if a reader is interested in more details, chapter 3

may again be consulted. In classical quantitative genetics, the objective of an

experiment would be the estimation of the variance components on the left

side of equation (3 23), using some analysis of variance procedure. But, as was

shown above, when the genotype of every individual in the sample is known,

then all second order e ects defined above can be estimated directly from the

data.

For example, from equation (3 19), it follows that the formula for estimating

the second order e ect for genotype (1 1) is

(1 1) = (1 1) 2 (1) . (3.24)
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A similar formula for an estimator of the e ect (0 0) would also have the

form of equation (3 24) The formula for estimating the second order e ect for

genotype ( ) such that ( 6= ) directly has the form

(1 2) = (1 2) (1) (2) . (3.25)

As can be seen from the symmetric matrices in (3 5) and (3 8), it follows that

(2 1) = (1 2).

For the case in which maternal and paternal alleles can be identified in any

genotype, the set of genotypes G1 = {(1 1) (1 0) (0 1) (0 0)}, see section
2 for more detailed comments, would be under consideration. In this case the

2×2 matrix PG1 would not be symmetric, because the relation (1 2) 6= (2 1)

would hold except for rare coincidences. Similarly, the 2 × 2 matrix
1
ge-

netic values, conditional means, would also be non-symmetric. In this case it

would also be necessary to distinguish the frequencies of maternal and paternal

alleles. For example, if the rows of the matrix PG1 were summed, the result

would be the distribution of maternal alleles ( (1) (0)). Similarly, if

the columns of this matrix were summed, the result would be the distribution of

( (1) (0)) of paternal alleles. Given these allelic distributions, to write

the computer code to compute the e ects in this case would require only a few

changes in the code for the case in which the maternal and paternal cannot be

distinguished as outlined above.

A question that naturally arises at this point formulating the model under

consideration is how can we construct procedures to test the statistical signifi-

cance of the estimated e ects? Because the squares of the e ects are summed

when defining variance components, it seem fitting to use squared e ect in de-

signing tests of statistical significance. Another advantage of using squared

e ects is that their signs are always non-negative. For the case in which the

maternal and paternal alleles cannot be distinguished, let the 5 × 1 column
vector

E =

2 (1)
2 (0)
2 (1 1)
2 (0 0)
2 (1 0)

(3.26)

denote the squared e ects. For the case the maternal and paternal alleles can

be distinguished, this vector would contain 8 elements. In the next section,

procedures for testing the statistical significance of the elements in the vector

in (3 26) will be presented.

In this section, a class of tests of statistical significance based on com-

puter intensive methods will be discussed. In the statistical literature, this

class of tests described in this section are often referred to as permutation

tests. For example, consider the case in which the maternal and paternal alleles

cannot be distinguished. Then, the set of genotypes in the model would be

G2 = {(1 1) (0 0) (1 0)}, where the symbol (1 0) represents heterozygotes.
Let (1 1) (0 0) and (1 0) denote the number of individuals of the three

genotypes in a sample of

= (1 1) + (0 0) + (1 0) (4.1)

individuals whose genomes have been sequenced. For each genotype ( ) G2,
let W ( ) = { ( ) | = 1 2 · · · ( )} denote the the sample of ( )

realizations of the phenotypic random variable describing the variability in

IV. Permutation Tests for Statistical Significance 
of Estimated Effects
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the expression of some quantitative trait for individuals of genotype ( ).The

combined data set under consideration may be represented as

=W (1 1) W (0 0) W (1 0) (4.2)

and consists of observations.

The first step in setting up a permutation test of the data is to compute a

random permutation denoted by of the data set in (4 2). Given this

random permutation of the data, the next step consists of choosing the first

(1 1) elements of as a sample of the quasi observations of the (1 1)

individuals of genotype (1 1). Similarly, the next (0 0) elements of

would represent quasi observations on the (0 0) of genotype (0 0). Finally, the

last (1 0) elements of would represent the (1 0) quasi observations

on individuals of genotype (1 0). Then suppose these operations are repeated

times to generate a set of random mutations of the data in (4 2).

As is well known, the set S of all permutations of the data chosen in this
manner contains

=
!

(1 1)! (0 0)! (1 0)!
(4.3)

elements. For example, for the case (1 1) = 33 (0 0) = 33 and (1 0) = 34,

this number is

=
100!

33!33!34!
= 4 192 4× 1045, (4.4)

which is a very large number. Indeed it is so large that most current computers

would be unable compute this many permutations of the data in an acceptably

short time span. Consequently, when doing a permutation test of the data, an

investigator would need to compute some number of permutations that is

much less than Most programming languages contain programs to compute

random numbers, which can be used to write code for computing a sample of

random permutations of a data set.

When doing a permutation test, the null hypothesis 0 is that the observed

data set is a random sample from the set S of all possible permutations of the
data. To carry out such a test, a computer would need to be programmed in

such a way that some number of random permutations of the data would be

computed and for each permutation of the data estimates of the e ects of the

vector E in equation (3 26) of section 3 would be computed. Let SIM denote a

5× matrix of simulated estimates of the five e ects in the vector E such that

each column of this matrix is an estimated realization of the observed vector E

based on a random permutation of the data. Similarly, let ALPHA denote a

5× matrix such that each column is a copy of the vector E. Then consider

the relationship and a 5× matrix R defined by

R = SIM ALPHA . (4.5)

Let SIM ( ) denote the element from the -th row and -th column of the ma-

trix SIM , and define the element ALPHA ( ) analogously. Each elements

of the matrix R is 0 or 1. If the relation

SIM ( ) ALPHA ( ) (4.6)

is true, then the element R ( ) = 1, and if this relation is false, R ( ) = 0.

As will be demonstrated in what follows, by using the matrix R various types

of -values may used to judge statistical significance of each of the estimated

e ects.

For example, let the denote the array with 5 elements that

results from summing the rows of the matrix R, and let ( ) denote the -

element in this array, where = 1 2 · · · 5. For example, according the ordering
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used in defining the 5 × 1 vector E in section 3, the number ( ) denotes the

number of times among the sample values that the inequality

SIM (1 ) ALPHA (1 ) (4.7)

was satisfied for e ect 1.

Observe that for every = 1 2 · ·· 5 the value of ( ) will be a member of

the set { | = 0 1 2 · ·· } Consequently, ( ) = ( ) is the estimated

-value for the estimated e ect 2 ( ) for = 1 2 · · · 5, see the vector E in

(3 26) in section 3 for details. Note that according to the elements in this vector,

(1) is the -value for the estimated e ect 2 (1) of the marker allele 1. If for

any = 1 2 · · · 5, ( ) 0 05, then the null hypothesis 0 that the data are

a sample from the set S of all permutations of the data will be rejected and the
estimate of the e ect ( ) will be said to be statistically significant. In this

example, the probability 0 05 was chosen arbitrarily, but an investigator would

be free to choose any other small probability as a bench mark for declaring

statistical significance. Alternatively, an investigator may want to observe each

-value, and make a judgement a to whether an estimated e ect was statistically

significant. At this point in the discussion, note that each of the probabilities

estimated from the data, pertains to only the statistical significance of one of

the five estimated e ects under consideration. But, as will be demonstrated

below, it will also be possible, to obtain joint probabilities that some sets of

e ects are jointly significant that will be illustrated in the next paragraph.

This other set of interesting joint -values may be computed by summing the

columns of the matrix R. Let denote an array with ele-

ments that are sums of the columns ofR, and let ( ) denote the sum of column

. Then, the value of each ( ) is an integer in the set { | = 0 1 2 3 4 5} for
= 1 2 · · · . For example, if for some column , ( ) = 0, then all the num-

bers in column of R would be 0, indicating that for every row the inequality

(4 6) was not satisfied for column = . But, if ( ) = 5 for some column = ,

then the inequality in (4 6) would be satisfied for all rows = 1 2 3 4 5 Given

the array , it would be possible to estimate a distribution that

would provide insights into the joint statistical significance of the 5 estimated

e ects in the column E in (3 26) in section 3. For any fixed = 0 1 2 3 4 5, let

( ) be the number of elements of the array has the value

. Let ( ) = ( ) denote the estimated probability for the values

= 0 1 2 3 4 5 By viewing these joint probabilities, an investigator would be

in a position to judge whether all the five estimated e ects were jointly sta-

tistically significant. If, for example, this distribution were skewed to the left

so that the probabilities ( ) for = 0 1 were larger than the probabili-

ties ( ) for = 4 5, then an investigator could make a judgement as to

whether all estimates of the five e ects were jointly statistically significant.

Some investigators may wish to carry out a permutation test, but in this

chapter the focus of attention will be focused on another class of tests of sta-

tistical significance based on Monte Carlo simulation methods that will be for-

mulated in the next section. However, in practice, an investigator may want to

carry out statistical test of significance belonging to di erent classes of tests to

get some idea as to whether estimated e ects are statistically significant for at

least two classes of tests of statistical significance

There is also another approach to judging whether estimates of the five

e ects are statistically significant by using Monte Carlo simulation methods.

Suppose, for example, that there are ( ) non-negative simulated realizations

of the random variable W ( ) for every genotype ( ) G2 . The rationale

V. Testing the Statistical Significance of Estimated Effects 
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under lying the choice of non-negative random variable is that most measures

with respect to some quantitative trait are non-negative numbers. One of the

simplest approaches to simulation realizations of non-negative random variables

is to use the absolute or folded normal distribution. Suppose a random ( )

has a normal distribution with an expectation ( ) and variance 2 ( )

for every genotype ( ) G2. Let denote a standard normal random

variable with expectation 0 and variance 1 Then, as is well known, if is

a simulated realization from a standard normal distribution, then ( ) =

( ) + ( ) is a simulated realization of the random variable ( ) for

every genotype ( ) G2. Given a simulated realization of a random variable

( ), ( ) =| ( ) | is a simulated realization of a random variable

( ) with an absolute normal distribution for every genotype ( ) G2. A
more detailed description of the folded normal distribution will be given in a

appendix.

The next step in setting up a Monte Carlo simulation experiment is to

formulate a procedure for testing a null hypothesis. Suppose, for example,

that the ( ) observations of the random variableW ( ) for every genotype

( ) G2 are a random sample from a folded normal distribution. Moreover,

suppose there are real data consisting of a sample of size ( ) for each geno-

type ( ) G2. To simplify the notation, from now on the symbols ( ) and
2 ( ) will denote estimates of the corresponding expectation and variance for

each genotype ( ) G2 based on the data. Given the data, an investigator
could also estimate the genotypic distribution { ( ) | ( ) G2} as well as
the 5 × 1 vector E of e ects. In this situation, an investigator may wish to

entertain the null hypothesis 0 of homogeneity and suppose that there are

positive numbers and 2 such that

( ) = and 2 ( ) = 2 (5.1)

for all genotypes ( ) G2, the subscript stands for unconditional.

At this point, to simulate samples from a normal distribution with expec-

tation and variance 2 , an investigator may decide to choose and 2

as

=
P

( ) G2
( ) ( ) (5.2)

and
2 =

P
( ) G2

( ) 2 ( ) (5.3)

as the parameters in the normal distribution to be used to simulate ( ) of

realizations of random variable the ( ) for every genotype ( ) G2. Given
this simulated sample of realizations of random variables with a homogeneous

distribution, the simulated ( ) realizations of the phenotypic random vari-

ables ( ) would be computed by using the formula ( ) =| ( ) | for
every genotype ( ) G2.
This choice of 2 , for example, would result in a simulated samples with

a variance that would be close to that in the original data so that unrealistic

outliers would occur with small probabilities in the simulated data. The choice

of , however, is less sensitive than that for 2 . For it is interesting to note

that if the hypothesis 0 were true, then all e ects in the vector E are 0 for

any choice of . For example, consider the first order e ect

(1) = (1) (5.4)

see (3 14) in section 3. By inspecting (3 13) in section 3, it can be seen that if

0 is true, then (1) = so that (1) = 0.

Similar arguments may be used to see that if 0 is true, then all the ef-

fects in the vector E would be 0. It is interesting to note that for any choice

Direct Estimation of Effects and Tests of their Statistical Significance for the Case of One Autosomal 
Locus with Two Alleles

Notes



 
 

 
 

 
 
 
 
 
 
 
 
 
 

        

13

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
V
 I
ss
ue

  
  
  
er

sio
n 

I
V

IV
Y
ea

r
20

15

© 2015    Global Journals Inc.  (US)

  
 F
)

)

of in a simulation procedure, all the e ects in the vector E would be 0.

From the point of view of simulating ( ) realizations of the random vari-

ables ( ) =| ( ) | for every genotype ( ) G2, it can be seen that
if the expectations of the random variables ( ) are some constant , then

the expectations of the random variables ( ) would also be some constant.

Hence, the estimated e ects based on the means of folded normal distribution

would also be constant. If a reader is interested in further details regarding the

folded normal distribution, it is suggested that the appendix be consulted.

To carry out a test of statistical significance using the Monte Carlo simulation

procedure just outlined, an investigator would start with the array DATA in

(2 2) Then the first step in a Monte Carlo simulation procedure would be that

of simulating a quasi-data set, QUASIDATA, consisting of realizations

of a random W with a normal distribution with expectation and variance
2 as suggested as indicated above. Let SIMW (1 1) denote the first (1 1)

elements of the array , QUASIDATA and define the arrays SIMW (0 0)

and SIMW (1 0) similarly for the numbers of individuals (0 0) and (1 0)

of genotypes (0 0) and (1 0), respectively. Then, the simulated quasi array of

data for the three genotypes may be represented in the form

QUASIDATA = SIMW (1 1) SIMW (0 0) SIMW (1 0) (5.5)

just as the real data in (4 2).

Given the simulated data set in (5 5), the next step in the Monte Carlo

simulation procedure would be that of computing estimates of the five e ects

in the 5 × 1 vector E. By repeating this step just outlined 1 times, a

version of the 5× matrix R in (4 5) could be computed. Then, by using the

procedure outlined in section 4, a test statistical significance for any estimated

e ect the vector E could could be accomplished. Similarly, a test for the joint

statistical significance of the five estimated e ects could be carried out, by using

the procedure outlined in section 4 by summing the rows of the matrix R. In

such an experiment, an investigator would be testing the null hypothesis that

all the five e ects in the vector E are zero.

To simplify the notation, from now on the symbols ( ) and 2 ( ) will

denote estimates of the corresponding expectation and variance for each geno-

type ( ) G2. The rational for considering simulated non-negative random
variable is that the majority of measurements for some quantitative traits are

usually non-negative numbers as stated above. Given this information, an inves-

tigator could estimate the genotypic distribution { ( ) | ( ) G2} as well
as the 5 × 1 vector E of e ects. In setting up this Monte Carlo experiments

, an investigator may wish to entertain the null hypothesis 0 that there are

positive numbers and 2 such that

( ) = and 2 ( ) = 2 (5.6)

for all genotypes ( ) G2 see (5 2) and (5 3).
This choice of 2, for example, would result in a simulated samples with

a variance that would be close to that in the original data so that unrealistic

outliers would occur with small probabilities in the simulated data. The choice

of , however, is less sensitive than that for 2. For it is interesting to note that

if the hypothesis 0 were true, then all e ects in the vector E are 0 for any

choice of . For example, consider the first order e ect

(1) = (1) (5.7)

see (14) in section 3. By inspecting (3 16) in section 3, it can be seen that if

0 is true, then (1) = so that (1) = 0. Similar arguments may be used

to see that if 0 is true, then all the e ects in the vector E would be 0. It is
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interesting to note that for any choice of in a simulation procedure, all the

e ects in the vector E would be 0.

To carry out a test of statistical significance using the Monte Carlo simulation

procedure just outlined, an investigator would start with the array DATA in

(4 2) Then the first step in a Monte Carlo simulation procedure would be that

of simulation a quai-data set, QUASIDATA, consisting of ( ) realizations

of random variables X ( ) for every genotype ( ) G2 with a normal distri-
bution with expectation and variance 2 that would be transformed to ( )

folded normal random variables ( ) for every ( ) G2 . Let SIMW (1 1)

denote the first (1 1) elements of the array , QUASIDATA, and define the

arrays SIMW (0 0) and SIMW (1 0) similarly for the numbers of individ-

uals (0 0) and (1 0) of genotypes (0 0) and (1 0), respectively. Then, the

simulated quasi array of data for the three genotypes may be represented in the

form

QUASIDATA = SIMW (1 1) SIMW (0 0) SIMW (1 0) (5.8)

just as the real data in (4 2).

Given the simulated data set in (5 8), the next step in the Monte Carlo

simulation procedure would be that of computing estimates of the five e ects

in the 5 × 1 vector E. By continuing this step just outlined 1 times, a

version of the 5 × matrix R in (4 5) could be computed. Then, by using

the procedure outlined in section 4, a test of statistical significance for any

estimated e ect the vector E could could be accomplished. Similarly, a test

for the joint statistical significance of the five estimated e ects could be carried

out, by summing the rows of the matrix R and counting the numbers of each

of the values 0 1 2 3 4 5. In any computer experiment of the type under

consideration, an investigator would be testing the null hypothesis that all the

five e ects in the vector E are 0.

One of the principal goals of the type of Monte Carlo simulation under

consideration is that of computing p-values on which a judgment of statistical

significance for each of the five e ects that were estimated form the data can be

made. The 5× matrix R plays a fundamental role in estimating the p-values.

Consider, for example, an element by element representation of this matrix of

the form

R = [ ] (5.9)

and let 2 ( ) denote squared e ect estimated form the data in the vector E

for = 1 2 3 4 5. Similarly, let 2 ( ) be an estimate of the squared e ect

of replication of the Monte Carlo simulation experiment for = 1 2 · · · .

Then, for each = 1 2 · ·· 5 and = 1 2 · · · , may be interpreted as a

Bernoulli indicator such that = 1 if the event£
2 ( ) 2 ( )

¤
(5.10)

occurs and = 0 if event defined in (5 10) does not occur.

Given a null hypothesis 0 let

[ | 0] = 1 [ = 1 | 0]+0 [ = 0 | 0] = [ = 1 | 0] = ( | 0)

(5.11)

denote the conditional probability that the event in (5 10) occurs, given 0 for

= 1 2 ··· The technical details of the random number generator used in the

Monte Carlo simulation experiments reported in following sections will not be

discussed here. But, because the randomness in the properties of the sequences

of uniform random numbers taking values in the interval [0 1), the assumption

that the events denoted in (5 10) are independent for all = 1 2 · · · so

that for each = 1 2 · · · 5, it is highly plausible to assume that the sequence
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of Bernoulli indicator functions are independently distributed with a common

expectation ( | 0) defined in (5 11) Therefore, by invoking the law of large

numbers, it follows that

lim
1 X

1

= ( | 0) (5.12)

for every = 1 2 · · · 5 If the strong law of large numbers is invoked, then

the limit in (5 12) holds with probability one. In general the larger the choice

of the number the greater is the reliability of the estimate in (5 14) In the

experiments that will be reported in subsequent sections of this chapter, was

chosen as 10,000. With this choice of the computing run time of each of the

experiments reported in the sections to follow was in the range of 2 to 3 minutes,

which would be acceptable if a quantitative trait under consideration involved

repeating an experiments for 10 to 15 loci which were thought to be involved in

the expression of the trait.

At this point in the development of ideas making up the procedure for tests

of significance under consideration, it will be helpful to express the ideas in the

last paragraph of section 4 more formally. Let

=

5X
=1

(5.13)

denote the sum of the indicators in column or the matrix R for = 1 2 · · · .

Then the array defined in the last paragraph of section 4 has

the form

= ( 1 2 · · · ) . (5.14)

Let

[ | = ] (5.15)

for = 0 1 2 3 4 5. Then

( ) =
X
[ | = ]

(5.16)

for all and
5X
=0

( ) = . (5.17)

Then in terms of the formal system developed in this section

[ | 0] =
( )

(5.19)

for all is the conditional distribution for judging the joint statistically sig-

nificance of the 5 e ects under consideration. Observe that the conditional

distribution defined in (5 19) has the property

5X
=0

[ | 0] = 1 (5.21)

as it should. In any simulation experiment, it is useful to check that this equation

holds as part of tests for the correctness of the software. Equation (5 19) is

justified, because sets in the collection of sets in (5 15) are a disjoint partition

of the set in (5 14).
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There is a vast literature on Monte Carlo simulation procedures that have

been used in many fields of science. For example, the paper by Mode and

Gallop (2008) [1], as it turned out, provided the authors into a window on an

extensive literature on Monte Carlo simulation procedures as used in many fields

of science, see the internet link

: 8 ? = 2 20 8 6419 877

74198186 9 1 0 53 88 0 5587 0 302 72

Furthermore, the book cited in [2] and edited by the author, also contains an

extensive collection of papers on the application of Monte Carlo simulation

methods in various fields of biology and related sciences. In this section, the

random number generator with a very long period set forth in Mode and Gallop

(2008) [1] in section on Monte Carlo simulation methods will be used as well as

in all sections to follow, containing accounts of Monte Carlo simulation experi-

ments used to test various version of the null hypothesis. There is a caveat that

a reader should be aware of when reading the experimental results reported in

this and the following sections is that the random number generator used in

all experiments reported in this paper was designed for computers based on 32

bit words. The computers used to conduct Monte Carlo simulation experiments

reported in this paper, however, were based on 64 bit words. Algorithms for

random number generators for 64 bit words may be found in the papers cited

in Mode and Gallop (2008) [1], but to implement these algorithms for use on

computers based on 64 bit words would require an extensive period of develop-

ment, using array manipulating programming languages such as APL. It seems

plausible, however, that if the Monte Carlo simulation experiments reported

in this paper were based on a random number generator designed for a 64 bit

word computers rather than the 32 bit word generator, that the results and

conclusions would not be significantly di erent.

The first step in setting up a Monte Carlo experiment to test some null

hypothesis 0 is to simulate the data that will used to estimate all parameters

and e ects as functions of parameters. In the best of all worlds, data of the type

under consideration would be posted on the internet so it could be downloaded

by investigators and used to present concrete examples of the application of new

statistical procedures. But, unfortunately, getting permission to use such data

is often impossible, unless you are a member of the group that has assembled the

data. The parameter values used to simulate the data used in the experiments

discussed in the section are shown in Table 6.1 below.

Table 6.1 Parameter Values Used to Simulate Data

(1 1) 30

(1 1) 0 25 (1 1)

(0 0) 40

(0 0) 0 25 (0 0)

(1 0) 60

(1 0) 0 25 (1 0)

.

By way of interpreting the chosen values in Table 6.1, on some scale of

hypothetical units used to measure the expression of some quantitative trait

under consideration, the expected values for the three genotypes (1 1), (0 0) and

(1 0) were chosen as (1 1) = 30 (0 0) = 40 and (1 0) = 60. The rational

used in choosing these numbers was to assign di erent values to each of these
expected values so that the estimated genetic variance would be positive. The

rational for not choosing (1 0) = 50 but as (1 0) = 60 was to consider the

VI. Monte Carlo Simulation Experiments on Simulating 

Data and Testing the Null Hypotheses
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case there was a heterotic e ect for heterozygotes of genotype (1 0), i.e., it was

assumed that there was some interaction of alleles 1 and 0 in individuals, whose

genotype was the heterozygote. The reason for choosing the standard deviations

(1 1), (0 0) and (1 0) as a common fraction 0 25 of the expectation for

each genotype was that the estimates of the environmental valance for each

genotype seemed plausible as observed in preliminary experiments. The sample

sizes chosen for the genotypes were (1 1) = 100, (0 0) = 200 and (1 0) =

450. These sample sizes resulted in the allele frequencies (1) = 0 433 and

(0) = 0 567. The estimated heritability based on the simulated data for the

three genotypes was = 0 4280.

Two null hypotheses were considered in the illustrative examples on testing

the statistical significance of the squared e ects estimated from the simulated

data. Presented in table 6.2 are the assigned parameter values used in testing

the two null hypotheses under consideration.

Table 6.2 Parameter Valued Used in Testing Two Null Hypotheses

Based on Monte Carlo Simulation Methods

0 (1) 0 (2)

(1 1) 0

(1 1)

(0 0) 0

(0 0)

(1 0) 0

(1 0)

In table 6.2, the subscript stands for unconditional expectations and stan-

dard deviations as shown in (5 1). Moreover, the estimates of these parameters

were computed from the simulated data, using formulas (5 2) and (5 3). The

estimate was computed using the formula

=
¡

2
¢ 1
2 , (6.1)

see (5 2). Table 6.3 contains the symbolic form of the squares of the estimated

e ects, the estimates of these parameters based on the simulated data and the -

values computed in tests of statistical significance of the null hypotheses 0 (1)

and 0 (2) using Monte Carlo simulation methods under consideration.

Table 6.3. Statistical Test of Significance of the Estimates of the

Squared E ects Based on Monte Carlo Methods

0 (1) 0 (2)
2 (1) 0 03185 0 6124 0 3948
2 (0) 0 00557 0 7796 0 64411
2 (1 1) 376 7118 0 0
2 (0 0) 92 48211 0 0
2 (1 0) 106 8706 0 0

In the simulation experiment designed to test the null hypothesis 0 (1), the

squares of the estimated e ects were computed with 10,000 Monte Carlo repli-

cations, using the parameter assignments listed in the second column of table

6.2. Similarly, to test the null hypothesis 0 (2) 10,000 Monte Carlo replications

of the squared e ects were again computed. The -values listed in columns 3

and 4 of table 6.3 were computed using the 10,000 Monte Carlo replication as

set forth in equation (5 12) with = 10 000 for each null hypothesis being

tested. From rows 1 and 2 of table 6.2, it can be seen that if the null hypothesis
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0 (1) is true, then
2 (1) = 0 and 2 (0) = 0. The estimates of these two

squared e ects based on the simulated data are 0 03185 and 0 00557, with the

corresponding -values 0 6124 and 0 7796, respectively, under null hypothesis

0 (1), and are not su ciently small to reject the null hypothesis being tested.

An investigator may therefore conclude that the additive e ects of alleles 1 and

0 are not statistically di erent from 0. As can be seen from the second column of

table 6.3, the estimates of the squared e ects for interactions e ects 2 (1 1),
2 (0 0) and 2 (1 0) are 376 7118, 92 48211 and 106 8706, respectively, with

corresponding -values 0 0 0. The number 0 is the smallest possible -value;

consequently, the squared e ects for allelic interaction are highly significantly

di erent form zero under the null hypothesis 0 (1). It is interesting to note if

the null hypothesis 0 (2) were tested using the same methods, the statistical

conclusions just stated for the five squared e ects under consideration would

not change even though the -values for the additive e ects di er from those

that were computed under the null hypothesis 0 (1).

The last set of -values that will be presented in this section are those de-

scribed in (5 13) through (5 21), which were estimated by summing the columns

5 × 10 000 matrix R of realized Bernoulli indicator functions as described in

section 5. Presented in table 6.4 are the are estimates of these -values under

null hypotheses 0 (1) and 0 (2)

Table 6.4 Estimates of the Joint p-Values Under Each Null

Hypothesis

0 1 2 3 4 5

0 (1) 0 2204 0 1672 0 6124 0 0 0

0 (2) 0 3559 0 2403 0 3948 0 0 0

Observe that for each row in this table the listed -values are a distribution

satisfying equation (5 21). For example, for null hypothesis 0 (1)

0 2204 + 0 1672 + 0 6124 = 1. (6.2)

An equation of the same form would be also be valid for the row in table 6.4

corresponding to the null hypothesis 0 (2). By way of interpreting this table,

with an estimated probability 0 2204, the sum of a column of the indicator

matrix R would be zero under the null hypothesis 0 (1) Similarly, under

this null hypotheses, 0 6124 was the estimated probability that the sum of a

column of indicators was 2. Observe that, because this probability is largest

in the distribution under the null hypothesis 0 (1), the number 2 is the mode

of this distribution of joint -values. It is also interesting to note that the

estimated probability that a column sum of indicators in the matrix R had

the value 3 4 or 5 was 0 under both null hypotheses under consideration. It is

interesting to also note that the number 2 was also the mode of the distribution

of joint probabilities under null hypothesis 0 (2). Moreover, under both null

hypotheses, the events that two columns of the indicator matrix R were both

occurred more often and has a greater influence on the -values for judging the

statistical significance of each squared e ect that was estimated by summing

the rows of the indicator matrix R.

Software to test the statistical significance of the estimated heritability =

0 4280 was also developed so that -values of testing null hypotheses of the form

0: = 0 could be tested in Monte Carlo simulation experiments. For all the

null hypotheses tests described in this section, the -value was zero. Hence, the

estimate of heritability was, in a statistical sense, highly significantly di erent

from zero.
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In this section two sets of simulated data, for experiments A and B, will be

used in testing null hypotheses. Presented in Table 7.1 are the chosen parameter

values for simulation data used in experiments A and B reported in this section.

Table 7.1 Parameter Values Used for Simulation Data in

Experiments A and B

(1 1) 30 30

(1 1) 0 25 (1 1) (1 1)

(0 0) 40 40

(0 0) 0 25 (0 0) (0 0)

(1 0) 60 60

(1 0) 0 25 (1 0) (1 0)

(1 1) 10 100

(0 0) 1 000 200

(1 0) 15 450

From this table it can see seen that, with the exception of the sample sizes

(1 1) (0 0) and (1 0), the values of the parameters chosen for experiment

A in the second column of the table 7.1 are the same as those in Table 6.1. In

experiment A, it was assumed allele 1 was a rare mutation that arose in some

ancestral population from which the sample evolved. The number of individuals

of genotype (1 1) in the sample was chosen as (1 1) = 10, and the sample sizes

for genotypes (0 0) and (1 0) were chosen as (0 0) = 1 000 and (1 0) = 15.

The objective of experiment A was to provide some insights concerning what

impact the low frequency of allele 1 in the sample would have on the estimates

and test of statistical significance reported in section 6. With the exceptions of

the standard deviations, which were chosen as ( ) = ( ) for all genotypes

( ) G2, the sample sizes and expectations of a quantitative trait under
consideration were the same as those in table 6.1. The objective of experiment

B was to provide some insights into the e ects of higher environmental variances

would have on the estimates of parameters when compared with the experiments

and tests of statistical significance reported in section 6.

In experiment A, the estimated of the frequencies of alleles 1 and 0 were

about (1) = 0 01 and (0) = 0 9. The estimate of heritability in experiment

was = 0 0902. In experiment , the estimates of the frequencies of alleles

1 and 0 were (1) = 0 4333 and (0) = 0 5667, and the estimate of heritability

was = 0 0932

Contained in table 7.2 are the parameter values used to test the null hy-

potheses in experiments A and B.

Table 7.2 Parameter Values for Testing Null Hypotheses

(1 1) ( ) ( )

(1 1) ( ) ( )

(0 0) ( ) ( )

(0 0) ( ) ( )

(1 0) ( ) ( )

(1 0) ( ) ( )

In table 7.2 the same subscripts are used of the designated parameter values used

to test to define the null distributions for testing null hypotheses in experiments

A and B. The values of these parameters were chosen by using the formulas in

VII. Two Monte Carlo Simulation Experiments to Simulate 
Data and Test Null Hypotheses
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equations (5 2) and (5 3), but it is clear from the assigned parameter values in

table 7.1 that the estimated values of the parameters in table 2 would di er in

experiments A and B.

Table 7.3 contains estimates of the squares of e ects and -values estimated

by using 10 000 Monte Carlo replications in both experiments A and B.

Table 7.3 Estimated Squared E ects and P-Values for Experiments

A and B

2 (1) 101 5387 0 54 4873 0
2 (0) 99 4566 0 1525 56 0312 0
2 (1 1) 105 7899 0 1771 4965 0
2 (0 0) 403 1152 0 1043 0865 0
2 (1 0) 409 493 0 7 1615 0 0111

From table 7.3, the second column contains the estimates of the squared

e ect using the simulated data. With the exception of the estimate of additive

e ect 2 (0), which was 99 4566, the estimated squares of the remaining e ects

have zero -values, are highly statistically di erent from zero. By way of con-

trast, in table 6.3 all the squared additive e ects, are not statistically di erent

under either null hypotheses 0 (1) or 0 (2). From this example, it can be seen

that the small numbers of genotypes (1 1) and (1 0) had a significant e ect on

the reported -values in column 3 of the table. In column 5 of the table where

the -values for experiment are displayed, it can be seen from the estimated

-values that, with the exception that for estimate of the squared e ect 2 (1 0),

the estimates of the four other squared e ect are highly statistically di erent

from zero. It is also interesting to note from an estimated -value of 0 0111 it

may be concluded at about the one percent level, the estimate 7 1615 of 2 (1 0)

statistically di erent from zero. The results of this experiments suggest that,

even with a low estimate of heritability resulting from higher assigned values of

the environmental variances, there may be interesting cases using real data that

would lead to squared e ects that were statistically di erent from zero.

The next set of -values to be presented in this section are two joint distri-

butions for each of the null hypotheses under consideration as shown in table

7.4

Table 7.4 Estimates of the Joint p-Values Under Each Null

Hypothesis

0 1 2 3 4 5

0 ( ) 0 8475 0 1525 0 0 0 0

0 ( ) 0 9889 0 0111 0 0 0 0

From table 7.4, it can be seen that for both hypotheses the mode of the

distribution was 0. It is also interesting to note that for hypothesis 0 ( ) the

-value at the number 1 is the same as the -value in table 7.3 corresponding

to the estimate of the parameter 2 (0). Similarly, the -value for hypothesis

0 ( ) at the number 1 is the same as the -value corresponding to the estimate

of the parameter 2 (1 0) in table 7.3. From these observations, it follows that

for both null hypotheses there were no columns of the 5×10 000 matrix R with

ones for the values 2,3,4,5. It should also be mentioned that the estimates of

heritability for both hypotheses had zero -values even though both estimates

were small. Recall that = 0 0902 and = 0 0932.

By using various statistical and other methods, researchers have identified

a number regions in the human genome that are associated with diseases such

VIII. Further Developments and Potential Applications
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as Altzheimer’s. A recent paper on such regions has been reported in Raj et al.

(2012) [5], in which, among other things, eleven regions of the human genome,

associated with susceptibility to Altzheimer’s disease, have been identified. Ev-

idence is also reported on the existence of a protein net work involving four of

these of these regions that is sustained in the human genome by natural selec-

tion. The number of individuals in this sample are about 5,000 that the

of each individual in the sample has been sequenced. In a related paper Rossin

et al. (2011) [6] report that proteins coded by identified regions of the human

genome associated with immune-mediated diseases, physically interact and sug-

gest some underlying basic biology. Altzheimer’s disease may also be viewed

as a quantitative trait whenever its expression is measured on some numerical

scale. Moreover, if for each of the 11 genomic regions may be identified in two

alternative forms, then from the point of view of quantitative genetics these 11

regions may be referred to as loci with two alleles at each locus.

When an investigator considers 11 loci and two alleles per locus, the number

of e ects that may be estimated directly will become very large even if only three

genotypes per locus may be identified as discussed in the published in chapters

3 and 4. For example for the case of four loci for which only three genotypes

may be identified per locus, the number of identifiable genotypes with respect

to 11 loci would be

311 = 1 771 5× 105 (8.1)

However, if only four loci were under consideration, then the number of identi-

fiable genotypes would be

34 = 81 . (8.2)

As expected this is a much smaller number than that in (8 1), but, nevertheless,

when an array with 81 cells is under consideration, a problem that may arise is

whether the number of individuals in each cell are large enough to draw statis-

tically reliable statistical inferences. Such problems suggest that an investigator

should explore the data to estimate the genotypic frequency of each genotypes

as well the frequencies of each allele at the four loci under consideration. Sim-

ilar questions will arise whenever an investigator wishes to explore the data to

determine whether there is a su cient number of observations in each cell to

draw reliable statistical inferences, when , the number of loci under consider-

ation, is such that 4. A step that should be included in any exploration

of the data would be that of determining if all loci under consideration were

autosomal, for if one or more sex linked loci are included in the sample, then

such loci would need to treated separately.

When all the loci are autosomal, one approach to determine the number of

loci that are such that each cell in a multidimensional would have a su ciently

large number of observations to draw reliable statistical inferences is to investi-

gate each locus under consideration. In this investigation one of the goals would

be to determine, among other things, whether the frequency of the two alleles

at each locus are su ciently large enough to be included in the construction

of arrays of data with respect to two or more loci that will contain a su cient

number of observations in each cell to draw reliable statistical inferences. For

the case of the data on Altzheimer’s disease mentioned above, an investigator

would need to do an exploratory experiment involving 11 loci with two alleles

at each locus. But, even in a sample of 5,000 individuals, the frequency of some

alleles at one locus or two or more loci may not be su ciently large to construct

multidimensional arrays that involve low frequency alleles.

These observations suggest that it would be expedient for the above case of

a sample of 5,000 individuals to estimate the frequency at each of the 11 loci to

obtain information as to whether each allele at each locus has a su ciently high

frequency to be included in multidimensional arrays with respect to two or more

loci. But, there are other criteria that could also be used to judge as to what loci

would be included in multidimensional arrays. For example, if an estimate of
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heritability at some locus is low, then including this locus in a multidimensional

array may not be fruitful. An investigator could also use estimates of the five

e ects that may be estimated when one autosomal locus is under consideration

and carry out statistical test significance on the squares of the e ects to judge

which ones are statistically significant for each of the 11 loci. If there were

loci for which none of squares of e ects were not statistically significant, then

an investigator may not want to include this locus in a multidimensional array

involving two or more loci.

With regard to further developments of the software, it would be possible

to create a front end to the APL programs to do the analyses reported in this

paper so that the existing APL software could be used to carry out the type

of exploratory experiment described above using any computer platform. But,

before data consisting on multiple arrays involving two or more autosomal loci

can be analyzed, an investigator would need to find either existing software or

write software to accommodate multidimensional arrays of data on two or more

autosomal loci. If APL were used to write this software, then the existing soft-

ware for the case of two alleles at one autosomal locus could become part of the

extended software when the additive e ects and intra-locus e ects are estimated

at each of the loci under consideration. But, to estimate e ects involving two

or more loci, new programs would need to be written. It seems very plausible

that an array manipulating programming language such as APL would be help-

ful writing succinct code designed to process multidimensional data on multiple

loci. If an investigator wanted to consider one or more quantitative traits, then

a modification of the ideas presented in chapter4 to accommodate the case in

which only three genotypes per locus can be recognized, then the APL software

used in this chapter for the case of one locus would need to be extended to

handle two or more traits with respect to each locus. For those cases in which

two or more loci and two or more traits are under consideration, an array ma-

nipulating programming such as APL would be very helpful in writing code to

do the required matrix operation described in chapter 4. Just as the ordering

of the three genotypes considered in this chapter which played a basic role in

writing the software, some expeditious ordering of the genotypes with respect

to two or more loci will also be a crucial step in developing computer code to

accommodate cases of multiple loci with three recognizable genotypes at each

locus.

As an aid to developing a deeper understanding as to the properties of the

absolute normal distribution that was used in Monte Carlo simulation experi-

ments described in previous sections, in this appendix formulas for the expec-

tation and variance of this distribution will be derived. In the literature on

probability and statistics, the absolute normal distribution is called the folded

normal and for the case = 0 and = 1 this distribution is known as the

half normal. The formulas the will be derived below may be found on the in-

ternet, and if a reader is interested in more details, it is suggested the web site:

en.wikipedia.org/wiki/Folded_normal_distribution be consulted, where some

references are also listed. Some proofs of the formulas derived below may also

be found on the internet, but many of these proof lack transparency. In what

follows, attempts will be made to included enough details with the hope that

the derivation of the formulas will be transparent.

The first distribution to be described is the half normal. Let denote a

normal random variable with expectation 0 and variance 1 In symbols

(0 1). The of is

( ) =
1

2
exp

1

2
2

¸
(A.1)
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for ( ) = R, the set of real numbers. The distribution function of
is, therefore,

( ) =
1

2

Z
exp

1

2
2

¸
(A.2)

for R. Let R and [0 ). Then, by definition, a random variable

= + has a normal distribution with expectation

[ ] = + [ ] = (A.3)

and variance

[ ] =
h
( )

2
i
= 2. (A.4)

The random variable =| |, the absolute value of , maps R into

[0 ),and has the distribution function

( ) = [ ] = [ ] =
1

2

Z
exp[

1

2
2]

=
2

2

Z
0

exp[
1

2
2] =

r
2
Z
0

exp[
1

2
2] (A.5)

Therefore, the of

( ) =
( )

=

r
2 1

2
2

(A.6)

for [0 ). By definition, the expectation of is

[ ] =

r
2
Z
0

1
2

2

. (A.7)

But, Z
0

1
2

2

= lim
1
2

2 ³
1
2
0
´
= 1 (A.8)

so that

[ ] =

r
2
. (A.9)

From the definition of , it follows that 2 = 2 so that£
2
¤
=

£
2
¤
= 1 (A.10)

because (0 1) As is well known, the variance of may be expressed in

the form

[ ] =
£

2
¤

( [ ])2 (A.11)

so that

[ ] = 1
2

1. (A.12)

The numerical value of this expression is

1
2
= 0 363 38 , (A.13)
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which will be helpful in the numerical evaluation of some formulas to follow.

When formulating a distribution so that it yields non-negative realizations of

random variables in Monte Carlo simulation experiments, one approach would

be to consider the random variable defined by

= + = + | | . (A.14)

From the above results, it can be seen that

[ ] = + [ ] = +

r
2
. (A.15)

Furthermore, the variance of has the formula

[ ] =
h
( [ ])

2
i

=

Ã
+

r
2
!2

= 2

Ã r
2
!2

= 2 [ ] = 2

µ
1

2
¶

2 . (A.16)

An advantage of this formulation is that the theoretical expectation and variance

are easy to evaluate numerically. Thus, if the random variable defined in 14

were used in testing a null hypothesis, as described in previous sections, the

formulas for the expectation and variance in 15 and 16 could be used to

estimate the expectation and variance of the random variable .

From now on attention will be devoted to the folded normal distribution. In

the Monte Carlo simulation experiments described in the forgoing sections of

this paper is a primary task was to compute realizations of a phenotypic random

variable defined by

=| | , (A.17)

where = +
¡

2
¢
Some authors call the distribution of the ran-

dom variable the folded normal distribution. As a first step in finding the

expectation of the random variable , is to recall the definition of the function

| | and observe that | |= if 0 and | |= if 0. Let denote

the set

= [ R | + 0] . (A.18)

Equivalently,

= [ R | + 0] = R |
¸
. (A.19)

Similarly, let denote the set

= [ R | + 0] = R |
¸
. (A.20)

Then, then the expectation of the random variable may be represented in

the form

[ ] = |
2

¸
|

2

¸
. (A.21)

Direct Estimation of Effects and Tests of their Statistical Significance for the Case of One Autosomal 
Locus with Two Alleles

Notes



 
 

 
 

 
 
 
 
 
 
 
 
 
 

        

25

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
V
 I
ss
ue

  
  
  
er

sio
n 

I
V

IV
Y
ea

r
20

15

© 2015    Global Journals Inc.  (US)

  
 F
)

)

Observe that

|
¸

=

Z
( + )

1

2

1
2

2

=

Z
1

2

1
2

2

+

Z
1

2

1
2

2

(A.22)

It can be seen that the coe cient of in 22

Z
1

2

1
2

2

= 1

µ ¶
. (A.23)

Next, observe that

Z
1

2

1
2

2

=

µ
1

2

1
2

2

2

¶
=

1

2

1
2

2

2 . (A.24)

Therefore

|
¸
=

³
1

³ ´´
+

1

2

1
2

2

2 . (A.25)

Next consider

|
¸
=

Z
1

2

1
2

2

+

Z
1

2

1
2

2

. (A.26)

By definition Z
1

2

1
2

2

=
³ ´

, (A.27)

and Z
1

2

1
2

2

=
1

2

2

2 2 . (A.28)

By applying 21 and doing the algebra, it follows that

= [ ] = (
³
1 2 2

³ ´´
+

r
2 2

2 2 . (A.29)

Because 2 = 2, it follows that£
2
¤
=

£
2
¤
= 2 + 2. (A.30)

The validity of this equation follows form the equation

[ 2] = [ ] + ( [ ])
2
. (A.31)

Therefore,

[ ] = 2 + 2 ( )
2
. (A.32)
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From this equation, it can be seen that if 0 and large, then for every

fixed 0 ³ ´
0 (A.33)

and
2

2 2 0 . (A.34)

Therefore,

= [ ] , (A.35)

and

[ ] 2 (A.36)

is valid. These results are of interest, but under the condition listed above, the

mean and variance of the folded normal distribution would be near that of the

original normal distribution.

In all Monte Carlo simulation experiments reported in the previous sections

on testing null hypotheses, was chosen as = , where 0 1. In such

cases ³ ´
=

µ
1
¶

(A.37)

If is small, then
³

1
´

0. For example, suppose = 1 4. Then

( 4) (A.38)

would be small, and if an algorithm were available to evaluated ( ) for any

R, then the number in 38 could be computed. Next observe that if =

then

exp
2

2 2 2

¸
= exp

1

2 2

¸
. (A.39)

In particular, if = 1 4, then

exp [ 8] = 3 354 6× 10 4 (A.40)

It seems plausible, therefore, that for values of such that 1 2 the approx-

imations in 35 and 36 would be near the actual values of and [ ].

There is another approach to approximating and [ ] by using Monte

Carlo methods and the law of large numbers. For example, let 1 2 · · ·
be independent realizations of the random variable . Then

b = lim
1 X

=1

= (A.41)

with probability one. Similarly,

b £ 2
¤
= lim

1 X
=1

2 =
£

2
¤

(A.42)

with probability one. Therefore, if is large, 10 000, then

b (A.43)

and b £ 2
¤ £

2
¤
. (A.44)

Hence, d [ ] = b £ 2
¤

(b )
2

[ ] . (A.45)
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When these approximations are compared with the numerical value of in

29 and that of [ ] in 31, then an investigator may judge how well the

approximations in 43 and 45 are acceptable.

Lastly observe that there is another check on the correctness of formulas

29 and 52 For if = 0 and = 1, then from 29 and 32, it follows that

[ ] =

r
2
. (A.46)

and

[ ] = 1
2
. (A.47)

By definition if = 0 and = 1, the random variable has a half normal

distribution with an expectation given by 46 and variance 47 which match

the formulas in 9 and 12. This demonstration shows that the half normal

distribution is a special case of the folded normal distribution as was expected.
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I. Introduction

In most developing countries, agriculture is the main traditional pursuit and the 
key to sustain the growth of the modern economy. Economic growth has gone hand in 
hand with agriculture and stagnation in agriculture is the principal explanation for poor 
economic performance in any developed country like Nigeria. 

Economic growth is the increase per capital GDP or other measures of aggregate 
income, typically reported as the annual rate of change in real GDP. Economic growth 
is referred to the value of goods and services produced and does not account for working 
conditions such as education, politics, social, environmental degradation etc. 

Agriculture is the backbone of the Nigerian economy and the growth of the 
economy is primarily driven by improvements in productivity which involves producing 
goods and services with fewer inputs of labour, energy and material per unit of growth. 
Population growth contributes to economic growth on a national level but population 
growth itself does not improve the standard of living. 
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Keyword: Agricultural sector, Industrial sector, Economic growth, GDP, Mahalanobis D2- statistics, 
Hotelling's T2 Distribution.

Abstract- The comparison of the contribution of agricultural sector and industrial sector towards the 
development/growths in the Nigerian economy between 2005-2014 were determined using Hoteling T-distribution 
procedure. The data were collected from National Population Bureau of Statistics (NBS) and two populations were 
studied, namely agricultural sector and industrial sector. Under these two populations, four samples were selected from 
each population. For agricultural sector, the samples selected were crop production, livestock, forestry and fishing. For 
industrial sector, the samples selected were quarrying and other minerals, oil refining, cement and other manufacturing. 
The analysis shows that both sectors contribute to the development/growth of the Nigerian economy and the hypothesis 
were tested to know their level of contribution towards the growth/development of the Nigerian economy, which also 
shows that agricultural sector, contributes more to the economy than the industrial sector.

http://www.foxitsoftware.com/shopping
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A Comparative Analysis of the Contributions of the Agricltural Sector and Industrial Sector towards 

the Development/Growth of the Nigerian Economy

Notes

diversify the economy, it is working to revive the manufacturing sector so as to increase 
its contribution to the Nigerian prosperity. Lagos and its surroundings are about 60% of 
the Nigerian industrial base. Other key industrial base or centers are Kano, Ibadan, and 
Kaduna. The Nigerian most manufacturing industries are Beverages, Cement, 
Cigarettes, Food Processing, Textiles and Detergent. The manufacturing industry 
contributed 3.6% GDP in 2008 and 4.2% in 2009. The contribution to GDP has 
changed little over decade. Industries like cement and Beverages attracts investment 
from home and abroad while other industries are closing up shop. Between 2000 and 
2012 more than 850 manufacturing companies either shutdown or temporarily halted 
production. Capacity utilization in the manufacturing industry is about 53%. Imports of 

manufactured goods have constituted the biggest category of import since 1980’s, but 
the governments are working to revitalize the ailing sector. 

In 2010, the Nigerian government announced a USD 1.3 billion fund to help 
banks extend credit to the manufacturing sector, following the decline in availability of 
finance after the onset of the global economic crisis. 

Nigeria as a country has an urgent need to increase the supply of capital; there is 
usually no shortage of labour, though there may be a shortage of particular skill. An 
increase in capital can increase the total output and average income. If people are 
transferred to a place where their marginal productivity is low to a developing industry 
where their marginal productivity is high, the labour force may be unsuited for 
industrial work. Therefore, it is necessary to improve the level of literacy of the 
population as a whole and to develop technical and managerial skills at all levels. 

Another problem is that a movement of labour from agricultural sector to 
industrial sector may result in a downfall of the production of food with consequent 
food shortage in the expanding urban centers of production. A necessary 
industrialization may be agricultural reforms and modernization such as change in 
ownership of land. So that the economic growth may involve a radical change of social 
and political customs. 

The problem of industrial sector over decade has been inadequate infrastructure 
and lack of power supply. The country set a target of generating 6000 MW of electricity 
by the end of 2009, but estimated national demand is 25000MW. Manufacturers mainly 
installed their own generator to compensate for spotty supply from the state and the 
industry as a whole generated around 72% of its own energy needs. But operating these 
generator increases the cost of manufacturing goods and the cost is passed on the 
consumer, making it difficult for Nigerian goods to compete with cheaper imports. 

II. Methodology

In realizing the objective or purpose of this work, a method of data analysis was 
employed namely multivariate analysis. Multivariate analysis was used to study and 
compare the contributions of agricultural sector and industrial sector towards the 
growth of the Nigerian economy. Multivariate analysis is a major area in statistics 
where p-correlated variables must be analyzed jointly and large part of the analysis is 
concerned with inference on the basis of sample information. The multivariate method 

for this work follows the Hotelling’ s   distribution with v-degree of freedom. Hotelling’s 
distribution is obtained from     by replacing   with its unbiased estimate D which is 
independently distributed with x. 

    

           

Nigerian manufacturing industry has suffered neglects, since the country’s 
economy has depended on the petroleum sector since 1970’s. As the government tries to 
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counterpart. The distribution of μ = 0 is called the null distribution of T, while μ≠0 is 
called the non null distribution of T. 

Hence, 

Consider  

and a random sample from            .

Let  and S be the sample mean and variance, then 

or 

Let,                    but                 Hence, 

Let           and                                 then,

where

  

is the inverse of the sample covariance matrix,

  

is the mean vector of sample 
of size n from multivariate normal distribution with mean vector

  

and dispersion 
matrix

  

. 

Where   
  

Also, 

The pooled estimate S of is 

  

Therefore, the derivation of for two sample case is as follows (       ) 

           

                        1x 2, …, xnx }}
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.

  
 

 
   

  

  
        ;     

    

  
  

            

           
           ;

     
  

 

According to Mahalanobis D2- statistics, the deviation of Hotelling’s for one 
sample case is as follows 

To test the null hypothesis, we compare with If, 
we reject and accept if otherwise. 

For two sample case, let two independent sample and 

samples came from the same distribution; that is vs

            
              

 ,
  

          
  

      

   
          .

                      

                 that both 

           
                

  
   

    
;       –                       

  
   

   
                

  
   

    
;       –                       

  
   

    
    –          –     

       

                          

 

 

Let   and,        then X, D are independent. x               , D > 0        

          

   
be from and respectively. We may wish to test the hypothesis 

 
                    

 

 

Hotelling’ s     distribution is a multivariate generalization of Student t -distribution. 
It is useful in many problems where one will use the t-statistics in the univariate 
analysis. It can also be used in some situations for which there is no univariate 
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The null hypothesis is rejected if and accepted if otherwise. 

Where          

We can also employ F–statistic given by 

and compare it with 

III. Data Presentation and Analysis

Table 3.1 : The contributions of each sector and their corresponding item (N billion) 
between 2005 – 2014. Source: National Bureau of Statistics (NBS)

Let            and              then,. 

Therefore, 
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Year Agricultural Sector Industrial Sector

Crop 
Production

Live
Stock

Forestry Fishing Quarrying & 
Other Mineral

Oil 
Refining

Cement Other 
Manufacturing

2005 192.5 13.7 2.8 7.2 1.4 0.6 0.4 18.5
2006 206.2 14.6 3.0 7.6 1.5 0.7 0.4 20.2
2007 221.6 15.7 3.2 8.1 1.7 0.8 0.4 22.1
2008 237.7 16.7 3.4 8.7 1.9 0.8 0.5 24.2
2009 252.5 17.9 3.6 9.2 2.1 0.9 0.6 26.3
2010 267.2 19.0 3.8 9.8 2.4 1.0 0.6 28.4
2011 282.6 20.3 4.0 10.4 2.7 1.0 0.7 30.5
2012 298.4 21.5 4.2 11.0 3.0 1.1 0.8 32.8
2013 309.6 22.7 4.5 11.7 3.4 1.2 0.8 35.3
2014 324.3 24.0 4.7 12.3 3.8 1.3 1.0 38.0

, let  
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Hypothesis:  

H0: their contributions towards the Nigerian economy are the same 

H1: their contributions towards the Nigerian economy are not the same

    

                               
                             
       
       

      
        

            
             

 

            
    

                          
                             
       
       

       
      

              
              

 

          
   

    

     
          

         

 
   

  
 

      
     
    

      

 

 

 

                          
                             
       
       

       
      

              
              

  

      
     
    

      

             

  
         

          
   

          

          
              

                                          

 Since   , we reject H0 and conc-

lude that their contributions are not the same. 

a) To Test For Their Level Of Contribution   

, which follows Students ’ t-distribution with

degree of freedom, where 

Hypothesis  
H0: Agricultural sector contributes more to the Nigerian economy than the industrial 
sector. 

H1: Industrial sector contributes more to the Nigerian economy than the Agricultural 
sector 
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 Since we 
do not reject H0 and conclude that Agricultural sector contributes more to the Nigerian 
economy than industrial sector. 

IV. Conclusion

Based on the above analysis, it was discovered that the growth of the Nigerian 
economy is moving on the positive side. It shows that the Agricultural and the 
Industrial sectors had contributed significantly to the GDP of this nation for the years 
under study. Also, the Agricultural sector is contributing more to the Nigerian economy 
than industrial sector. 

We therefore recommend that since Agriculture is the major and most certain 
path to economic growth/development and sustainability, Nigeria Government should 
give it a priority by developing and exploiting the sector for the upkeep of her teeming 
populations through the earnings of revenue for development purpose as well as 
employment for the youths. 

The Government should create enabling environment for the industries to 
succeed and market its industrial produce to the developed and developing countries by 
maintaining a high level of standard in their industrial products. 
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Abstract- In this paper, we construct a dynamical system induced by the Adele ring ; based on the dynamical 
systems induced by  -adic number fields ; for all primes : We study fundamental operator-theoretic and operator- 
algebraic properties of the corresponding crossed product operator algebra generated by such a dynamical system, via 
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Continued from [10], in this paper, we consider how primes (or prime numbers)
act on operator algebras. In particular, instead of acting each p-adic number fields
Qp to operator algebras, for every prime p, we act the Adele ring AQ on operator
algebras. In [10], we act p-adic number fields Qp on a given von Neumann algebra
M, and construct a corresponding dynamical system generating its crossed product
algebra. We have studied fundamental properties of such dynamical systems and
crossed product W ∗-algebras. Also, by applying free probability, we considered free-
distributional data of certain operators. Here, based on results of [10], we act the
Adele ring AQ on M.

The relations between primes and operator algebras have been studied in various
different approaches. The main purposes of finding such relations are (i) to provide
new tools for studying operator algebras, (ii) to apply operator-algebraic techniques
(for example, free probability) to study number theory, and hence, (iii) to establish
bridges between number theory and operator algebra theory. In [4], we studied how
primes act “on” certain von Neumann algebras. Also, the primes as operators in
certain von Neumann algebras have been studied, too, in [5] and [8]. In [6] and [7],
we have studied primes as linear functionals acting on arithmetic functions. i.e.,
each prime induces a free-probabilistic structure on arithmetic functions. In such
a case, one can understand arithmetic functions as Krein-space operators (for fixed
primes), via certain representations (See [11] and [12]). These studies are all moti-
vated by well-known number-theoretic results under free probability techniques.

Arveson studied histories as a group of actions induced by real numbers R on
(type I subfactors of) B(H), satisfying certain additional conditions, where H is an
infinite dimensional separable Hilbert space (e.g., [1], [2] and cited papers therein).
By understanding the field R as an additive group (R, +), he defined an E0-group

ΓR of ∗-homomorphisms acting on B(H) indexed by R. By putting additional con-
ditions on ΓR, he defined a history Γ acting on B(H). We mimic Arveson’s con-
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II. Definitions and Background

a) p-Adic Number Fields  and The Adele Ring . 

struction to establish our dynamical systems and corresponding crossed product
algebras (e.g., [8], [9] and [10]).

In [9], by framing (e.g., also see [8]), a group Γ to groupoids generated by partial
isometries, we studied possible distortions ΓG of a history Γ. It shows that when-
ever a history Γ acts on H, a family of partial isometries distorts (or reduces, or
restricts) the “original” historical property (in the sense of Arveson) of Γ. And such
distortions are completely characterized by groupoid actions, sometimes called the
E0-groupoid actions induced by partial isometries on B(H). The above framed (E0-
)groupoids ΓG induce corresponding C∗-subalgebras C∗(ΓG) of B(H), investigated
by dynamical system theory and free probability (e.g., [15], [16] and [17]).

Independently, p-adic analysis provides a important tool for studying geometry
at small distance (e.g., [18]). it is not only interested in various mathematical fields
but also in physics (e.g., [3], [4], [5] and [18]). The p-adic number fields (or p-
prime fields) Qp and the Adele ring AQ play key roles in modern number theory,
analytic number theory, L-function theory, and algebraic geometry (e.g., [3], [13] and
[14]). Also, analysis on such Adelic structures gives a way for understanding small-
distance-measured geometry (e.g., [18]) and vector analysis under non-Archimedean
metric (e.g., [5]). Thus, prime fields and the Adele ring are interesting topics both
in mathematics and in other scientific fields.

We attempt to combine the above two topics; dynamical systems and p-adic
analysis under Adelic settings; which seem independent from each other.

On Dynamical Systems Induced by the Adele Ring

In this section, we introduce basic definitions and backgrounds of the paper.

Qp AQ Fundamental theo-

rem of arithmetic says that every positive integer in N except 1 can be expressed
as a usual multiplication of primes (or prime numbers), equivalently, all positive
integers which are not 1 are prime-factorized under multiplication. i.e., the primes
are the building blocks of all positive integers except for 1. Thus, it is trivial that
primes are playing key roles in both classical and advanced number theory.

The Adele ring AQ is one of the main topics in advanced number theory connected
with other mathematical fields like algebraic geometry and L-function theory, etc.

Throughout this paper, we denote the set of all natural numbers (which are
positive integers) by N, the set of all integers by Z, and the set of all rational
numbers by Q.

Let’s fix a prime p. Define the p-norm |.|p on the rational numbers Q by

|q|p =
∣∣pr ab ∣∣p def

= 1
pr ,

whenever q = pr ab ∈ Q× = Q \ {0}, for some r ∈ Z, with an additional identity:

|0|p
def
= 0 (for all primes p).

For example, ∣∣− 24
5

∣∣
2

=
∣∣23 · (− 3

5 )
∣∣
2

= 1
23 = 1

8 .

It is easy to check that

(i) |q|p ≥ 0, for all q ∈ Q,
(ii) |q1q2|p = |q1|p · |q2|p , for all q1, q2 ∈ Q
(iii) |q1 + q2|p ≤ max{|q1|p , |q2|p},
for all q1, q2 ∈ Q. In particular, by (iii), we verify that

(iii)′ |q1 + q2|p ≤ |q1|p + |q2|p ,
for all q1, q2 ∈ Q. Thus, by (i), (ii) and (iii)′, the p-norm |.|p is indeed a norm.

However, by (iii), this norm is “non-Archimedean.”

© 2015    Global Journals Inc.  (US)
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On Dynamical Systems Induced by the Adele Ring

i. Definition 2.1. We define a set Qp by the norm-closure of the normed space (Q,
|.|p), for all primes p. We call Qp, the p-adic number field.

For a fixed prime p, all elements of Qp are formed by

(2.1.1)pr
(∑∞

k=0 akp
k
)
, for 0 ≤ ak < p,

for all k ∈ N, and for all r ∈ Z. For example,

−1 = (p− 1)p0 + (p− 1)p + (p− 1)p2 + · · ·.

The subset of Qp, consisting of all elements formed by∑∞
k=0 akp

k, for 0 ≤ ak < p in N,

is denoted by Zp. i.e., for any x ∈ Qp, there exist r ∈ Z, and x0 ∈ Zp, such that

x = prx0.

Notice that if x ∈ Zp, then |x|p ≤ 1, and vice versa. i.e.,

(2.1.2)Zp = {x ∈ Qp : |x|p ≤ 1}.

So, the subset Zp of (2.1.2) is said to be the unit disk of Qp. Remark that

Zp ⊃ pZp ⊃ p2Zp ⊃ p3Zp ⊃ · · ·.

It is not difficult to verify that

Zp ⊂ p−1Zp ⊂ p−2Zp ⊂ p−3Zp ⊂ · · ·,
and hence

(2.1.3)Qp =
∞
∪

k=−∞
pk Zp, set-theoretically.

Consider the boundary Up of Zp. By construction, the boundary Up of Zp is
identical to Zp \ pZp, i.e.,

(2.1.4)Up = Zp \ pZp = {x ∈ Zp : |x|p = 1 = p0}.

Similarly, the subsets pkUp are the boundaries of pkZp satisfying

pkUp = pkZp \ pk+1Zp, for all k ∈ Z.

We call the subset Up of Qp in (2.1.4) the unit circle of Qp. And all elements of
Up are said to be units of Qp.

Therefore, by (2.1.3) and (2.1.4), we obtain that

(2.1.5)Qp =
∞
t

k=−∞
pkUp, set-theoretically,

where t means the disjoint union. By [18], whenever q ∈ Qp is given, there
always exist a ∈ Q, k ∈ Z, such that

q ∈ a + pk Zp, for a, k ∈ Z.

Fact (See [18]) The p-adic number field Qp is a Banach space. And it is locally
compact. In particular, the unit disk Zp is compact in Qp. �

Define now the addition on Qp by

(2.1.6)
(∑∞

n=−N1
anp

n
)

+
(∑∞

n=−N2
bnp

n
)

=
∑∞
n=−max{N1,N2} cn p

n,

for N1, N2 ∈ N, where the summands cnp
n satisfies that

cnp
n def

=

 (an + bn)pn if an + bn < p
pn+1 if an + bn = p
snp

n+1 + rnp
n if an + bn = snp+ rn,

Ref
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for all n ∈ {−max{N1, N2}, ..., 0, 1, 2, ...}. Clearly, if N1 > N2 (resp., N1 <
N2), then, for all j = −N1, ..., −(N1 − N2 + 1), (resp., j = −N2, ..., −(N2 − N1

+ 1)),

cj = aj (resp., cj = bj).

And define the multiplication “on Zp” by

(2.1.7)
(∑∞

k1=0 ak1p
k1
) (∑∞

k2=0 bk2p
k2
)

=
∑∞
n=−N cnp

n,

where
cn =

∑
k1+k2=n

(
rk1,k2ik1,k2 + sk1−1,k2 i

c
k1−1,k2

+sk1,k2−1i
c
k1,k2−1 + sk1−1,k2−1i

c
k1−1, k2−1

)
,

where

ak1bk2 = sk1,k2 p + rk1,k2 ,

by the division algorithm, and

ik1,k2 =

{
1 if ak1bk2 < p
0 otherwise,

and

ick1,k2 = 1 − ik1,k2 ,

for all k1, k2 ∈ N, and hence, “on Qp,” the multiplication is extended to

(2.1.7)

(∑∞
k1=−N1

ak1p
k1
) (∑∞

k2=−N2
bk2p

k2
)

=
(
p−N1

)
(p−N2)

(∑∞
k1=0 ak1−N1

pk1
) (∑∞

k2=0 bk1−N2
pk2
)
.

Then, under the addition (2.1.6) and the multiplication (2.1.7)′, the algebraic
triple (Qp, +, ·) becomes a field, for all primes p. Thus the p-prime fields Qp are
algebraically fields.

Fact Every p-acid number field Qp, with the binary operations (2.1.6) and
(2.1.7)′ is indeed a field. �

Moreover, the Banach filed Qp is also a (unbounded) Haar-measure space (Qp,
σ(Qp), ρp), for all primes p, where σ(Qp) means the σ-algebra of Qp, consisting of
all measurable subsets of Qp. Moreover, this measure ρp satisfies that

(2.1.8)

ρp
(
a+ pkZp

)
= ρp

(
pkZp

)
= 1

pk

= ρ
(
pkZ×p

)
= ρ

(
a+ pkZ×p

)
,

for all a ∈ Q, and k ∈ Z, where Z×p = Zp \ {0}. Also, one has

ρp(a+ pkUp) = ρp
(
pkUp

)
= ρp

(
pkZp \ pk+1Zp

)
= ρp

(
pkZp

)
− ρp

(
pk+1Zp

)
= 1

pk
− 1

pk+1 ,

for all a ∈ Q. Similarly, we obtain that

(2.1.9)ρp
(
a+ pkUp

)
= ρ

(
pkUp

)
= 1

pk
− 1

pk+1 ,

for all a ∈ N, and k ∈ Z (See Chapter IV of [18]).

Fact The Banach field Qp is an unbounded Haar-measure space, where ρp sat-
isfies (2.1.8) and (2.1.9), for all primes p. �

The above three facts show that Qp is a unbounded Haar-measured, locally
compact Banach field, for all primes p.

On Dynamical Systems Induced by the Adele Ring
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On Dynamical Systems Induced by the Adele Ring

Let P = {all primes} ∪ {∞}. The Adele ring AQ = (AQ, +, ·)
is defined by the set

(2.1.10){(xp)p∈P : xp ∈ Qp, almost all xp ∈ Zp, x∞ ∈ R},

with identification Q∞ = R, and Z∞ = [0, 1], the closed interval in R, equipped
with

(2.1.11)(xp)p + (yp)p = (xp + yp)p, and

(2.1.12)(xp)p(yp)p = (xpyp)p,

for all (xp)p, (yp)p ∈ AQ.

Indeed, this algebraic structure AQ forms a ring. Also, by the algebraic construc-
tion and the product topology, the Adele ring AQ is also a locally compact Banach
space equipped with the product measure. Set-theoretically,

AQ ⊆ Π
p∈P

Qp = R ×
(

Π
p:prime

Qp
)
.

In fact, the Adele ring AQ is a weak direct product Π′
p∈P

Qp of {Qp}p∈P , i.e.,

AQ = Π′
p∈P

Qp.

i.e., whenever (xp)p ∈ AQ, almost all xq are in Zq, for primes q, except for finitely
many xp.

The product measure ρ of the Adele ring AQ is given:

ρ = ×
p∈P

ρp,

with identification ρ∞ = ρR, the usual distance-measure (induced by |.|∞) on R.

Fact The Adele ring AQ is a unbounded-measured locally compact Banach ring.
�

In this section,
we briefly discuss about dynamical systems induced by algebraic structures. Let
X be an arbitrary algebraic structures, i.e., X is a semigroup, or a group, or a
groupoid, or an algebra, etc (maybe equipped with topology).

Let M be an algebra over C, and assume there exists a well-defined action α of
X acting on M. i.e., α(x) is a well-defined function on X, satisfying that:

α(x1 · x2) = α(x1) ◦ α(x2) on M,

for all x1, x2 ∈ X, where x1 · x2 means the operation on X, and (◦) means the
usual functional composition. For convenience, we denote α(x) simply by αx, for
all x ∈ X.

Then the triple (X, M, α) is called the dynamical system induced by X on M
via α. For such a dynamical system (X, M, α), one can define a crossed product
algebra

MX = M ×α X,

by the algebra generated by M and α(X), satisfying that:

(m1αx1
) (m2αx2

) = (m1αx1
(m2)) αx1x2

in MX ,

where αxj
= α(xj), for all mjαxj

∈ MX , for j = 1, 2.
If M is a ∗-algebra, then one may have an additional condition;

(mαx)∗ = αx(m∗) α∗x in MX ,

for all mαx ∈ MX .
Of course, one can consider the cases where M is equipped with topology. More

precisely, in MX , we may put a topology from the topology on M, making α(X)
be continuous.

ii. Definition 2.2. 

b) Dynamical Systems Induced by Algebraic Structures:
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c) Free Probability:

In this paper, we are interested in cases where given algebrasM are von Neumann
algebras.In such cases, we call the corresponding topological dynamical systems,
W ∗-dynamical systems, and the corresponding crossed product algebra, the crossed
product W ∗-algebras.

For more about free probability theory, see [16] and [17].
In this section, we briefly introduce Speicher ’s combinatorial free probability (e.g.,
[16]), which is the combinatorial characterization of the original Voiculescu’s ana-
lytic free probability (e.g., [17]).

Let B ⊂ A be von Neumann algebras with 1B = 1A and assume that there exists
a conditional expectation EB : A → B satisfying that:

(i) EB(b) = b, for all b ∈ B,
(ii) EB(b a b′) = b EB(a) b′, for all b, b′ ∈ B and a ∈ A,
(iii) EB is bounded (or continuous), and

(iv) EB(a∗) = EB(a)∗, for all a ∈ A.
Then the pair (A, EB) is called a B-valued (amalgamated) W ∗-probability space

(with amalgamation over B).
For any fixed B-valued random variables a1, ..., as in (A, EB), we can have the

B-valued free distributional data of them;

◦ (i1, ..., in)-th B-valued joint ∗-moments:

EB
(
b1a

r1
i1
b2a

r2
i2

... bn a
rn
in

)
◦ (j1, ..., jm)-th B-valued joint ∗-cumulants:

kBm
(
b′1a

t1
j1
, b′2a

t2
j2
, ..., b′ma

tm
jm

)
,

which provide the equivalent B-valued free distributional data of a1, ..., as, for
all (i1, ..., in) ∈ {1, ..., s}n, (j1, ..., jm) ∈ {1, ..., s}m, for all n, m ∈ N, where b1,
..., bn, b

′
1, ..., b′m ∈ B are arbitrary and r1, ..., rn, t1, ..., tm ∈ {1, ∗}. By the Möbius

inversion, indeed, they provide the same, or equivalent, B-valued free distributional
data of a1, ..., as. i.e., they satisfy

EB
(
b1a

r1
i1

... bna
rn
in

)
=

∑
π∈NC(n)

kBπ
(
b1a

r1
i1
, ..., bna

rn
in

)
and

kBm
(
b′1a

r1
j1
, ..., b′ma

tm
jm

)
=

∑
θ∈NC(m)

EB:θ

(
b′1a

t1
j1
, ..., b′ma

tm
jm

)
µ(θ, 1m),

where NC(k) is the lattice of all noncrossing partitions over {1, ..., k}, for k ∈
N, and kBπ (...) and EB:θ(...) are the partition-depending cumulant and the partition-
depending moment, and where µ is the Möbius functional in the incidence algebra
I2.

Recall that the partial ordering on NC(k) is defined by

π ≤ θ def⇐⇒ ∀ blocks V in π, ∃ blocks B in θ s.t.V ⊆ B.,

for all k ∈ N. Under such a partial ordering ≤, the set NC(k) is a lattice with
its maximal element 1k = {(1, ..., k)} and its minimal element 0k = {(1), (2), ...,
(k)}. The notation (...) inside partitions {...} means the blocks of the partitions.
For example, 1k is the one-block partition and 0k is the k-block partition, for k ∈
N. Also, recall that the incidence algebra I2 is the collection of all functionals

ξ : ∪∞k=1 (NC(k)×NC(k)) → C,

satisfying ξ(π, θ) = 0, whenever π > θ, with its usual function addition (+) and
its convolution (∗) defined by

ξ1 ∗ ξ2(π, θ)
def
=

∑
π≤σ≤θ

ξ1(π, σ) ξ2(σ, θ),

On Dynamical Systems Induced by the Adele Ring
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for all ξ1, ξ2 ∈ I2. Then this algebra I2 has the zeta functional ζ, defined by

ζ(π, θ)
def
=

{
1 if π ≤ θ
0 otherwise.

The Möbius functional µ is the convolution-inverse of ζ in I2. So, it satisfies

(4.1.1)
π∈NC(k)

µ(π, 1k) = 0, and µ(0k, 1k) = (−1)k−1 ck−1,
∑

for all k ∈ N, where cm
def
= 1

m+1

(
2m
m

)
is the m-th Catalan number, for all m

∈ N.
The amalgamated freeness is characterized by the amalgamated ∗-cumulants.

Let (A, EB) be given as above. Two W ∗-subalgebras A1 and A2 of A, having their
common W ∗-subalgebra B in A, are free over B in (A, EB), if and only if all their
“mixed” ∗-cumulants vanish. Two subsets X1 and X2 of A are free over B in
(A, EB), if vN(X1, B) and vN(X2, B) are free over B in (A, EB), where vN(S1,
S2) means the von Neumann algebra generated by S1 and S2. In particular, two
B-valued random variable x1 and x2 are free over B in (A, EB), if {x1} and {x2}
are free over B in (A, EB).

Suppose two W ∗-subalgebras A1 and A2 of A, containing their common W ∗-
subalgebra B, are free over B in (A, EB). Then we can construct a W ∗-subalgebra

vN(A1, A2) = B[A1 ∪A2]
w

of A generated by A1 and A2. Such W ∗-subalgebra of
A is denoted by A1 ∗B A2. If there exists a family {Ai : i ∈ I} of W ∗-subalgebras
of A, containing their common W ∗-subalgebra B, satisfying A = ∗B

i∈I
Ai, then we

call A, the B-valued free product algebra of {Ai : i ∈ I}.
Assume now that the W ∗-subalgebra B is ∗-isomorphic to C = C · 1A. Then the

conditional expectation EB becomes a linear functional on A. By ϕ, denote EB .
Then, for a1, ..., an ∈ (A, ϕ),

kn(a1, ..., an) =
π∈NC(n)

ϕπ(a1, ..., an) µ(π, 1n)
∑

by the Möbius inversion

=
∑

π∈NC(n)

(
Π
V ∈π

ϕV (a1, ..., an)
)
µ(π, 1n)

since the images of ϕ are in C.
For example, if π = {(1, 3), (2), (4, 5)} in NC(5), then

ϕπ(a1, ..., a5) = ϕ(a1ϕ(a2)a3)ϕ(a4a5)
= ϕ(a1a3)ϕ(a2)ϕ(a4a5).

Remember here that, if ϕ is an arbitrary conditional expectation EB , and if B
· 1A, then the above second equality does not hold in general.

So, we have

(4.1.2)kn(a1, ..., an) =
∑

π∈NC(n)

(
Π
V ∈π

ϕV (a1, ..., an)µ(0|V |, 1|V |)

)
by the multiplicativity of µ.

6 =C

III. -Adic W -Dynamical Systems
∗

In this section, we introduce W ∗-dynamical systems induced by p-adic num-
ber fields Qp, for p ∈ P. They are defined by a certain semigroup(-or-monoidal)
dynamical systems induced by semigroups (resp., monoids) σ(Qp) = (σ(Qp), ∩).
Throughout this section, we fix a von Neumann subalgebra M of B(H), and a
prime p.

On Dynamical Systems Induced by the Adele Ring
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p L∞(Qp) As a measure space, the p-adic
number field Qp has its corresponding L2-Hilbert space Hp, defined by

(3.1.1)Hp
def
= L2

(
Qp, ρp

)
, for all primes p.

We call Hp, the p-prime Hilbert space. Remark that all elements of Hp are the
functions approximated by simple functions∑

S∈σ(Qp)

tS χS

(under limit), generated by characteristic functions χX ,

χX(x) =

{
1 if x ∈ X
0 otherwise,

for all x ∈ Qp, with tS ∈ C, for S ∈ σ(Qp). So, one can understand each element
f of Hp as an expression,

f =
∑

S∈σ(Qp)

tS χS (possibly an infinite sum).

By definition, the inner product <,>p on Hp is defined by

< f1, f2 >p
def
=
∫
Qp

f1 f2 dρp,

for all f1, f2 ∈ Hp, having the corresponding norm ‖.‖p on Hp,

‖f‖p
def
=
√
< f, f >p =

√∫
Qp
|f |2 dρp,

for all f ∈ Hp. Thus, if f =
∑

S∈σ(Qp)

tSχS in Hp, then

∫
Qp

f dρp =
∑

S∈σ(Qp)

tS ρp(S).

Let’s fix a function g ∈ L∞
(
Qp, ρp

)
, which is an essential-norm bounded func-

tion. Similar to Hp-case, one can / may understand g as the approximation of
simple functions. Then

gf ∈ Hp, too, for all f ∈ Hp.

The von Neumann subalgebras Mp = L∞
(
Qp, ρp

)
of B(Hp) are

called the p-prime von Neumann algebras, for all p ∈ P.

By locally compactness, and Hausdorff property of Qp, for any x ∈ Qp, there
exist a ∈ Q, and n ∈ Z, such that x ∈ a + pnUp (See [18]). Therefore, we obtain
the following lemma.

Let X ∈ σ(Qp) be a measurable subset. Then there exists N ∈ N ∪
{∞}, such that: (i) there are corresponding a1, ..., aN ∈ Q, and n1, ..., nN ∈ Z,
and (ii) X is covered by the unions of ak + pnkUp, for k = 1, ..., N, i.e.,

(3.1.2)X ⊆
N
∪
k=1

(ak + pnkUp) ,

where Up is the unit circle of Qp, which is the boundary of the unit disk Zp. �

In (3.1.2), we show that every measurable subset X of Qp is covered by a union

of transformed boundaries a + pk Up of a + pkZp (a ∈ Q, k ∈ Z).

Let X be a measurable subset of the unit circle Up in Qp, for primes
p. Then there exists

(3.1.3)0 ≤ rX ≤ 1 in R,

a) - : 

Definition 3.1. 

Prime von Neumann Algebras 

Lemma 3.1.

Lemma 3.2.
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such that

ρp (X) = rX

(
1− 1

p

)
.

�

By (3.1.3), we can obtain the following theorem.

On Dynamical Systems Induced by the Adele Ring

(See [10]) Let χS be a characteristic function for S ∈ σ(Qp). Then
there exist N ∈ N ∪ {∞}, and k1, ..., kN ∈ Z, r1, ..., rN ∈ R, such that

(3.1.4)
∫
Qp

χS dρp =
∑N
j=1 rj

(
1

pkj
− 1

pkj+1

)
.

�

The above formula (3.1.4) characterizes the identically-distributedness under the
integral in Mp. By (3.1.4), one can obtain the following corollary.

Let g =
∑

S∈σ(Qp)

tS χS be an element of the p-prime von Neumann

algebra Mp. Then there exist

rj ∈ [0, 1] in R, kj ∈ Z, and tj ∈ C,
and

(3.1.5)h =
∑∞
j=−∞ (tjrjp

kj ) χUp

such that g and h are identically distributed under the integral
∫
Qp
• dρp. �

p ∗
Now, let M be a fixed von

Neumann algebra in the operator algebra B(H) on the Hilbert space H, and Qp, a
fixed p-adic number field, and let Mp = L∞(Qp, ρp) be the p-prime von Neumann
algebra in the sense of Section 3.1.

Let Hp be the tensor product Hilbert space H ⊗ Hp of the p-prime Hilbert space
Hp and the Hilbert space H, where ⊗ means the topological tensor product of
Hilbert spaces. i.e.,

Hp = H ⊗ Hp.

Understand the σ-algebra σ(Qp) of Qp as a monoid (σ(Qp), ∩). It is not difficult
to check indeed σ(Qp) is a semigroup under the intersection (∩), with (∩)-identity
Qp ∈ σ(Qp), i.e., it is a well-defined monoid.

Define an action α of the monoid σ(Qp), acting on the von Neumann algebra M
in B(Hp) by

(3.2.1)α(S)(m)
def
= χS m χ∗S = χS m χS ,

for all S ∈ σ(Qp), and m ∈ M, in B(Hp), by understanding

χS = χS ⊗ 1M , and m = 1Mp ⊗ m in B(Hp),

where 1Qp
is the identity map χQp

on Qp, and 1M is the identity element of M .

(See [10]) The action α of σ(Qp) in the sense of (3.2.1) acting on a
von Neumann algebra M is a monoid action, and hence, the triple (M, σ(Qp), α)
forms a monoidal dynamical system. �

Indeed, the morphism α of (3.2.1) satisfies that:

α(S1 ∩ S2) = α(S1) ◦ α(S2) on M,

for all S1, S2 ∈ σ(Qp).
Remark that all elements f of the p-prime von Neumann algebra Mp = L∞(Qp,

ρp) is generated by the σ-algebra σ(Qp) of Qp, in the sense that: every element f
∈ Mp has its expression,

∑
S∈Supp(f)

tSχS . So, the action α of (3.2.1) is extended to

the linear morphism, also denoted by α, from Mp into B(Hp), acting on M, with

Theorem 3.3.

Corollary 3.4.

b) - Adic Semigroup W_- Dynamical Systems: 

Lemma 3.5.
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(3.2.2)α(f)(m) = α
∑

S∈Supp(f)

tSχS

)
(m)

def
=

∑
S∈Supp(f)

tS α(S)(m) =
∑

S∈Supp(f)

tS (χSmχS) ,

for all f ∈ Mp.

Let σ(Qp) be the σ-algebra of the p-adic number field Qp, under-
stood as a monoid (σ(Qp), ∩), and let α be the action of σ(Qp) on a von Neumann

)

algebra M in the sense of (3.2.1). Then the mathematical triple (M, σ(Qp), α) is
called the p-adic (monoidal) W ∗-dynamical system. For this p-adic W ∗-dynamical
system, define the crossed product W ∗-algebra

(3.2.5)Mp
def
= M ×α σ(Qp)

by the von Neumann subalgebra of B(Hp) generated by M and χ (σ(Qp)) satis-
fying (3.2.2) (See Section 2.2 above).

The von Neumann algebraMp is called the p-adic dynamical W ∗-algebra induced
by the p-adic W ∗-dynamical system (M, σ(Qp), α).

Note that, all elements of the p-adic dynamical W ∗-algebraMp = M ×α σ(Qp)
induced by the p-adic W ∗-dynamical system Q(M, p) have their expressions,∑

S∈σQp)

mS χS , with mS ∈ M

(possibly infinite sums under topology). Define the support Supp(T ) of a fixed
element T =

∑
S∈σ(Qp)

mS χS in Mp by

Supp(T )
def
= {S ∈ α(Qp) : mS 6= 0M}.

Now, let m1χS1
, m2χS2

∈ Mp, with m1, m2 ∈ M, S1, S2 ∈ σ(Qp). Then

(m1χS1
)(m2χS2

) = m1χS1
m2χS1

χS2

= m1χS1
m2χ

2
S1
χS2

= m1χS1
m2χS1

χS1
χS2

since χS = 1M ⊗ χS (in B(Hp)) are projections (χ2
S = χS = χ∗S), for all S ∈

σ(Qp)
= m1 αS1

(m2) χS1
χS2

= m1 αS1
(m2) χS1∩S2

.

Notation For convenience, if there is no confusion, we denote αS(m) by mS ,
for all S ∈ σ(Qp), and m ∈ M. �

More generally, one has that:
(3.2.3)

N

Π
j=1

(mjχSj
) = m1m

S1
2 mS1∩S2

3 ...m
S1∩...∩SN−1

N χS1∩...∩SN

=
N

Π
j=1

m

j−1
∩

i=0
Si

j

)(
χ N
∩

j=1
Sj

)
for all N ∈ N. Also, we obtain that

(3.2.4)(mχS)∗ = χSm
∗ χSχS = (m∗)S χS ,

for all m χS ∈ Mp, with m ∈ M, and S ∈ σ(Qp).
So, let

Tk =
∑

Sk∈Supp(Tk)

mSk
χSk
∈ Mp, for k = 1, 2.

)
Definition 3.2.
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On Dynamical Systems Induced by the Adele Ring

Then
T1T2 =

∑
(S1,S2)∈Supp(T1)×Supp(T2)

mS1
χS1

mS2
χS2

(3.2.5)

=
∑

(S1,S2)∈Supp(T1)×Supp(T2)

mS1
mS1

S2
χS1∩S2

,

by (3.2.3).

Also, if T =
∑

S∈Supp(T )

mSχS in Mp, then

(3.2.6)

T ∗ =
∑

S∈Supp(T )

(m∗S)SχS ,

by (3.2.4).
So, one can have that if

Tk =
∑

Sk∈Supp(Tk)

mSk
χSk
∈ Mp, for k = 1, ..., n,

for n ∈ N, then

T r11 T r22 · · · T rnn =
n

Π
j=1

∑
Sj∈Supp(Tj)

[m
rj
Sj

]SjχSj

)
where
(3.2.7)

[m
rj
Sj

]Sj
def
=

{
mSj

if rj = 1
(m∗Sj

)Sj if rj = ∗,
for j = 1, ..., n

=
∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)

(
n

Π
j=1

(
[m

rj
Sj

]SjχSj

))
(3.2.8)

=
∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)

 n

Π
j=1

(
[m

rj
Sj

]Sj

)(j−1
∩

i=1
Si

) χ n
∩

j=1
Sj

) ,

for all (r1, ..., rn) ∈ {1, ∗}n.

Let Tk =
∑

Sk∈Supp(Tk)

mSk
χSk

be elements of the p-adic semigroup

W ∗-algebra Mp = M ×α σ(Qp) in B(Hp), for k = 1, ..., n, for n ∈ N. Then
(3.2.9)

n

Π
j=1

T
rj
j =

∑
(S1,...,Sn)∈

n
Π

j=1
Supp(Tj)

 n

Π
j=1

(
[m

rj
Sj

]Sj

)(j−1
∩

i=1
Si

) χ n
∩

j=1
Sj

) ,

for all r1, ..., rn ∈ {1, ∗}, where [m
rj
Sj

]Sj are in the sense of (3.2.7).

Proof. The proof of (3.2.9) is done by (3.2.8) with (3.2.7).

M ×α σ(Qp). Let Mp = M ×α σ(Qp) be the p-
adic W ∗-algebra induced by the p-adic W ∗-dynamical system (M, σ(Qp), α). In
this section, we consider a structure theorem for this crossed product von Neumann
algebra Mp.

Define the usual tensor product W ∗-subalgebra

M0 = M ⊗C Mp of B(Hp),
where Mp = L∞(Qp, ρp) is the p-prime von Neumann algebra in the sense of

Section 3.1, and where ⊗C is the topological tensor product of topological operator
algebras over C. By definition, clearly, one can verify thatMp is a W ∗-subalgebra
of M0 in B(Hp), i.e.,

Lemma 3.6. 

c) Structure Theorems of 

        

45

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
V
 I
ss
ue

  
  
  
er

sio
n 

I
V

IV
Y
ea

r
20

15

© 2015    Global Journals Inc.  (US)

  
 F
)

)

Notes



Mp

Subalgebra

⊆ M0.

Now, define the “conditional” tensor product W ∗-algebra

Mp
0 = M ⊗α Mp,

induced by an action α of Mp acting on M (in the sense of (3.2.4)), by a W ∗-
subalgebra of M0 dictated by the α-relations:

(3.3.1)(m1 ⊗ χS1
)(m2 ⊗ χS2

) = (m1m
S1
2 ) ⊗ χS1

χS2
,

and

(3.3.2)(m ⊗ χS)∗ = (m∗)S ⊗ χ∗S ,

for all m1, m2, m ∈ M, and S1, S2, S ∈ σ(Qp). i.e., the W ∗-subalgebra Mp
0 of

M0 satisfying the α-relations (3.3.1) and (3.3.2) is the conditional tensor product
W ∗-algebra M ⊗α Mp.

(See [10]) Let Mp = M ×α σ(Qp) be the p-adic W ∗-algebra in-
duced by the p-adic W ∗-dynamical system Q(M, p), and let Mp

0 = M ⊗α Mp be
the conditional tensor product W ∗-algebra of M and the p-prime von Neumann al-
gebra Mp satisfying the α-relations (3.3.1) and (3.3.2). Then these von Neumann
algebras Mp and Mp

0 are ∗-isomorphic in B(Hp), i.e.,
(3.3.3)

Mp = M ×α σ(Qp)
∗-iso
= M ⊗α Mp = Mp

0,

in B(Hp). �

In this section, we consider free probability on the p-adic dynamical W ∗-algebra

Mp = M ×α σ(Qp)
induced by the p-adic W ∗-dynamical system (M, σ(Qp), α).
By Section 3.3, the von Neumann subalgebra Mp is ∗-isomorphic to the con-

ditional tensor product W ∗-algebra Mp
0 = M ⊗α Mp of a fixed von Neumann

subalgebra M of B(H) and the p-prime von Neumann algebra Mp = L∞(Qp, ρp),
in B(Hp), for p ∈ P. So, throughout this section, we understand Mp and Mp

0,
alternatively.

By understanding Mp as Mp
0, we construct a well-defined conditional expecta-

tion
(4.1)

Ep : Mp
0
∗-iso
= Mp → Mp,

where

Mp = M ⊗α C [{χS : S ∈ σ(Qp), S ⊆ Up}] ,

where Up is the unit circle of Qp, which is the boundary Zp − pZp of the unit
disk Zp of Qp, satisfying that:

Ep(mχS) = Ep(m ⊗ χS)
def
= m χS∩Up

,

for all m ∈ M, and S ∈ σ(Qp).
Define now a morphism

IV. Free Probability on  -Adic Dynamical    -Algebras∗W

Fp : Mp → Mp

by a linear transformation satisfying that:

(4.1)′Fp (mχS) = m
(
rSχUp

)
,

for all S ∈ σ(Qp), where rS ∈ [0, 1] in R, making

Theorem 3.7.

On Dynamical Systems Induced by the Adele Ring
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On Dynamical Systems Induced by the Adele Ring

∫
Qp

(
χS∩Up

)
dρp = rS

∫
Qp

(
χUp

)
dρp

⇐⇒
ρp

(
rSχUp

)
= rS

(
1− 1

p

)
= ρp

(
χS∩Up

)
,

by the identically distributedness (3.1.4) (and (3.1.5)), i.e.,

(4.1)′′ρp(S ∩ Up)
def
= rS

(
1− 1

p

)
= rSρp(Up).

Define now a linear functional

γ : Mp → C
by

(4.2)γ
def
=
(
⊗
∫
Qp
• dρp

)
◦ Fp,

where Fp is in the sense of (4.1)′. More precisely, it satisfies that:

γ (m ⊗ χS)
def
= (m)

∫
Qp

(
rSχUp

)
dρp

= rS (m)
(

1− 1
p

)
.

And then define a linear functional

γp : Mp
∗-iso
= M0

p → C
by

(4.3)γp = γ ◦ Ep,

where γ and Ep are in the sense of (4.2) and (4.1), respectively. i.e., for all m ∈
M, and S ∈ σ(Qp),

γp (m χS) = γ (Ep(m χS))

= γ
(
mY ∩Up (rχUp

)
)

= (m)
∫
Qp

(
r χUp

)
dρp

= r ψ(m)
(

1− 1
p

)
,

for some r ∈ [0, 1], satisfying (4.1)′′.
Then the pair (Mp, γp) is a W ∗-probability space in the sense of Section 2.3.

We consider the free distributional data of certain elements of (Mp, γp).
Let Mp = M ×α σ(Qp) be the p-adic dynamical W ∗-algebra in B(Hp), under-

stood also as its ∗-isomorphic von Neumann algebra, Mp
0 = M ⊗α Mp. Let γp =

γ ◦ Ep be the linear functional in the sense of (4.3) on Mp
0 = Mp, where γ is in

the sense of (4.2) and Ep is in the sense of (4.1), with (4.1)′′. i.e., γp is a linear
functional on Mp, satisfying that:

γp(mχS) = γ (Ep(mχS)) = γ
(
m(rχUp

)
)

= rψ(m)
(

1− 1
p

)
,

for some r ∈ [0, 1], satisfying (4.1)′′, for all m ∈ M, and S ∈ σ(Qp).
By [10], the morphism γp = γ ◦ Ep : Mp → C of (4.3) is indeed a well-defined

bounded linear functional on Mp
∗-iso
= M0

p.

The pair (Mp, γp) is called the p-adic dynamical W ∗-probability
space.

The following lemmas are obtained by the straightforward computations.

(See [10]) Let mχS be a free random variable in the p-adic dynamical
W ∗-probability space (Mp, γp), with m ∈ M, and S ∈ σ(Qp). Then

(4.4)γp ((mχS)n) = rS
(
m(mS)n−1

) (
1− 1

p

)
,ψ

Definition 4.1.

Lemma 4.1.
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for all n ∈ N, where rS ∈ [0, 1] satisfies (4.1)′′. �

(See [10]) Let m1χS1
, ..., mnχSn

be free random variables in the
p-adic dynamical W ∗-probability space (Mp, γp), with mk ∈ M, Sk ∈ σ(Qp), for k
= 1, ..., n, for n ∈ N. Then there exists r0 ∈ [0, 1], such that:

(4.5)γp

(
n

Π
j=1

mjχSj

)
= r0

N

Π
j=1

m

j−1
∩

i=0
Si

j

))(
1− 1

p

)
.

�

By (4.4) and (4.5), we obtain the following free distributional data of free random
variables of the p-adic dynamical W ∗-probability space (Mp, γp).

(See [10]) Let (Mp, γp) be the p-adic dynamical W ∗-probability
space, and let

Tk =
∑

Sk∈Supp(Tk)

mSk
χSk

, for k = 1, ..., n,

be free random variables in (Mp, γp), for n ∈ N. Then

(4.6)

γp

(
n

Π
j=1

Tj

)
=

∑
(S1,...,Sn)∈

n
Π

j=1
Supp(Tj)

r(S1,...,Sn)

n

Π
j=1

(
mSj

)(j−1
∩

i=1
Si

)))(
1− 1

p

)
.

�

So, by the Möbius inversion of Section 2.3, one can obtain that:

kn
((
m1χS1

)r1
, ..., (mnχSn

)rn
)

=
∑

π∈NC(n)

(γp)π
(
[mr1

1 ]S1χS1
, ..., [mrn

n ]SnχSn

)
µ(π, 1n)

=
∑

π∈NC(n)

(
Π
V ∈π

(γp)V
(
[mr1

1 ]S1χS1
, ..., [mrn

n ]SnχSn

)
µ
(
0|V |, 1|V |

))
by the Möbius inversion (See Section 4.1)

=
∑

π∈NC(n)

(
Π

V=(i1,...,ik)∈π
γp

(
[m

ri1
i1

]Si1χSi1
· · · [m

rik
ik

]SikχSik

)
µ (0k, 1k)

)
(4.7)

))ψ

))ψ

=
∑

π∈NC(n)

Π
V=(i1,...,ik)∈π

rV
k

Π
t=1

(
[m

rit
it

]Sit

)k−1
∩

t=1
Sit

))(
1− 1

p

))
µ (0k, 1k)

)
,

by (4.6), where rV ∈ [0, 1] satisfy (4.1)′′.

By (4.7), we obtain the following inner free structure of the p-adic dynamical
W ∗-algebra Mp, with respect to γp.

(See [10]) Let m1χS , and m2χS be free random variables in the p-
adic dynamical W ∗-probability space (Mp, γp), with m1, m2 ∈ M, and S ∈ σ(Qp) \
{∅}. Also, assume that S is not a measure-zero element in σ(Qp). Then {m1, m

S
1 }

and {m2, m
S
2 } are free in the W ∗-probability space (M, ψ), if and only if m1χS

and m2χS are free in (Mp, γp). �

))) ) ψ

Now, let m1 χS and m2 χUp
∈ Mp, with m1, m2 ∈ M, and S ∈ σ(Qp). Assume

that S ∩ Up is empty. Since S ∩ Up = ∅, all mixed cumulants of m1χS and m2χUp

have rV = 0, for some V ∈ π in (4.7), for all π ∈ NC(n). Therefore, one obtains
the following inner freeness condition of (Mp, γp).

(See [10]) Let S1 6= S2 ∈ σ(Qp) such that S1 ∩ S2 = ∅. Then the
subsets
{mχS1

: m ∈ M} and {aχS2
: a ∈ M}

are free in (Mp, γp). �

Lemma 4.2.

Theorem 4.3.

Theorem 4.4.

Theorem 4.5.
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On Dynamical Systems Induced by the Adele Ring

One may do the same process by fixing pkUp instead of fixing Up, for k ∈ Z.
Recall that pkUp are the boundaries pkZp \ pk+1Zp of pkZp, for all k ∈ Z (See
Section 2.1). i.e., for a fixed k ∈ Z, define

(4.8)

Mp:k
def
= M ⊗α C

[
{χpkUp

}
]
∗-iso
= M,

Then Mp = M ⊗α C
[
{χUp

}
]

of (4.1) is identical to Mp:0 in the sense of (4.8).

Similar to (4.1), construct a conditional expectation

Ep:k : Mp = M0
p → Mp:k

by a linear morphism satisfying that:
(4.9)

Ep:k (mχS) = m χ0
S∩pkUp

,

with

χ0
S∩pkUp

= r χpkUp
,

where r ∈ [0, 1] satisfying
(4.9)′ ∫

Qp
χ0
S∩pkUp

dρp = r
∫
Qp

χpkUp
dρp = r

(
1
pk
− 1

pk+1

)
.

Then, just like (4.1), Ep:k is a well-defined conditional expectation from Mp

onto Mp:k = M.
And then, for k ∈ Z, define a linear functional

γk : Mp:k → C
by

(4.10)γk

(
m χpkUp

)
def
= (m)

∫
Qp

(
χpkUp

)
dρp

= (m)
(

1
pk
− 1

pk+1

)
.

Then one has a well-defined linear functional

γp:k : Mp → C
defined by

(4.11)γp:k
def
= γk ◦ Ep:k, for all k ∈ Z.

Note that our linear functional γp in the sense of (4.3) is identified with γp:0 of
(4.11).

Let’s replace Mp = Mp:0 of (4.1) to Mp:k, for k ∈ Z. Then
the formulae (4.4), (4.5), (4.6) and (4.7) can be re-obtained by replacing factors(

1− 1
p

)
to
(

1
pk
− 1

pk+1

)
. So, the freeness of the above two theorems are same under

(Mp, γp:k)-settings.

For instance, if mjχSj
∈ (Mp, γp:k), for j = 1, ..., n, for n ∈ N, then

γp:k

(
n

Π
j=1

mjχSj

)
= r0

N

Π
j=1

m

j−1
∩

i=0
Si

j

))(
1
pk
− 1

pk+1

)
,

for some r0 ∈ [0, 1], satisfying (4.9)′. �

ψ

ψ

))ψ
The above Observation 4.1 shows that we have systems of W ∗-probability

spaces {(
Mp, γp:k

)}
k∈Z ,

sharing similar free probability with (Mp, γp = γp:0).

Observation 4.1
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In this section, we consider a W ∗-dynamical system induced by the σ-algebra
σ(AQ) of the Adele ring AQ. Similar to the p-adic cases of Sections 3 and 4, one
may understand σ(AQ) as a monoid

σ(AQ) = (σ(AQ), ∩),

equipped with its binary operation ∩, the set intersection. Like in Section 3, we
fix a von Neumann algebra M embedded in an operator algebra B(H) on a Hilbert
space H.

We will define a suitable action, also denoted by α, of the monoid σ(AQ) acting
on M in B(HQ), where

HQ = H ⊗ HQ.

Before proceeding, we introduce weak tensor product structures in Section 5.1.

Let Xi be arbitrary sets, for i ∈ Λ,
where Λ means any countable index set. Let

(5.1.1)gi : Xi → Xi

be well-defined functions, for all i ∈ Λ.
Now, let X be the Cartesian product Π

i∈Λ
Xi of {Xi}i∈Λ. Define the subset X of

X by

(5.1.2)X =

(xi)i∈Λ ∈ X

∣∣∣∣∣∣
finitely many xi ∈ Xi, and

almost of all other xj ∈ gj(Xj),
for i, j ∈ Λ

 ,

determined by a system g = {gi}i∈Λ of (5.1.1). We denote this subset X of
(5.1.2) in X by

X = Πg
i∈Λ

Xi.

It is clear that X is a subset of X. If gi are bijections, for all i ∈ Λ, then X is
equipotent (or bijective) to X. However, in general, X is a subset of X.

The subset X = Πg
i∈Λ

Xi of X = Π
i∈Λ

Xi, in the sense of (5.1.2), is

called the weak tensor product set of {Xi}i∈Λ induced by a system g = {gi}i∈Λ of
functions gi.

Let Qp be our p-adic number fields, for all p ∈ P. Define a function

gp : Qp → Qp
by

(5.1.3)gp

(
p−N

(∑∞
j=0 ajp

j
))

def
=
∑∞
j=0 ajp

j ,

for all p−N
∑∞
j=0 ajp

j ∈ Qp (with N ∈ N ∪ {0}), for all p ∈ P. Then the image

gp (Qp) is identical to the compact subset Zp, the unit disk of Qp, for all p ∈ P.
Therefore, the Adele ring

AQ = Π′
p∈P

Qp

is identified with

AQ = Πg
p∈P

Qp,

by (2.1.10) and (5.1.2), where g = {gp}p∈P is the system of functions gp of (5.1.3).
Remark here that, for example, if we have real number r in R = Q∞, with its

decimal notation

V Adelic W -Dynamical Systems

a) Weak Tensor Product Structures:

Definition 5.1.
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On Dynamical Systems Induced by the Adele Ring

|r| =
∑
k∈Z

tk · 10−k = · · ·t−2t−1t0. t1t2t3 · ··

with 0 ≤ tk < 10 in N, then

(5.1.4)g∞(r) = 0. t1t2t3 · · ·,

with identification g∞(±1) = 1.
Traditionally, we simply write AQ = Π′

p∈P
Qp as before, if there is no confusion.

Remark also that, Xi’s of (5.1.1) and (5.1.2) may / can be algebraic structures
(e.g., semigroups, or groups, or monoids, or groupoids, or vector spaces, etc), or
topological spaces (e.g., Hilbert spaces, or Banach spaces, etc). One may put prod-
uct topology on the weak tensor product, with continuity on {gi}i∈Λ. Similarly, if
Xi’s are topological algebras (e.g., Banach algebras, or C∗-algebras, or von Neu-
mann algebras, etc), then we may have suitable product topology, with bounded
(or continuous) linearity on the system {gi}i∈Λ.

Notation In topological-∗-algebraic case, to distinguish with other situations,
we use the notation ⊗Φ

i∈Λ
, instead of using ΠΦ

i∈Λ
, for a system Φ of functions. �

M . In this section, we establish
a von Neumann algebra M generated by the Adele ring AQ. Recall that the Adele
ring AQ is a unbounded-measured product topological ring induced by {Qp}p∈P .
In particular, it is a weak tensor product of {Qp}p∈P , i.e.,

AQ = Π′
p∈P

Qp = Πg
p∈

Qp,

where g = {gp}p∈P is the system of functions (5.1.3) satisfying (5.1.4).
By understanding AQ as a measure space (AQ, σ(AQ), ρ) (e.g., see Section 2.1),

we have the L2-Hilbert space HQ, defined by
(5.2.1)

HQ
def
= L2(AQ, ρ).

It has its inner product <,>, defined by
(5.2.1)′

< F1, F2 >
def
=
∫
AQ

F1 F2 dρ,

for all F1, F2 ∈ HQ. And similar to Section 3.1, the von Neumann algebra M is
defined by

(5.2.2)M
def
= L∞ (AQ, ρ).

We call the Hilbert space HQ of (5.2.1) the Adele-ring Hilbert
space. The von Neumann algebra M of (5.2.2) is said to be the Adele-ring von
Neumann algebra.

Let F =
∑

Y ∈σ(AQ)

tY χY be an element of the Adele-ring von Neumann algebra

M. Then

(5.2.3)
∫
AQ
F dρ =

∫
AQ

∑
Y ∈σ(AQ)

tY χY

)
dρ

=
∑

Y ∈σ(AQ)

tY ρ(Y ).

By construction, if Y is a subset of the Adele ring AQ, then

(5.2.4)Y = Π
p∈P

Yp,

)

b) The Adele-Ring von Neumann Algebra 

Definition 5.2.
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where Yp’s are subsets of Qp, for p ∈ P. So, by (2.1.10), (5.2.3) and (5.2.4), one
has

(5.2.5)ρ(Y ) = ρ

(
Π
p∈P

Yp

)
= Π

p∈P
ρp(Yp),

by identifying ρ∞ with the usual distance measure on Q∞ = R.
As we discussed in (3.1.3) and (3.1.4), if S ∈ σ(Qp), for a prime p, then the

element χS is identically distributed with∑N
j=1 rj χpkjUp

,

for some N ∈ N ∪ {∞}, rj ∈ [0, 1] in R, and kj ∈ Z, for j = 1, ..., N. Therefore,
we obtain the following theorem.

Let Y ∈ σ(AQ) and let χY be a generating element of the Adele-ring
von Neumann algebra M. Then there exist Np ∈ N ∪ {∞}, rp:j ∈ [0, 1] in R, and
kp:j ∈ Z, for j = 1, ..., Np, for p ∈ P, such that

(5.2.6)∫
AQ
χY dρ = Π

p∈P

(∑Np

j=1 rp:j

(
1

pkp:j
− 1

pkp:j+1

))
.

Proof. Let Y ∈ σ(AQ). Then, by (5.2.4), there exist Yp ∈ σ(Qp), for all p ∈ P, such
that Y = Π

p∈P
Yp. By Section 3.1, for each p ∈ P, the ρp-measurable subsets Yp has

Np ∈ N ∪ {∞}, and kp:1, ..., kp:Np ∈ Z, and rp:1, ..., rp:Np ∈ [0, 1], such that:

ρp (Yp) =
∑Np

j=1 rp:j

(
1

pkp:j
− 1

pkp:j+1

)
=
∫
Qp

χYp
dρp.

Therefore, by the product measure ρ = ×
p∈P

ρp on the Adele ring AQ, we have

that: ∫
AQ

χY dρ = ρ (Y ) =

(
×
p∈P

ρp

)(
Π
p∈P

Yp

)
= Π

p∈P
ρp(Yp)

= Π
p∈P

(∑Np

j=1 rp:j

(
1

pkp:j
− 1

pkp:j+1

))
.

Therefore, the formula (5.2.6) holds.

The formula (5.2.6) characterizes the identically-distributedness on elements of
the Adele-ring von Neumann algebra M.

The following theorem provides a structure theorem of the Adele-ring von Neu-
mann algebra M in terms of the p-prime von Neumann algebras {Mp}p∈P .

Let M = L∞ (AQ, ρ) be the Adele-ring von Neumann algebra, and
let Mp = L∞

(
Qp, ρp

)
be the p-prime von Neumann algebras, for p ∈ P. Then

M is ∗-isomorphic to the weak tensor product von Neumann algebra ⊗ϕ
p∈P

Mp of

{Mp}p∈P , induced by the system of functions ϕ = {ϕp}p∈P , i.e.,

(5.2.8)M
∗-iso
= ⊗ϕ

p∈P
Mp, with M∞ = L∞(R),

where the weak tensor product ⊗ϕ is not only algebraic, but also topological,
satisfying

(5.2.9)ϕp
∑

X∈σ(Qp)

tX χX

)
def
=

∑
X∈σ(Qp)

tX χX∩Zp
,)

Theorem 5.1.

Theorem 5.2.
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On Dynamical Systems Induced by the Adele Ring

for all p ∈ P.

Proof. By the construction of the Adele ring AQ, it is the weak tensor product
Π′
p∈P

Qp of {Qp}p∈P as we discussed in Sections 2.1 and 5.1. Therefore,

M
def
= L∞(AQ, ρ)

∗-iso
= L∞

(
Π′
p∈P

Qp, ×
p∈P

ρp

)
∗-iso
= ⊗ϕ

p∈P
L∞

(
Qp, ρp

)
= ⊗ϕ

p∈P
Mp,

where ϕ = {ϕp}p∈P is the family of ∗-homomorphisms ϕp : Qp → Zp of (5.2.9).
Now, it suffices to show that ϕp are ∗-homomorphisms, for all p ∈ P. Trivially

ϕp are linear and bounded, by the very definition. Also, it satisfies that

ϕp
(
χS1

χS2

)
= ϕp

(
χS1∩S2

)
= χS1∩S2∩Zp

= χ(S1∩Zp)∩(S2∩Zp) = χS1∩Zp
χS2∩Zp

= ϕp (S1) ϕp (S2) ,

for all S1, S2 ∈ σ(Qp). So, for any g1, g2 ∈ Mp,

ϕp(g1g2) = ϕp(g1) ϕp(g2).

Now, observe that
ϕp ((t χS)∗) = ϕp

(
t χ∗S

)
= t ϕp(χS)

= t χS∩Zp
= t χS∩Zp

= t
(
χS∩Zp

)∗
=
(
tχS∩Zp

)∗
=
(
ϕp(tχS)

)∗
,

for all S ∈ σ(Qp), and t ∈ C. Therefore, for g ∈ Mp,

ϕp(g
∗) =

(
ϕp(g)

)∗
.

Therefore, ϕp are well-defined ∗-homomorphisms, for all p ∈ P. So, the family
{ϕp}p∈P is a system of ∗-homomorphisms.

Therefore, indeed, M is ∗-isomorphic to the weak tensor product ⊗ϕ
p∈P

Mp, as a

well-defined W ∗-subalgebra of the usual tensor product W ∗-algebra ⊗C
p∈P

Mp.

The above theorem shows that, to study the Adele-ring von Neumann algebra
M, we can investigate the system of conditional summands Mp, the p-prime von
Neumann algebras, for p ∈ P.

∗
Let’s fix an arbitrary von Neumann alge-

bra M in an operator algebra B(H), and let M = L∞(AQ, ρ) be the Adele-ring von
Neumann algebra, which is ∗-isomorphic to the weak tensor product W ∗-algebra
⊗ϕ
p∈P

Mp of p-prime von Neumann algebras Mp = L∞(Qp, ρp), where ϕ = {ϕp}p∈P

is in the sense of (5.2.9). Thus, in this section, we understand M and ⊗ϕ
p∈P

Mp,

alternatively.

Consider the σ-algebra σ(AQ) of the Adele ring AQ as a monoid (σ(AQ), ∩), with
its identity AQ. Define a monoidal action α of σ(AQ) acting on M in B(HQ) by

(5.3.1)αS(m)
def
= χS m χ∗S = χS m χS ,

for all S ∈ σ(AQ), and m ∈ M, where

HQ = H ⊗ HQ.

c) Adele W-Dynamical Systems
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Then the action α of σ(AQ) is indeed a well-defined monoidal action, since

αS1∩S2
(m) = χS1∩S2

m χS1∩S2
= χS1∩S2

m χS2∩S1

= χS1
χS2

m χS2
χS1

= χS1
(αS2

(m)) χS1

= αS1
(αS2

(m)) = (αS1
◦ αS2

) (m),

and

(αS1
(m))

∗
=
(
χS1

mχS1

)∗
= χS1

m∗ χS1
= αS1

(m∗),

for all S1, S2 ∈ σ(AQ), and m ∈ M. Thus,

(5.3.2)(αS1∩S2
) (m) = (αS1

◦ αS2
) (m), and (αS1

(m))
∗

= αS1
(m∗),

for all S1, S2 ∈ σ(AQ), for all m ∈ M.
The action α compresses operators of M in B(HQ), and hence it is bounded. So,

α is a well-defined monoidal action of σ(AQ) acting on M in B(HQ), by (5.3.2).

Notation Similar to Section 3.2, we denote αS(m) simply by mS , for all S ∈
σ(AQ) and m ∈ M. �

Notice that there exists an action χ of the monoid σ(AQ) acting on HQ = L2(AQ,
ρ), such that

(5.3.3)χ(S) = χS , the characteristic function of S,

for all S ∈ σ(AQ). By construction,

HQ = linear span of χ(σ(AQ))
<,>

,

under the Hilbert space topology induced by <,> of (5.2.1)′.

The triple AM = (M, σ(AQ), α) of a fixed von Neumann algebra
M in B(H), the σ-algebra σ(AQ) of the Adele ring AQ, understood as a monoid
equipped with (∩), and the monoidal action α of σ(AQ) in the sense of (5.3.1),
is called an Adele W ∗-dynamical system in B(HQ). For an Adele W ∗-dynamical
system AM , define the corresponding crossed product W ∗-algebra

MQ = M ×α σ(AQ)

by the W ∗-subalgebra of B(HQ) generated by M and α (χ (σ(AQ))), where χ is
in the sense of (5.3.3), consisting of all elements∑

S∈σ(AQ)

mS χS with mS ∈ M.

This W ∗-subalgebra MQ of B(HQ) is said to be the Adele dynamical W ∗-algebra
induced by AM .

Let AM = (M, σ(AQ), α) be an Adele W ∗-dynamical system, and let MQ =
M ×α σ(AQ) be the Adele dynamical W ∗-algebra induced by AM . Let mjχSj

be

elements of MQ, with mj ∈ M, and Sj ∈ σ(AQ), for j = 1, ..., n, for n ∈ N. Then
one can obtain that

(5.3.4)
n

Π
j=1

(mj χSj
) = m

n

Π
j=2

m
j−1
∩

i=1
Si

)) (
χ n
∩

j=1
Sj

)
,

since
(m1χS1

)(m2χS2
) = m1χS1

m2χ
2
S1
χS2

= m1χS1
m2χS1

χS1∩S2

= m1m
S1
2 χS1∩S2

.

))

Also, we have

(5.3.5)

(mχS)∗ = χ∗Sm
∗ = χSm

∗

= χSm
∗χ2

S = χSm
∗χSχS

= (m∗)SχS = (m∗)Sχ∗S ,

Definition 5.3.
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for all m χS ∈ MQ, with m ∈ M, and S ∈ σ(AQ).
So, the Adele dynamical W ∗-algebra MQ is a W ∗-subalgebra of B(HQ) generated

by M and χ (σ(AQ)) , satisfying the conditions (5.3.4) and (5.3.5).

Let M = L∞(AQ, ρ) be the Adele-ring von Neumann algebra. For a fixed von
Neumann algebra M , construct the tensor product W ∗-algebra

M0 = M ⊗C M,

which is a W ∗-subalgebra of B(HQ). Define now a W ∗-subalgebra MQ of M0

by the “conditional” tensor product W ∗-algebra
(5.3.6)

MQ
def
= M ⊗α M,

satisfying the following α-relations (5.3.7) and (5.3.8);
(5.3.7)

(m1 ⊗ χS1
)(m2 ⊗ χS2

) = (m1m
S1
2 )⊗ χS1

χS2
,

and
(5.3.8)

(m⊗ χS)∗ = (m∗)S ⊗ χ∗S ,

for all m1, m2, m ∈M, and S1, S2, S ∈ σ(AQ). Of course, the α-relations; (5.3.7)
and (5.3.8); are determined under linearity.

Similar to Section 3.3, we obtain the following structure theorem for MQ.

Let MQ = M ×α σ(AQ) be the Adele dynamical W ∗-algebra in
B(HQ) induced by an Adele W ∗-dynamical system AM , and let M be the Adele-ring
von Neumann algebra. Then MQ and the conditional tensor product W ∗-algebra M
⊗α M of (5.3.6) are ∗-isomorphic, i.e.,

(5.3.9)

MQ = M ×α σ(AQ)
∗-iso
= M ⊗α M = MQ.

Proof. Let MQ be the Adele dynamical W ∗-algebra M ×α σ(AQ) induced by an
Adele W ∗-dynamical system AM , and letMQ = M ⊗α M be the conditional tensor
product W ∗-algebra (5.3.6) of a fixed von Neumann algebra M, and the Adele-ring
von Neumann algebra M in B(HQ), satisfying the α-relations (5.3.7) and (5.3.8).

Define now a morphism

Φ : MQ → MQ

by a linear transformation satisfying

(5.3.10)Φ (m⊗ χS) = mχS ,

for all m ∈ M, and S ∈ σ(AQ). Then it is generator-preserving, and hence, it is
bijective and bounded. Also, it satisfies that

Φ
(
(m1 ⊗ χS1

)(m2 ⊗ χS2
)
)

= Φ
(

(m1m
S1
2 )⊗ χS1

χS2

)
= (m1m

S1
2 ) χS1∩S2

= (m1χS1
)(m2χS2

)

= Φ(m1 ⊗ χS1
) Φ(m2 ⊗ χS2

),

for all m1, m2 ∈ M, and S1, S2 ∈ σ(AQ).
Thus, for any T1, T2 ∈ MQ, we have

(5.3.11)Φ(T1T2) = Φ(T1) Φ(T2) in MQ,

by the linearity of Φ.Furthermore,

Φ ((m⊗ χS)∗) = Φ
(
(m∗)S ⊗ χ∗S

)
= (m∗)S χS = (m χS)∗ = (Φ(m⊗ χS))

∗
,

for all m ∈ M, and S ∈ σ(AQ).

On Dynamical Systems Induced by the Adele Ring

Theorem 5.3.
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So, for any T ∈ MQ,

(5.3.12)Φ(T ∗) = Φ(T )∗ in MQ.

Therefore, by (5.3.11) and (5.3.12), the bijective linear transformation Φ of
(5.3.10) is a ∗-isomorphism from MQ onto MQ.

The above structure theorem (5.3.9) shows that, just like the p-adic cases, Adelic

dynamical W ∗-algebras M ×α σ(AQ) are understood as conditional tensor product
W ∗-algebras M ⊗α M. As in Section 3, we handle von Neumann algebras MQ and
MQ, alternatively.

One of the most interesting results of the above structure theorem (5.3.9) is the
following structure theorem.

Let MQ be the Adele dynamical W ∗-algebra induced by an Adele
W ∗-dynamical system AM . Then MQ is ∗-isomorphic to the weak tensor product
W ∗-algebra ⊗ϕM

p∈P
Mp of the p-adic dynamical W ∗-algebras Mp = M ×α σ(Qp) in

the sense of (3.2.5), for p ∈ P, i.e.,

(5.3.13)MQ
∗-iso
= ⊗ϕM

p∈P
Mp,

with the system ϕM ,

(5.3.14)ϕM
def
= 1M ⊗ ϕ = {1M ⊗ ϕp}p∈P ,

where ϕ = {ϕp}p∈P is in the sense of (5.2.9).

Proof. By (5.3.9), the given Adele dynamical W ∗-algebra MQ is ∗-isomorphic to
MQ = M ⊗α M;

MQ
∗-iso
= MQ.

Also, by (5.2.8), the Adele-ring von Neumann algebra M is ∗-isomorphic to
⊗ϕ
p∈P

Mp, where ϕ is in the sense of (5.2.9);

M
∗-iso
= ⊗ϕ

p∈P
Mp,

where Mp = L∞(Qp, ρp) are p-prime von Neumann algebras, for p ∈ P.
Thus, one can have that

MQ
∗-iso
= M ⊗α M

∗-iso
= M ⊗α ⊗ϕ

p∈P
Mp

)
∗-iso
= ⊗ϕM

p∈P
(M ⊗α Mp)

where ϕM = {1M ⊗ ϕp}p∈P
∗-iso
= ⊗ϕM

p∈P
Mp,

by (3.3.3).

The structure theorem (5.3.13) provides a useful tool for studying our Adelic
dynamical W ∗-algebras MQ in terms of p-adic dynamical W ∗-algebras Mp’s.

Let M be a fixed von Neumann algebra in B(H), and let

MQ = M ×α σ(AQ)

be the Adele dynamical W ∗-algebra induced by an Adele W ∗-dynamical system

Theorem 5.4.

VI. Adelic Dynamical W -Algebras
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AM = (M, σ(AQ), α) in B(HQ).

In Section 5, we showed that MQ is ∗-isomorphic to the conditional tensor prod-
uct W ∗-algebra

MQ = M ⊗α M

of M and the Adele von Neumann algebra M = L∞(AQ, ρ) by (5.3.9). And
hence, it is ∗-isomorphic to the weak tensor product von Neumann algebra

MQ = ⊗ϕM

p∈P
Mp

of p-adic dynamical W ∗-algebras Mp = M ×α σ(Qp), for p ∈ P, by (5.3.13).
We understand these three von Neumann algebras MQ, MQ and MQ, as the

same von Neumann algebras MQ. Especially, case-by-case, we use a suitable one
among {MQ,MQ, MQ} as MQ.

First, recall that, if Y ∈ σ(AQ), then there exist Yp ∈ σ(Qp), for all p ∈ P, such
that

Y = Π
p∈P

Yp,

where most of Yq’s are identical to Yq ∩ Zq (i.e., Yq ⊆ Zq), for q ∈ P.
For instance, the subset U of AQ,

(6.0.1)U = Π
p∈P

Up

is a well-determined element of σ(AQ), where Up are the unit circles of Qp, for
all p ∈ P. We call U, the unit circle of the Adele ring AQ. Indeed, for any element
(up)p∈P ∈ U, we have

|(up)p∈P |Q = Π
p∈P
|up|p = 1,

where |.|Q is the non-Archimedean norm on AQ induced by the p-norms {|.|p}p∈P
(e.g., see [18]).

Define now a conditional expectation

E : MQ = MQ → M ⊗α C [{χU}]
∗-iso
= M

by a linear morphism satisfying that:

(6.0.2)E (mχY ) = m (rχU ) ,

where r ∈ [0, 1] satisfies that:

(6.0.3)
∫
AQ

χY ∩U dρ = r
∫
AQ

χU dρ = r

(
Π
p∈P

(
1− 1

p

))
.

Remark here that the quantity Π
p∈P

(
1− 1

p

)
on the right-hand side of (6.0.2)′

satisfies that:

Π
p∈P

(
1− 1

p

)
=
(
1− 1

∞
)(

Π
p:primes

(
1− 1

p

))

= Π
p:primes

(
1− 1

p

)
= 1

ζ(1) ,

where

ζ(s)
def
=
∑∞
n=1

1
ns = Π

p:primes

1
1−p−s = 1

Π
p:primes

(1− 1
ps )

is the Riemann zeta function, satisfying that:

1
ζ(s) = Π

p:prime

(
1− 1

ps

)
, for s ∈ C.
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By definition, it is clear that

ζ(1) =
∑∞
n=1

1
n = ∞,

and hence,
1
ζ(1) = 0.

Thus, one can verify that the formula (6.0.3) becomes 0, for all mχY ∈MQ, with
m ∈ (M, ψ) and Y ∈ σ(AQ). In other words, we cannot directly mimic the p-adic
dynamical free-probabilistic approaches as in Section 4.

Therefore, we consider a new, but similar approach to establish a suitable free
probability model on our Adelic dynamical W ∗-algebra MQ.

∗ {(MQ, ϕP )}P⊂P . As we have
discussed at the beginning of this section, we cannot directly mimic the free-
probabilistic settings from the p-adic dynamicalW ∗-probability spaces to our Adelic
W ∗-probability settings. So, we construct suitable linear functionals differently
from those of Section 4 (and those of [10]).

Take first a “finite” subset P of P, say

(6.1.1)P = {p1, ..., pn},

for some n ∈ N, in particular, suppose all p1, ..., pn of P are primes (not ∞) in
P. We call such subsets P of P, finite prime (sub)sets of P.

Let P be a finite prime set (6.1.1) of P. Define an element UP of σ(AQ) by

(6.1.2)UP
def
=

(
Π
p∈P

Up

)
×
(

Π
q∈P \ P

Zq
)
,

under possible re-arrangement. i.e., for all p in P, take the unit circle Up of Qp,
and for almost all other q in P, take Zq of Qq, and then product them to construct
a ρ-measurable subset UP in the Adele ring AQ.

Then define a subalgebra MP of MQ = MQ = MQ by

(6.1.3)MP
def
= M ⊗α C [{χS : S ∈ σ(AQ), S ⊆ UP }] .

Define now a conditional expectation

EP : MQ = MQ → MP

by a linear morphism satisfying that:

(6.1.4)EP (mχY ) = m χY ∩UP
.

Now, let’s check the morphism EP of (6.1.4) is indeed a conditional expectation:
(6.1.5) For any m χS ∈ MP , one has

EP (mχS) = mχS∩UP
= mχS ,

since S ⊆ UP , and hence, for any x ∈ MP , we have

EP (x) = x, under linearity.

(6.1.6) For mjχSj
∈ MP , for j = 1, 2, and m χY ∈ MQ, we have

EP
(
(m1χS1

)(mχY )(m2χS2
)
)

= EP

(
m1m

S1mS1∩Y
2 χS1∩Y ∩S2

)
= EP

(
m1m

S1mS1∩Y
2 χS1∩Y ∩S2

)
=
(
m1m

S1mS2∩Y
2

)
χS1∩Y ∩S2

,

and (
m1χS1

)
(EP (mχY ))

(
m2χS2

)
= (m1χS1

)
(
mχY ∩UP

)
)

(m2χS2
)

=
(
m1m

S1mS1∩Y ∩UP
2

)
χS1∩Y ∩S2

,

=
(
m1m

S1mS1∩Y
2

)
χS1∩Y ∩S2

,

a) Adelic Dynamical W -Probability Spaces 
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because S1 ∩ UP = S1, so, S1 ∩ Y ∩ UP = S1 ∩ Y, and hence,

EP
(
(m1χUP

)(mχY )(m2χUP
)
)

=
(
m1χUP

)
(EP (mχY ))

(
m2χUP

)
.

Thus, under linearity, we have that:

EP (x1yx2) = x1 EP (y) x2,

for all x1, x2 ∈ MP and y ∈ MQ.
(6.1.7) Also, one has that:

EP ((mχY )∗) = EP
(
(m∗)Y χY

)
= (m∗)Y (χY ∩UP

) = (EP (mχY ))
∗
,

and hence, for all y ∈ MQ, we have

EP (y∗) = EP (y)∗.

The morphism EP of (6.1.4) is a well-defined conditional ex-
pectation from MQ onto MP , for any finite prime set P of P.

Proof. By definition, the morphism EP of (6.1.4) is bounded and linear. So, it is a
conditional expectation because of (6.1.5), (6.1.6) and (6.1.7).

Define now a morphism FP : MP → MP by a linear morphism satisfying that:

(6.1.8)FP (mχY ) = m
(
rY χUP

)
, for some rY ∈ [0, 1].

In particular, the quantity rY in (6.1.8) is determined as follows in [0, 1] of R:∫
AQ
χY ∩UP

dρ = ρ (Y ∩ UP )

= ρ

((
Π
p∈P

Yp

)
∩
(

Π
p∈P

Vp

))
where Up = Π

p∈P
Vp satisfies (6.1.2) (under possible re-arrangement)

=

(
×
p∈P

ρp

)(
Π
p∈P

(Yp ∩ Vp)
)

= Π
p∈P

ρp (Yp ∩ Vp)

=

(
Π
p∈P

ρp (Yp ∩ Up)
)(

Π
q∈P \ P

ρp (Yq ∩ Zq)
)

by (6.1.2)

=

(
Π
p∈P

rp

(
1− 1

p

))(
Π

q∈P \ P
rq · 1

)
for rw ∈ [0, 1], since

ρw(Uw) = 1− 1
w , and ρw(Zw) = 1

for all w ∈ P, and hence, we have

(6.1.9)
∫
AQ
χY ∩UP

dρ =

(
Π
q∈P

rq

)(
Π
p∈P

(
1− 1

p

))
.

Define rY in [0, 1] by

(6.1.10)rY = Π
q∈P

rq,

where the quantity of the right-hand side of (6.1.10) is from (6.1.9).
i.e., the morphism FP on MP satisfies

FP (mχY ) = m
(
rY χUP

)
,
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then almost all Yq’s are identical to Zq.

Assumption If we take Y = Π
p∈P

Yp in σ(AQ), with Yp ∈ σ(Qp), then we assume

almost all Yq’s are identical to Zq. �

where rY ∈ [0, 1] satisfy (6.1.10), for all mχY ∈ MP .
By Section 5.2, without loss of generality, one can verify that: if

Y = Π
p∈P

Yp ∈ σ(AQ), with Yp ∈ σ(Qp),

Define now a linear functional

γ0 : MP → C
by

(6.1.11)γ0
def
=
(
⊗
∫
AQ
• dρ

)
◦ FP

i.e., γ0 is a linear morphism satisfying that:

(6.1.12)γ0 (m χY )
def
= (m)

(∫
AQ
rY χUP

dρ
)

= rY (m)

(
Π
p∈P

(
1− 1

p

))
,

for all m ∈ (M, ψ) and Y ∈ σ(AQ), where rY ∈ [0, 1] is in the sense of (6.1.10).
The linear morphism γ0 of (6.1.12) is indeed a well-defined linear functional on MP .

Define now a linear functional γP on MQ = MQ = MQ by

(6.1.13)γP
def
= γ0 ◦ EP ,

for any fixed finite prime sets P of P.
Since γ0 is a bounded linear functional, and EP is a bounded conditional ex-

pectation, γP of (6.1.13) is indeed a well-defined linear functional on the Adelic
dynamical W ∗-algebra MQ.

Let MQ = MQ = MQ be an Adelic dynamical W ∗-algebra over
a W ∗-probability space (M, ψ). Let P be a finite prime set of P, and γP , the
corresponding linear functional in the sense of (6.1.13). Then the pair (MQ, γP )
is called the Adelic dynamical W ∗-probability space induced by a finite prime set P
of P.

By definition, for any m χS ∈ MQ, one has that:

γP (mχS) = γ0 (EP (mχS))

= γ0

(
mχS∩UP

)
(6.1.14)

= rS∩UP
(m)

(
Π
p∈P

(
1− 1

p

))
,

where rS∩UP
∈ [0, 1] satisfies (6.1.10) and (6.1.12).

Notice now that

Up =

(
Π
p∈P

Up

)
×
(

Π
q∈P \ P

Zq
)
,

under possible re-arrangement. Like in Section 4, if we replace Up’s to pkUp, for
some k ∈ Z, i.e., if we define

UP :k
def
=

(
Π
p∈P

Up:k

)
×
(

Π
q∈P \ P

Zq
)
,

where Up:k = pkUp, as in (4.8), then we have similar structures, for all k ∈ Z,
with identity:

Definition 6.1.
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UP = UP :0.

However, in such cases, the formula (6.1.9) will be replaced by∫
AQ
UP :k dρ = Π

p∈P

(
1
pk
− 1

pk+1

)
.

In this paper, we only consider the case where we have UP = UP :0.

(MQ, γP ). Let MQ = M ×α σ(AQ) be the Adelic dy-

namical W ∗-algebra in B(HQ) induced by an Adele W ∗-dynamical system AM =
(M, σ(AQ), α). As before, we understand MQ as its ∗-isomorphic von Neumann
algebras MQ = M ⊗α M, and MQ = ⊗ϕM

p∈P
Mp, case-by-case, and let γP be the

linear functional in the sense of (6.1.13), satisfying that:

γ(mχS) = rS (m)

(
Π
p∈P

(
1− 1

p

))
,

where rS ∈ [0, 1] in R satisfying (6.1.10) and (6.1.12), for all m ∈ M, and S ∈
σ(AQ), for all finite primes sets P of P.

Throughout this section, we fix a finite prime set P of P, and concentrate on
free probabilistic structure on MQ in terms of γP of (6.1.13). The following lemma

is obtained by the straightforward computations.

Let mχS be a free random variable in the Adelic dynamical W ∗-
probability space (MQ, γ), with m ∈ M, and S ∈ σ(AQ). Then

(6.2.1)γP ((mχS)n) = rS∩UP

( (
m(mS)n−1

))(
Π
p∈P

(
1− 1

p

))
,

for all n ∈ N, where rS∩UP
∈ [0, 1] satisfies (6.1.10) and (6.1.12).

Proof. If mχS ∈ MQ, with m ∈ M, and S ∈ σ(AQ), then

(mχS)n = mmSmS∩S ... mS∩S∩...∩S χS∩...∩S

= m mS mS ... mS χS = m (mS)n−1 χS ,

for all n ∈ N. Therefore, one can have that

γP ((mχS)n) = γP
(
m(mS)n−1χS

)
= rS∩UP

(
m(mS)n−1

)(
Π
p∈P

(
1− 1

p

))
for all n ∈ N, by (6.1.14), where rS∩UP

∈ [0, 1] satisfies (6.1.10) and (6.1.12).

More general to (6.2.1), we obtain the following lemma.

Let m1χS1
, ..., mnχSn

be free random variables in an Adelic dynam-
ical W ∗-probability space (MQ, γP ), with mk ∈ M, Sk ∈ σ(Qp), for k = 1, ..., n,
for n ∈ N. Then

(6.2.2)γ

(
n

Π
j=1

mjχSj

)
= r( n

∩
j=1

Sj

)
∩UP

N

Π
j=1

m

j−1
∩

i=0
Si

j

))(
ρ

(
n
∩
j=1

Sj

))
,

where r( n
∩

j=1
Sj

)
∩UP

∈ [0, 1], satisfying (6.1.10) and (6.1.12).

Proof. If mk χSk
∈ (Mp, γp) are given as above, for k = 1, ..., n, then

n

Π
j=1

(mjχSj
) = m1m

S1
2 mS1∩S2

3 ...m
S1∩...∩Sn−1

N χS1∩...∩Sn

=
n

Π
j=1

m

j−1
∩

i=0
Si

j

)(
χ n
∩

j=1
Sj

)
,)

ψ ))

in MQ, for all n ∈ N.

b) Free Structure of 

Lemma 6.2.

Lemma 6.3.
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Thus, one has that:

γP

(
n

Π
j=1

(mjχSj
)

)
= γP

((
n

Π
j=1

m

j−1
∩

i=0
Si

j

)(
χ n
∩

j=1
Sj

))

= r( n
∩

j=1
Sj

)
∩UP

n

Π
j=1

m

j−1
∩

i=0
Si

j

))(
Π
p∈P

(
1− 1

p

))
,

by (6.1.14), where r( n
∩

j=1
Sj

)
∩UP

∈ [0, 1] satisfies (6.1.10) and (6.1.12).

Notation 6.2 In the following, we denote Π
p∈P

(
1− 1

p

)
by ζ−P , for convenience.

�

By (6.2.1) and (6.2.2), we obtain the following free-distributional data of free
random variables of (MQ, γP ).

Let (MQ, γP ) be an Adelic dynamical W ∗-probability space deter-
mined by a finite prime set P of P, and let

Tk =
∑

Sk∈Supp(Tk)

mSk
χSk

, for k = 1, ..., n,

be free random variables, for n ∈ N. Then
(6.2.3)

γP

(
n

Π
j=1

Tj

)
=

ζ−P

 ∑
(S1,...,Sn)∈

n
Π

j=1
Supp(Tj)

r( n
∩

i=1
Si

)
∩UP

n

Π
j=1

(
mSj

)(j−1
∩

i=1
Si

))) ,

where ζ−P is in the sense of Notation 6.2, and where rr j−1
∩

i=1
Si

)
∩UP

∈ [0, 1] satisfy

(6.1.10) and (6.1.12).

Proof. Inductively, one can get that

n

Π
j=1

Tj =
∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)

((
n

Π
j=1

(
mSj

)(j−1
∩

i=1
Si

))(
χ n
∩

j=1
Sj

))
,

for all j = 1, ..., n. So,

γP

(
n

Π
j=1

Tj

)
= γP (T1T2 ... Tn)

= γP

 ∑
(S1,...,Sn)∈

n
Π

j=1
Supp(Tj)

((
n

Π
j=1

(
mSj

)(j−1
∩

i=1
Si

))(
χ n
∩

j=1
Sj

))

=
∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)

γP

((
n

Π
j=1

(
mSj

)(j−1
∩

i=1
Si

))(
χ n
∩

j=1
Sj

)))

=
∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)

r( n
∩

i=1
Si

)
∩UP

n

Π
j=1

(
mSj

)(j−1
∩

i=1
Si

)))(
ζ−P
))

)

) ) )

)

ψ ))

))ψ

ψ

Theorem 6.4.
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by (6.2.2), where r( n
∩

i=1
Si

)
∩UP

∈ [0, 1] satisfy (6.1.10) and (6.1.12), and where

ζ−P is in the sense of Notation 6.2.

Thanks to (6.2.3), we obtain the following corollary.

Let T =
∑

S∈Supp(T )

mS χS be a free random variable in (Mp, γp).

Then

(6.2.4)γP (Tn) = ζ−P
∑

(S1,...,Sn)∈Supp(T )n
r( n
∩

j=1
Sj

)
∩UP

n

Π
j=1

(
mSj

)(j−1
∩

i=1
Si

)))))
,

(6.2.5)

γP ((T ∗)n) =

ζ−P

 ∑
(S1,...,Sn)∈Supp(T )n

r( n
∩

j=1
Sj

)
∩UP

  n

Π
j=1

(
(m∗Sj

)Sj

)(j−1
∩

i=1
Si

) ,

for all n ∈ N, where r( n
∩

j=1
Sj

)
∩UP

∈ [0, 1] satisfy (6.1.10) and (6.1.12). �

Let m1χS1
, ..., mnχSn

be free random variables in (MQ, γ), for n ∈ N, where
m1, ..., mn ∈ M, and S1, ..., Sn ∈ σ(AQ). Then, by (6.2.3), one can obtain that:

kPn
(
m1χS1

, ..., mnχSn

)
=

∑
π∈NC(n)

(γP )π
(
m1χS1

, ..., mnχSn

)
µ(π, 1n)

=
∑

π∈NC(n)

(
Π
V ∈π

(γP )V
(
m1χS1

, ..., mnχSn

)
µ
(
0|V |, 1|V |

))

by the Möbius inversion (See Section 2.3)

) ) ) )ψ

ψ

=
∑

π∈NC(n)

(
Π

V=(i1,...,ik)∈π
γP

(
mi1χSi1

· · · mikχSik

)
µ (0k, 1k)

)
(6.2.7)

=
∑

π∈NC(n)

Π
V=(i1,...,ik)∈π

ζ−P rV
k

Π
t=1

(mit)

(
k−1
∩

t=1
Sit

))))
µ (0k, 1k)

)
,

where kPn (...) mean free cumulants induced by γV in the sense of Section 2.3.
By (6.2.7), we obtain the following inner free structure of the given Adelic dy-

namical W ∗-algebra MQ, with respect to γP .

Let m1χS , and m2χS be free random variables in an Adelic dynam-
ical W ∗-probability space (MQ, γP ), with m1, m2 ∈ M, and S ∈ σ(AQ), with ρ(S)
6= 0. Moreover, assume that S contains UP . i.e., suppose

(6.2.8)S = Π
q∈P

Sq in AQ, and Sp ⊇ Up, for all p ∈ P.

Then {m1, m
S
1 } and {m2, m

S
2 } are free in the W ∗-probability space (M, ψ), if

and only if m1χS and m2χS are free in (MQ, γP ). i.e.,

(6.2.9){m1, m
S
1 } and {m2, m

S
2 } are free in (M, ψ)

)) ) ) ψ

⇐⇒
m1χS and m2χS are free in (MQ, γP ),

On Dynamical Systems Induced by the Adele Ring
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under the condition (6.2.8).

Proof. (⇒) Assume that {m1, m
S
1 } and {m2, m

S
2 } are free in (M, ψ). Then, by

definition, all mixed free ∗-cumulants of them (with respect to the linear functional
) vanish (See Section 2.3, or [16]). i.e.,

kn
(
ur1i1 , ..., urnin

)
= 0 in C,

for all n ∈ N \ {1}, where (ui1 , ..., uin) ∈ {m1, m2, m
S
1 , m

S
2 } are “mixed,” and

(i1, ..., in) ∈ {1, 2}n, and (r1, ..., rn) ∈ {1, ∗}n, where kn (...) mean free cumulants
induced by ψ.

Consider mixed free ∗-cumulants of m1χS and m2χS in (MQ, γ), for a fixed
nonzero ρ-measurable set S ∈ σ(AQ). By (6.2.7), one has that

kPn ((mi1χS)r1 , ..., (minχS)rn)

=
(
ζ−P
) ∑
π∈NC(n)

Π
V=(j1,...,jn)∈π

rV
k

Π
t=1

(
[m

rjt
jt

]Sit

)k−1
∩

t=1
Sjt

)
µ (0k, 1k)

)

where all Sjt are identical to S, and rV satisfy (6.1.10) and (6.1.12), and where

(
[mr

j ]
S
)Y def

=

{
mY
j if r = 1

(m∗j )
S∩Y if r = ∗,

for all j, r ∈ {1, ∗} and S, Y ∈ σ(AQ), and hence,

ψ

ψ

)) ψ

=
(
ζ−P
) ∑
π∈NC(n)

(
Π

V=(j1,...,jn)∈π
rV

(
k

Π
t=1

(
[m

rjt
jt

]S
)S)

µ (0k, 1k)

)

=
(
ζ−P
) ∑
π∈NC(n)

(
Π

V=(j1,...,jn)∈π

(
k

Π
t=1

(
[m

rjt
jt

]S
)S)

µ (0k, 1k)

)

by the condition (6.2.8) (Since the assumption (6.2.8) holds, rV = 1, for all V ∈
π, for all π ∈ NC(n), for all n ∈ N)

=
(
ζ−P
) (
kn (ur1i1 , ..., urnin )

)
= (ζ−P ) · 0

= 0,
for all n ∈ N \ {1}. It shows that, if {m1, m

S
1 } and {m2, m

S
2 } are free in (M,

), then {m1χS , m2χS} are free in (MQ, γP ), under the condition (6.2.8).

(⇐) Assume now that two free random variables m1χS and m2χS are free in
(MQ, γP ), where S satisfies ρ(S) 6= 0 and the condition (6.2.8), i.e.,

kPn ((mi1χS)r1 , ..., (minχS)rn)
(6.2.10)

=
(
ζ−P
) ∑
π∈NC(n)

(
Π

V=(j1,...,jn)∈π

(
rV

(
k

Π
t=1

(
[m

rjt
jt

]S
)S))

µ (0k, 1k)

)

= 0,
whenever (i1, ..., in) are “mixed” in {1, 2}n, for (r1, ..., rn) ∈ {1, ∗}n, for all n

∈ N \ {1}.
The formula (6.2.10) is identical to(

ζ−P
) (
kn (ur1i1 , ..., urnin )

)
,

since rV = 1, by (6.2.8), for the mixed n-tuple (ui1 , ..., uin) of {m1, m
S
1 } ∪ {m2,

mS
2 }.
Since ρ(S) 6= 0, and since the condition (6.2.8) is assumed, ρ(S ∩ UP ) 6= 0, and

hence,
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(
ζ−P
) (
kn (ur1i1 , ..., urnin )

)
= 0,

as in (6.2.10), equivalently,

kn (ur1i1 , ..., urnin ) = 0,

for all mixed n-tuple (ui1 , ..., uin) ∈ {m1, m
S
1 , m2, m

S
2 }. Equivalently, {m1, m

S
1 }

and {m2, m
S
2 } are free in (M, ψ).

The above theorem shows that, the freeness of (M, ψ) acts like a certain kind of
free-filterizations for the inner freeness of (MQ, γP ), under the assumption (6.2.8).

The following corollary is a direct consequence of the above theorem.

Let M1 and M2 be W ∗-subalgebras of M in B(H), and assume
that the subsets {M1, αS(M1)} and {M2, αS(M2)} are free in (M, ψ), for S ∈
σ(AQ), with ρ(S ∩ UP ) 6= 0, satisfying the condition (6.2.8). Then two subsets

M1 ⊗α {χS} and M2 ⊗α {χS} of MQ = MQ,

On Dynamical Systems Induced by the Adele Ring

ψ

ψ

are free in (MQ, γP ), for a fixed finite prime set P of P.
Conversely, if M1 ⊗ {χS} and M2 ⊗ {χS} are free in (Mp, γp), where S satisfies

(6.2.8), then {M1, αS(M1)} and {M2, αS(M2)} are free in (M, ψ), too. �

Let UP be in the sense of (6.1.2) for a fixed finite prime set P of P. Assume now
that S1, S2 ∈ σ(AQ) satisfies

(6.2.11)S1 ∩ UP 6= ∅ and S2 ∩ UP = ∅.

For example, “S2 ∩UP = ∅” means that, if S2 = Π
q∈P

Sq2 , with Sq2 ∈ σ(Qq), then

Sp2 ∩ Up = ∅, for all p ∈ P,
and

Sq2 ∩ Zq = ∅, for all q ∈ P \ P.

By (6.2.11), it is clear that

(6.2.12)(S1 ∩ UP ) ∩ (S2 ∩ UP ) = ∅,

even though S1 ∩ S2 6= ∅.

Let m1χS1
, m2χS2

be free random variables in an Adelic dynamical
W ∗-probability space (MQ, γP ). If S1 and S2 satisfy the condition (6.2.11) in σ(AQ),
then they are free in (MQ, γP ). i.e.,

(6.2.13)S1 and S2 satisfy (6.2.11)

=⇒
M ⊗α C

[
{χS1

}
]

and M ⊗α C[{χS2
}] are free

in (MQ, γP ).

SupposeS1, S2 ∈ σ(AQ) satisfy the condition (6.2.11). Then, with respect
to UP of (6.1.2), they also satisfy the condition (6.2.12). Therefore, one has that:

kPn ((mi1χS)r1 , ..., (minχS)rn) (6.1.14)

=
(
ζ−P
) ∑
π∈NC(n)

Π
V=(i1,...,ik)∈π

r( k
∩

t=1
Sit

)
∩UP

k

Π
t=1

(mit)

(
k−1
∩

t=1
Sit

))
µ (0k, 1k)

)

by (6.2.7), where

(
k−1
∩
t=1

Sit

)
∩ UP ∈ [0, 1] satisfy (6.1.10) and (6.1.12), and the

elements
(
[mr

j ]
S
)Y

are in the sense of the proof of the above Theorem .

Assume that a block V = (i1, ..., ik) of π in (6.1.13) is mixed in {1, 2}k. Then
the corresponding quantity

)) ψ

Proof.  

Theorem 6.8. 

Corollary 6.7. 
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r( k
∩

t=1
Sit

)
∩UP

= 0 in [0, 1],

by (6.2.12). Therefore, whenever a noncrossing partition π of NC(n) contains at
least one mixed block, then the corresponding summand vanishes. Even though a
noncrossing partition θ of NC(n) does not contain a mixed block, since it contains
a block corresponding S2, one obtains the quantity

rS2∩S2∩...∩S2∩UP
= rS2∩UP

= 0 in [0, 1],

for at least one block of θ. Thus, even though θ does not contain a mixed block,
the corresponding partition-depending free moment vanishes.

i.e., whenever (i1, ..., in) ∈ {1, 2}n are mixed for n ∈ N \ {1}, then the free
cumulants (6.1.13) vanish. Equivalently, m1χS1

and m2χS2
are free in (MQ, γP ).

With a freeness characterization (6.2.9) (under (6.2.8)), the above freeness nec-
essary condition (6.2.13) provide inner free structures of the Adelic W ∗-algebra MQ
in terns of linear functionals γP , for finite prime sets P of P.
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Abstract-

 

In this paper, the modified simple equation method with the aid of Maple is used

 

to obtain new exact traveling 
wave solutions of the system of shallow water wave equations,

 

modified Benjamin-Bona-Mahony equation and 
nonlinear dynamics of microtubules-A new

 

model. When these parameters are taken special values, the solitary wave 
solutions are

 

derived from the exact traveling wave solutions. It is shown that the modified simple equation

 

method 
provides an effective and a more powerful mathematical tool for solving nonlinear

 

evolution equations in mathematical 
physics. Comparison between our results and the wellknown

 

results will be presented.

 
Keywords:

 

the system of shallow water wave equations; modified benjamin-bona-mahony

 

equation; nonlinear 
dynamics of microtubules; the modified simple equation method; traveling wave solutions, solitary wave 
solutions.

 I.

 

Introduction

 No one can deny the important role which played by the nonlinear partial 
differential equations

 

in the description of many and a wide variety of phenomena not 
only in physical phenomena,

 

but also in plasma, fluid mechanics, optical fibers, solid state 
physics, chemical kinetics and

 

geochemistry phenomena. So that, during the past five 
decades, a lot of method was discovered

 

by a diverse group of scientists to solve the 
nonlinear partial differential equations. For example,

 

tanh -

 

sech method [2]-[4], extended 
tanh -

 

method [5]-[7], sine -

 

cosine method [8]-[10], homogeneous

 

balance method [11], the 
exp( ( ))-expansion Method [12], Jacobi elliptic function

 

method [13]-[16], F-expansion 
method [17]-[19], exp-function method [20] and [21], trigonometric

 

function series method 

[22], ( )-
 

expansion  method [23]-[26],  the  modified simple equation

 

method [27]-[32] 

and so on.

 The objective of this article is to apply the modified simple equation method for 
finding the exact

 

traveling wave solution of some nonlinear partial differential equations, 
namely the system of

 

shallow water wave equations [33], modified Benjamin-Bona-
Mahony equation [34] and nonlinear

 

dynamics of microtubules-A new model [35], which 
play an important role in mathematical

 

physics.

 The rest of this paper is organized as follows: In section 2, we give the description 
of the modified simple equation method. In section 3, we use this method to find the 
exact solutions of the

 

nonlinear evolution equations pointed out above. In section 5, 
conclusions are given.
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II.  Description of the  Modified  Simple  Equation Method  

Consider the following nonlinear evolution equation  

(2.1) 

where F is a polynomial in  and its partial derivatives in which the highest order 
derivatives and nonlinear terms are involved. In the following, we give the main steps of 
this method [27]-[32]:  

Step 1.  We use the wave transformation  

 (2.2) 

where c  is a nonzero constant, to reduce Eq.(2.1) to the following ODE:  

(2.3) 

where P is a polynomial in  and its total derivatives, while  

Step 2.  Suppose that the solution of Eq.(2.3) has the formal solution:  

(2.4) 

where are  arbitrary  constants to be determined, such that , while the 
function 

  
is an unknown function to be determined later, such that 

  

Step 3.
 

Determined the positive integer N in Eq.(2.4) by considering the homogenous 
balance

 
between the highest order derivatives and the nonlinear terms in Eq.(2.3). 

Moreover precisely,
 

we define  the degree of    
 

as , which  gives  rise to 
degree of other expression as

 
follows:

 

 

Step 4.  Substitute  Eq.(2.4) into Eq.(2.3),  we calculate all the  necessary  derivative 

 of  the function  and we account the function  .  As a result of this 

substitution,  we get a  polynomial  of    .  In this polynomial, we gather 

all terms of the same power of  , and we equate with zero all coe_cient  of 
this polynomial. This operation  yields a system of equations which can be solved to find 

 and  . Consequently, we can get  the exact solution of Eq.(2.1).  

III.  Application  

Here, we will apply the modified simple equation method described in sec.2 to find 
the exact  traveling wave solutions and then the solitary wave solutions for the following 
nonlinear systems  of evolution equations.  

a)  Example 1: The system of shallow water wave equations  
We first consider the system of the shallow water wave equation[33]  

 (3.1) 

Using  the wave  transformation  carries  the  partial 

differential equation  (3.1) into the ordinary differential equaion:  

(3.2)
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F (u, ut, ux, uy, utt, uxx, uyy....) = 0,

u(x, t (

u(x, y, t) = u(ξ), ξ = (x + y − c t ),

P (u, u′, u′′, u′′′, .....) = 0,

u(ξ ( ′ = d
dξ .

u(ξ) =

N∑
k=0

Ak

[
′
(ξ)

(ξ)

]k
,

Ak AN 6= 0
(ξ)ψ ′ 6= 0.ψ

u(ξ

(

D (u (ξ)) = m

D

(
dqu

dξq

)
= n+ q, D

(
up
(
dqu

dξq

)s)
= np+ s (n+ q) .

u′, u′′, .... u(ξ ( (ξ (

ψ
−j(j = 0, 1, 2, ...

(ψ
−j(j = 0, 1, 2, ... (ψ

Ak (ξ (

ψ

{
ut + (uv)x + vxxx = 0,
vt + ux + vvx = 0.

u(x, t) = u(ξ), ξ = (x−ct (

{
−cu′ + vu′ + uv′ + v′′′ = 0,

u′ − cv′ + vv′ = 0,

Ref

27.
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t., 217 (2010) 869-877.



Integrating once the second ordinary differential equation with zero constant of 
integration, we get  

(3.3) 

Substituting Eq.(3.3) into the _rst equation of Eq.(3.2) we obtain 

(3.4) 

Integrating Eq.(3.4) and neglecting the constant of integration, we obtain 

(3.5) 

Balancing  and  in Eq.(3.5) yields, (N + 2 = 3N)  (N = 1). So that, by using 
Eq.(2.4) we get the formal solution of Eq.(3.5) 

 
(3.6)

 

Substituting Eq.(3.6) and its derivative into Eq.(3.5) and collecting all term with the 

same power of     we get: 

(3.7)
 

 

(3.8)
 

 

(3.9) 

 

(3.10)
 

From Eqs.(3.7) and (3.10), we deduce that

 

 

Let us discuss the following cases.

 

Case 1.

 

If 

 

In this case, we deduce from Eqs.(3.8) and (3.9) that :

 
  

(3.11) 

and
 

 

(3.12)
 

Eqs.(3.11) and (3.12) yield

 
 

(3.13)

 

where   consequently, when ( ) is rejected since it make

=0 whilst, when ( ) it make ( ) Integrating  (3.13)  and using
 (3.12), we deduce

 

that

 

(3.14)
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ψ

u = cv − v2

2
.

v′′′ + (3cv − 3v2

2
− c2)v′ = 0.

v′′ +
3

2
cv2 − 1

2
v3 − c2v = 0.

v′′ v3 ⇒=

v = A0 +A1

( ′)
.

ψ
ψ

−3, −2, −1, 0ψ ψ ψ ψ

−3 : A1
′3
(

1− 1

2
A2

1

)
= 0,

−2 : A1
′
[
−3

′′
+

3

2
A1

′ (c−A0)

]
= 0,

−1 : A1

[
′′′ + ′

(
3cA0 −

3

2
A2

0 − c2
)]

= 0,

0 : A0

[
−1

2
A2

0 +
3

2
cA0 − c2

]
= 0.

ψ ψ

ψ ψ ψ ψ

ψ ψ ψ

ψ

A1 = ±2, A0 = 0, A0 = c and A0 = 2c.

A0 6= 0.

′ =
1

c2 + 3
2A

2
0 − 3cA0

′′′,

′ =
1

c
2A1 − 1

2A0A1

′′.

′′′

′′ = E0,

ψ ψ

ψ ψ

ψ

ψ(
E0 =

c2+ 3
2
A2

0−3cA0
c
2
A1− 1

2
A0A1

6= 0
)
⇒ A0 = c

E0

) ) A0 = 2c E0 = ∓c 6= 0

′ = c2exp (∓c ξ) ,

Notes



(3.15)

 

where and are arbitrary constants.

 

Substituting (3.14) and (3.15) into Eq.(3.6), we have the exact traveling wave solution:

 

 

(3.16)

 

when c1

 

= 1, we obtain c2

 

= E0. So that we get the solitary wave solutions

 

•

 

If = 1 and c

 

>

 

0

 
 

(3.17)

 

•

 

while, if c3

 

= 1 and c

 

<

 

0

 
 

(3.18)

 

•

 

If c3

 

= -1, and c

 

>

 

0

 

(3.19)

 

•
 

while, if c3

 
= -1, and c <

 
0 

(3.20)
 

Case 2.  If  

In this case, we deduce from Eqs.(3.8) and (3.9) that :  

(3.21) 

and  
 

 (3.22) 

Eqs.(3.21) and (3.22) yield  

 (3.23) 

where integrating (3.23) and using (3.22), we deduce that
 

(3.24)
 

where , and consequently, we get

 

 

(3.25)

 

where and are arbitrary constants.
 

Substituting (3.24) and (3.25) into Eq.(3.6), we have the exact traveling wave solution:
 

 

(3.26)

 

when c4

 

= c2, we obtain c5

 

= E1. So that we get the solitary wave solutions

 

•
 

If c6

 

= 1, c

 

>
 

0, we get

 

 

(3.27)
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where , and consequently, we getc2 = c1
c
2
A1− 1

2
A0A1

= c1
∓c

=
c2
∓c

exp (∓c ξ) + c3,ψ

c1, c2 c3

v = 2c∓ 2c

[
exp (∓c ξ)

exp (∓c ξ) + c3

]
,

c3

v(1,2) = 2c∓ c
[
1∓ tanh

( c
2
ξ
)]
,

v(3,4) = 2c∓ c
[
1± tanh

( c
2
ξ
)]
,

v(5,6) = 2c∓ c
[
1∓ coth

( c
2
ξ
)]
,

v(7,8) = 2c∓ c
[
1± coth

( c
2
ξ
)]
.

A0 = 0.

′ =
1

c2
′′′,

′ =
2

cA1

′′.

ψ ψ

ψ ψ

′′′

′′ = E1,
ψ

ψ(
E1 = 2c

A1
= ±c 6= 0

)
′ = c5exp (±c ξ) ,ψ

c5 = 2c4
cA1

= ±c4
c

=
±c2
c
exp (±c ξ) + c6,ψ

c4, c5 c6

v = ±2c

[
exp (±c ξ)

exp (±c ξ) + c6

]
,

v(9,10) = ±c
[
1± tanh

( c
2
ξ
)]
,

Notes



 

(3.28)

 

•

 

If c6

 

= 1, c

 

> 0

 

(3.29)

 

•

 

While, if c6

 

= 1, c

 

<

 

0 

(3.30)

 

b)

 

Example 2: Modified Benjamin-Bona-Mahony equation

 

The modified Benjamin-Bona-Mahony(MBBM)equation [34] is in the form,

 

 

(3.31)

 

where a and b are positive constants. Using the transformation 
 to reduce Eq.(3.31) to the following ordinary di_erential equation

 

(3.32)

 

Integrating Eq.(3.32) with zero constant of integration we obtain

 

(3.33)

 

hence, Eq.(3.33) take the form:

 

 

(3.34)

 

when, and . Balancing with in Eq.(3.34) yield, (N

 

+ 2

 

= 3N
 

(N

 

= 1).  So that, we have the  same  formal  solution  of  Eq.(3.5).  Substituting 
Eq.(3.6) and

 

its derivative into Eq.(3.34) and collecting all term with the same power of 

 

  we get:

 

 

(3.35)

 

(3.36)

 

  

(3.37)

 

(3.38)

 

From Eqs.(3.35) and (3.38), we deduce that

 

Let us discuss the following cases. 

case 1.

 

when 

 

in this case, we deduce from Eqs.(3.36) and (3.37) that

 
 

 

(3.39)

 

and

 

(3.40)
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v(11,12) = ±c
[
1∓ tanh

( c
2
ξ
)]
.

v(13,14) = ±c
[
1± coth

( c
2
ξ
)]
,

v(15,16) = ±c
[
1∓ coth

( c
2
ξ
)]
.

ut + ux + au2ux + buxxt = 0,

u (x, t) = u (ξ); (ξ = x+ kt (

ku′ + u′ + au2u′ + bku′′′ = 0,

(k + 1)u+
a

3
u3 + bku′′ = 0,

u− αu3 + βu′′′ = 0,(
α = −a

3(k+1)

) (
β = bk

(k+1)

)
u′′ u3

(
⇒

−3, −2, −1, 0ψ ψ ψ ψ

−3 : A1
′3 [−αA2

1 + 2β
]

= 0,

−2 : −3A1
′ [αA0A1

′+ βψ′′
]

= 0,

−1 : A1

[ ′ (1− 3αA2
0

)
+ βψ′′′

]
= 0,

0 : A0

[
1− αA2

0

]
= 0.

ψ ψ

ψ ψ ψ

ψ ψ

ψ

A1 = ±
√

2β

α
, A0 = ±

√
1

α
, and A0 = 0.

A0 6= 0.

′ =
−β

αA0A1

′′,ψ

′ =
β

3αA2
0 − 1

,ψ

ψ

If c6 = 1, c < 0, we get•

Notes



(3.41)

where and ( 0). Integrating Eq.(3.41) and using Eq.(3.39), 

We deduce that

(3.42)

where and consequently, we get  

(3.43)

where c7, c8 and c9 are arbitrary constant of integration.
Substituting Eq.(3.42) and (3.43) into Eq.(3.6) we have the exact traveling wave solution

(3.44)

when c7 = , we obtain c8 = E2. So that we get the solitary wave solutions
• If c9 = 1,

(3.45)

• If c9 = -1,

(3.46)

case 2. when 
In this case, we deduce from Eqs.(3.36) and (3.37) that = 0, and hence this case will be
rejected. 

c) Example 3: Nonlinear dynamics of microtubules- A new model
We consider the nonlinear dynamical equation of motion [35]

(3.47)

where m, k, l, q, A, B and are arbitrary constants to be determined later. It is well 
known that, for a given wave equation, a traveling wave is a solution which depends 
upon and only through a unified variable ( ), where and are constants. 
This allows us to obtain the final dimensionless ordinary differential equation

(3.48)

where 

Balancing between and yield, (N + 2 = 3N)    (N = 1). So that, we have the 
same formal solution of Eq.(3.5). Substituting Eq.(3.6) and its derivative into Eq.(3.48) 

and collecting all of the term with the same power of    we get:  
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′′′

′′ = E2,
ψ
ψ(

E2 =
1−3αA2

0
αA0A1

= −2√
2β
6= 0
)

β >

′ = c8exp

(
−2√
2β
ξ

)
,ψ(

c8 = −βc7
αA0A1

= −c7
√
2β

2

)
=
−c8
√

2β

2
exp

(
−2√
2β
ξ

)
+ c9,ψ

u = ±
√

2β

α
∓ 2√

2αβ

 exp
(
−2√
2β
ξ
)

exp
(
−2√
2β
ξ
)

+ c9

 ,
2
β

u(1,2) = ±
√

2β

α
∓ 1√

2αβ

[
1− tanh

(
1√
2β
ξ

)]
,

u(3,4) = ±
√

2β

α
∓ 1√

2αβ

[
1− coth

(
1√
2β
ξ

)]
,

A0 = 0
ψ′

m
∂2z

∂t2
− kl2 ∂

2z

∂x2
− qE −Az +Bz3 + γ

∂z

∂t
= 0,

γ

z (ξ (

x t ξ = κx− ωt κ ω

αu′′ − ρu′ − u+ u3 − σ = 0,

u′ =
du

dξ
, α =

mω2 − kl2κ2

A
, z =

√
A

B
u , ρ =

γω

A
andσ =

qE

A
√

A
B

.

u′′ u3 ⇒

−3, −2, −1, 0ψ ψ ψ ψ

Eqs.(3.39) and (3.40) yield.

Notes



  

 

(3.51)

 

(3.52)

 

From Eqs. (3.49) and (3.52), we deduce that

 

and

 

where 

So that, we deduce from Eqs.(3.50) and (3.51) that

 

 

(3.53)

 

and

 

(3.54)

 

and hence, Eqs. (3.53) and (3.54) yield

 

 

(3.55)

 

where 

Integrating Eq.(3.55) and using (3.53), we deduce that

 

 

(3.56)

 

where , and consequently, we get

 

 

(3.57)

 

where c10, c11

 

and c12

 

are arbitrary constants of integration.

 

Substituting Eqs.(3.56) and (3.57) into (3.6), we have the exact solution:

 

 

(3.58)

 

when c11

 

= E3, we have the solitary wave solutions.

 

•

 

If 

 

 

(3.59)

 

  

  

  

  

        

75

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
V
 I
ss
ue

  
  
  
er

sio
n 

I
V

IV
Y
ea

r
20

15

© 2015    Global Journals Inc.  (US)

  
 F
)

)
The Modified Simple Equation Method and its Applications in Mathematical Physics and Biology

−1 : A1

[
αψ′′′ − ρψ′′ − ′ (1− 3A2

0

)]
= 0,

0 : A3
0 −A0 − σ = 0.

ψ ψ

ψ

A1 = ±
√
−2α, where α < 0,

A0 =
1

6

3

√
108σ + 12

√
−12 + 81σ2 + 2

1
3
√

108σ + 12
√
−12 + 81σ2

A0 =
−1

12

3

√
108σ + 12

√
−12 + 81σ2 − 1

3
√

108σ + 12
√
−12 + 81σ2

±
√

3

2

1

6

3

√
108σ + 12

√
−12 + 81σ2 − 2

1
3
√

108σ + 12
√
−12 + 81σ2

)
.)(

−12 + 81σ2
)
> 0.

′ =
3α

ρ+A0A1

′′,

αψ′′′ − ρψ′′ −
(
1− 3A2

0

) ′
= 0,

ψ ψ

ψ

′′′

′′ = E3,
ψ
ψ

E3 =

(
ρ
α +

3(1−3A2
0)

ρ+3A0A1

)
.

′ = c11exp (E3ξ) ,

=
c11
E3

exp (E3ξ) + c12

ψ

ψ

c11 = 3αc10
ρ+3A0A1

u = A0 ± E3

√
−2α

[
exp (E3ξ)

exp (E3ξ) + c12

]
,

c12 = 1, E3 > 0

u1 = A0 ±
E3

√
−2α

2

[
1 + tanh

(
E3

2
ξ

)]
.

(3.49)

(3.50)

−3 : A1
′3 [2α+A2

1

]
= 0,ψ

−2 : A1
′ [−3α ′′ + ′ (ρ+ 3A0A1)

]
= 0,ψ ψ ψ

ψ

ψ

Notes



•

 

_While, if 

 

(3.62)

 

•

 

Note that:

 

All the obtained results have been checked with Maple 16 by putting them back 
into the

 

original equation and found correct.

 

IV.

 

Physical

 

Interpretations

 

of the Solutions

 

In this section, we depict the graph and signify the obtained solutions to each of 
the system

 

of shallow water wave equations, modified Benjamin-Bona-Mahony equation 
and nonlinear dynamics

 

o microtubules-a new model. Now, we will discuss all possible 

physical signi_cances for

 

parameter. For this value of parameter c >

 

0 the solution 

and in Eq.(3.17) represent

 

kink shape soliton solution also when parameter c < 0 the 
solution and in Eq.(3.18) represent

 

kink shape soliton solution, when parameter 

c >

 

0the solution and in Eq.(3.19)

 

represent singular soliton solution while, 

when parameter c <

 

0the solution and in

 

Eq.(3.20) represent dark singular 

soliton solution, when parameter c >

 

0the solution and in Eq.(3.27) represent 

kink shape soliton solution also when parameter c <

 

0the solution and 

 

in 

Eq.(3.28) represent kink shape soliton solution, when parameter c >

 

0the solution

and in Eq.(3.29) represent singular soliton solution also when parameter c <

 

0the

 

solution 

 

and in Eq.(3.30) represent dark singular soliton solution, when 
parameter = 2, = 4 = 1

 

the solution and in Eq.(3.45) represent kink shape 
soliton solution,

 

when parameter = 2, = 4 = 1 the solution in Eq.(3.46) 
represent dark singular

 

soliton solution and in Eq.(3.46) represent bell singular 

soliton  solution,  when parameter

  

the solution and in Eq.(3.59)

 

represent kink shape soliton solution, when 

parameter 

 

the  solution and 

u(4) in Eq.(3.60) represent kink shape soliton solution, when  parameter 

 

 the solution in Eq.(3.61)

 

represent dark singular 

shape soliton solution and in Eq.(3.61) represent singular bell shape

 

soliton solution, 

and when  parameter 

 

the  solution 

in Eq.(3.62) represent dark singular shape soliton solution and in Eq.(3.62)

 

represent bell singular shape soliton solution.
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c12 = −1, E3 < 0

u4 = A0 ±
E3

√
−2α

2

[
1− coth

(
E3

2
ξ

)]
.

v(1)
v(2)

v(3) v(4)
v(5) v(6)

v(7) v(8)

v(9) v(10)

v(11) v(12)

v(13)
v(14)

v(15) v(16)
β α , k u(1) u(2)

β α , k u(3)
u(4)

α = −2, A1 = 2, σ = 1, A0 = 1.32, ρ = −10, E3 = 10.87

u(1) u(2)

α = −2, A1 = 2, σ = 1, A0 = 1.32, ρ = 4, E3 = −3.07 u(3)

α = −2, A1 = 2

σ = 1, A0 = 1.32, ρ = −10, E3 = 10.

,

87 u(5)
u(6)

α = −2, A1 = 2, σ = 1, A0 = 1.32 = 4, E3 = −3.07
u(7) u(8)

While, if 

(3.60)

If 

(3.61)

c12 = 1, E3 < 0

u2 = A0 ±
E3

√
−2α

2

[
1− tanh

(
E3

2
ξ

)]
.

c12 = −1, E3 > 0

u3 = A0 ±
E3

√
−2α

2

[
1 + coth

(
E3

2
ξ

)]
.

•

•

Notes



 
 
 
 

(a)

 

Eq.(3.17)

 

(b)

 

Eq.(3.17)

 

Figure 1 :

 

The Solitary wave solution of Eqs.(3.17)

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a)

 

Eq.(3.18)

 

(b)

 

Eq.(3.18)

 

Figure 2 :

 

The Solitary wave solution of Eqs.(3.18)
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Notes



 
 
 
 
 

(a)

 

Eq.(3.20)

 

(b)

 

Eq.(3.20)

 

Figure 4 :

 

The Solitary wave solution of Eqs.(3.20)
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(a) (b)

Eq.(3.19) Eq.(3.19)

Figure 3 : The Solitary wave solution of Eqs.(3.19)

Notes
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(a)

Eq.(3.27)

(b)

Eq.(3.27)

Figure 5 : The Solitary wave solution of Eqs.(3.27)

(a)

Eq.(3.28)

(b)

Eq.(3.28)

Figure 6 : The Solitary wave solution of Eqs.(3.28)

Notes



 
 
 
 
 
 
 

 
 

 
 

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

  

 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

  

 
 
 
 
 
 
 

© 2015    Global Journals Inc.  (US)

80

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
Y
ea

r
20

15
  

 
F

)

)

X
V
 I
ss
ue

  
  
  
er

sio
n 

I
V

IV
The Modified Simple Equation Method and its Applications in Mathematical Physics and Biology

(a)
Eq.(3.29)

(b)
Eq.(3.29)

Figure 7 : The Solitary wave solution of Eqs.(3.29)

(a)

Eq.(3.30)

(b)

Eq.(3.30)

Figure 8 : The Solitary wave solution of Eqs.(3.30)

Notes
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(a)

Eq.(3.46)

(b)

Eq.(3.46)

Figure 10 : The Solitary wave solution of Eqs.(3.46)

(a)

Eq.(3.45)

(b)

Eq.(3.45)

Figure 9 : The Solitary wave solution of Eqs.(3.45)

Notes



(a)

Eq.(3.59)

(b)

Eq.(3.59)

Figure 11 : The Solitary wave solution of Eqs.(3.59)

Eq.(3.60)

(b)

Eq.(3.60)

Figure 12 : The Solitary wave solution of Eqs.(3.60)

The Modified Simple Equation Method and its Applications in Mathematical Physics and Biology

(a)
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Notes



(a)

Eq.(3.61)

(b)

Eq.(3.61)

Figure 13 : The Solitary wave solution of Eqs.(3.61)

(a)

Eq.(3.62)

(b)

Eq.(3.62)

Figure 14 : The Solitary wave solution of Eqs.(3.62)

The Modified Simple Equation Method and its Applications in Mathematical Physics and Biology

V. Conclusion

The modified simple equation method has been successfully used to find the exact 
traveling wave solutions of some nonlinear evolution equations. As an application, the 
traveling wave solutions for the system of shallow water wave equations, modified 
Benjamin-Bona-Mahony equation and nonlinear dynamics of microtubules-a new model 
which have been constructed using the modified simple equation method. Let us compare 
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Notes



between our results obtained in the present article with the well-known results obtained 
by other authors using different methods as follows: Our results of the system of shallow 
water wave equations, modified Benjamin-Bona-Mahony equation and nonlinear dynamics 
of microtubules-A new model are new and different from those obtained in [[33]; [36] and 
[37]], [[34]; [38] and [39]] and [[35] and [40]]. and also we can see [39] which is considered a 
special case of modified Benjamin-Bona-Mahony equation when = 1. It can be

The Modified Simple Equation Method and its Applications in Mathematical Physics and Biology
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concluded that this method is reliable and propose a variety of exact solutions NPDEs. 
The performance of this method is effective and can be applied to many other nonlinear 
evolution equations. Figs.[1 14]  represent the solitary traveling  wave solution for the 
system of shallow water wave equations, modified Benjamin-Bona-Mahony equation and 
nonlinear dynamics of microtubules A new model.
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I.
 

Introduction
 

For 
 

(1.1)

(1.2)

(1.3)

Ramanujan has defined general theta function, as
 

(1.4)

In [1], Jacobi’s triple product identity is given, as

(1.5)

Special cases of Jacobi’s triple products identity are given, as

(1.6)

(1.7)
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|q| < 1,

(a; q)∞ =
∞
∏

n=0

(1 − aqn

(a; q)∞ =
∞
∏

n=1

(1 − aq(n−1)

(a1, a2, a3, ..., ak; q)∞ = (a1; q)∞(a2; q)∞(a3; q)∞...(ak; q)∞

f(a, b) =
∞

∑

−∞

a
n(n+1)

2 b
n(n−1)

2 ; |ab| < 1,

f(a, b) = (−a; ab)∞(−b; ab)∞(ab; ab)∞

Φ(q) =
∞

∑

n=−∞

qn2

= (−q; q2)2
∞

(q2; q2)∞

Ψ(q) =

∞
∑

n=0

q
n(n+1)

2 =
(q2; q2)∞
(q; q2)∞
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Equation (1.8) is known as Euler’s pentagonal number theorem. Euler’s another 
well

 

known identity is as

 

(1.9)

 

In [1], Roger-Ramanujan identities are given as

 

(1.10)

 

 

(1.11)

 

Roger-Ramanujan function is given by
 

(1.12)
 

Throughout this paper we use the following representations

 

      

(1.13)
 

      

(1.14)

 

In [1, p-28(2.2)], following identity is given
 

 

(1.15)
 

In [1, p-27(2.1)], following identity is given  

(1.16) 

In [1, p-28(2.4)], following identity is given
 

 

(1.17) 

Lastly, we turn to the recent investigation by Andrews et. al. [2], involving 
combinatorial  partition identities associated with the following general family  

 

where  

(1.19) 
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(1.8)f(−q) =

∞
∑

n=−∞

(−1)nq
n(3n−1)

2 = (q; q)∞

(q; q2)−1∞ = (−q; q)∞

G(q) =
∞

∑

n=0

qn2

(q; q)n

=
1

(q; q5)∞(q4; q5)∞
=

(q2; q5)∞(q3; q5)∞(q5; q5)∞
(q; q)∞

H(q) =
∞

∑

n=0

qn(n+1)

(q; q)n

=
1

(q2; q5)∞(q3; q5)∞
=

(q; q5)∞(q4; q5)∞(q5; q5)∞
(q; q)∞

R(q) = q
1
5
H(q)

G(q)
= q

1
5

(q; q5)∞(q4; q5)∞
(q2; q5)∞(q3; q5)∞

(qa; qn)∞(qb; qn)∞(qc; qn)∞ · · · (qt; qn)∞ = (qa, qb, qc · · · qt; qn)∞

(qa; qn)∞(qa; qn)∞(qc; qn)∞ · · · (qt; qn)∞ = (qa, qa, qc · · · qt; qn)∞

(q2; q2)∞(−q; q)∞ =
(q2; q2)∞
(q; q2)∞

=
1

1−

q

1+

q(1− q)

1−

q3

1+

q2(1 − q2)

1−

q5

1+

q3(1 − q3)

1 − · · ·
; (|q| <1)

(1.18)

(q; q5)∞(q4; q5)∞
(q2; q5)∞(q3; q5)∞

=
1

1+

q

1+

q2

1+

q3

1+

q4

1+

q5

1+

q6

1 + · · ·
; (|q| <

C(q) =
(q2; q5)∞(q3; q5)∞
(q; q5)∞(q4; q5)∞

= 1 +
q

1+

q2

1+

q3

1+

q4

1+

q5

1+

q6

1 + · · ·
; (|q| <

1)

1)

R(s, t, l, u, v, w) :=
∞

∑

n=0

qs(n 2)+tnr(l, u, v, w; n

r(l, u, v, w : n) :=

[ n

u
]

∑

j=0

(−1)j quv(j 2)+(w−ul)j

(q; q)n−uj(quv; quv)j

(

© 2015    Global Journals Inc.  (US)

88

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
Y
ea

r
20

15
  

 
F

)

)

X
V
 I
ss
ue

  
  
  
er

sio
n 

I
V

IV
2.

G
eorge  

A
n
d
rew

s,
K

ath
rin

 
B

rin
gm

an
, 

an
d
 

K
arl 

M
ah

lb
u
rg

 
: 

D
ou

b
le 

series 
R

ep
resen

tation
s for S

ch
u
r’s p

artition
 fu

n
ction

 an
d
 related

 id
en

tities , p
re-p

rin
t.

Ref



In particular, we recall the following combinatorial partition identities [2, p.106, Th.3] 

(1.20)
 

(1.21) 

 

Computation of q-product identities 
Chaudhary[1], has computed several q-product identities. Here we are giving 

some identities from [1], and some new identities have been computed, are useful for 
next section of this paper, as given below 
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R(2, 1, 1, 1, 2, 2) = (−q; q2)∞

R(2, 2, 1, 1, 2, 2) = (−q2; q2)∞

R(m, m, 1, 1, 1, 2) =
(q2m; q2m)∞
(qm; q2m)∞

(1.22)

(q2; q2)∞ =

∞
∏

n=0

(1 − q2n+2)

=
∞
∏

n=0

(1 − q2(4n)+2) ×
∞
∏

n=0

(1 − q2(4n+1)+2) ×
∞
∏

n=0

(1 − q2(4n+2)+2) ×
∞
∏

n=0

(1 − q2(4n+3)+2)

=
∞
∏

n=0

(1 − q8n+2) ×
∞
∏

n=0

(1 − q8n+4) ×
∞
∏

n=0

(1 − q8n+6) ×
∞
∏

n=0

(1 − q8n+8)

= (q2; q8)∞(q4; q8)∞(q6; q8)∞(q8; q8)∞ = (q2, q4, q6, q8; q8)∞

(q4; q4)∞ =

∞
∏

n=0

(1 − q4n+4)

=

∞
∏

n=0

(1 − q4(3n)+4) ×

∞
∏

n=0

(1 − q4(3n+1)+4) ×

∞
∏

n=0

(1 − q4(3n+2)+4)

=

∞
∏

n=0

(1 − q12n+4) ×

∞
∏

n=0

(1 − q12n+8) ×

∞
∏

n=0

(1 − q12n+12)

= (q4; q12)∞(q8; q12)∞(q12; q12)∞ = (q4, q8, q12; q12)∞

(1.23)

(1.24)

Similarly we can compute following, as

(q1; q1)∞ = (q1; q2)∞(q2; q2)∞ = (q1, q2; q2)∞

(q2; q2)∞ = (q2; q4)∞(q4; q4)∞ = (q2, q4; q4)∞

(q2; q2)∞ = (q2; q8)∞(q4; q8)∞(q6; q8)∞(q8; q8)∞

= (q2, q4, q6, q8; q8)∞

(q2; q2)∞ = (q2; q12)∞(q4; q12)∞(q6; q12)∞(q8; q12)∞(q10; q12)∞(q12; q12)∞

= (q2, q4, q6, q8, q10, q12; q12)∞

(1.25)

(1.26)

(1.27)

(1.28)
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(q2; q2)∞ = (q2; q16)∞(q4; q16)∞(q6; q16)∞(q8; q16)∞(q10; q16)∞×

×(q12; q16)∞(q14; q16)∞(q16; q16)∞

= (q2, q4, q6, q8, q10, q12, q14, q16; q16)∞

(q2; q2)∞ = (q2; q20)∞(q4; q20)∞(q6; q20)∞(q8; q20)∞(q10; q20)∞(q12; q20)∞×

×(q14; q20)∞(q16; q20)∞(q18; q20)∞(q20; q20)∞

= (q2, q4, q6, q8, q10, q12, q14, q16, q18, q20; q20)∞

(q3; q3)∞ = (q3; q6)∞(q6; q6)∞ = (q3, q6; q6)∞

(q4; q4)∞ = (q4; q12)∞(q8; q12)∞(q12; q12)∞ = (q4, q8, q12; q12)∞

(q4; q4)∞ = (q4; q16)∞(q8; q16)∞(q12; q16)∞(q16; q16)∞

= (q4, q8, q12, q16; q16)∞

(q4; q4)∞ = (q4; q20)∞(q8; q20)∞(q12; q20)∞(q16; q20)∞(q20; q20)∞

= (q4, q8, q12, q16, q20; q20)∞

(q4; q4)∞ = (q4; q24)∞(q8; q24)∞(q12; q24)∞(q16; q24)∞(q20; q24)∞(q24; q24)∞

= (q4, q8, q12, q16, q20, q24; q24)∞

(q4; q12)∞ = (q4; q60)∞(q16; q60)∞(q28; q60)∞(q40; q60)∞(q52; q60)∞

= (q4, q16, q28, q40, q52; q60)∞

(q6; q6)∞ = (q6; q12)∞(q12; q12)∞ = (q6, q12; q12)∞

(q6; q6)∞ = (q6; q24)∞(q12; q24)∞(q18; q24)∞(q24; q24)∞

= (q6, q12, q18, q24; q24)∞

(q6; q12)∞ = (q6; q60)∞(q18; q60)∞(q30; q60)∞(q42; q60)∞(q54; q60)∞

= (q6, q18, q30, q42, q54; q60)∞

(q8; q8)∞ = (q8; q24)∞(q16; q24)∞(q24; q24)∞ = (q8, q16, q24; q24)∞

(q8; q8)∞ = (q8; q48)∞(q16; q48)∞(q24; q48)∞(q32; q48)∞(q40; q48)∞(q48; q48)∞

= (q8, q16, q24, q32, q40, q48; q48)∞

(q8; q12)∞ = (q8; q60)∞(q20; q60)∞(q32; q60)∞(q44; q60)∞(q56; q60)∞

= (q8, q20, q32, q44, q56; q60)∞

(q8; q16)∞ = (q8; q48)∞(q24; q48)∞(q40; q48)∞ = (q8, q24, q40; q48)∞

(q10; q20)∞ = (q10; q60)∞(q30; q60)∞(q50; q60)∞ = (q10, q30, q50; q60)∞

(q12; q12)∞ = (q12; q24)∞(q24; q24)∞ = (q12, q24; q24)∞

(q12; q12)∞ = (q12; q60)∞(q24; q60)∞(q36; q60)∞(q48; q60)∞(q60; q60)∞

= (q12, q24, q36, q48, q60; q60)∞ (1.46)

(1.45)

(1.44)

(1.43)

(1.42)

(1.41)

(1.40)

(1.39)

(1.38)

(1.37)

(1.36)

(1.35)

(1.34)

(1.33)

(1.32)

(1.31)

(1.30)

(1.29)
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The outline of this paper is as follows. In sections 2, we record a set of known 
results

 

which are found to be useful in the paper. In section 3, we state and prove our 
main

 

results, associated with the families given in (1.15)-(1.17) and (1.22), which depict 
the

 

inter-relationships between Infinite Product Identities, Continued-Fraction 
Identities and

 

Combinatorial Partition Identities.

 

II.

 

Preliminaries

 

In [3], following identities are given

 

(2.1)

 

 

(2.2)

 

 

(2.3)

 

 

(2.4)

 

In [4; Theorem 3], following identities are given

 

 

(2.5)

 

 

(2.6)

 

III.

 

Main

 

Results

 

We have the following identities

 

 

 

 

 

 

(3.1)

 

 

 

 

 

Some Relationships between Infinite Product Identities, Continued-Fraction Identities and Combinatorial 
Partition Identities

(q16; q16)∞ = (q16; q48)∞(q32; q48)∞(q48; q48)∞ = (q16, q32, q48; q48)∞

(q20; q20)∞ = (q20; q60)∞(q40; q60)∞(q60; q60)∞ = (q20, q40, q60; q60)∞

(1.47)

(1.48)

∞
∑

n=−∞

qn2

+
∞

∑

n=−∞

q2n2

= 2
(q3, q5, q8; q8)∞
(q, q4, q7; q8)∞

∞
∑

n=−∞

qn2

+
∞

∑

n=−∞

q2n2

= 2





q3, q5, q8

; q8

q, q4, q7





∞
∑

n=−∞

qn2

−
∞

∑

n=−∞

q2n2

= 2q
(q, q7, q8; q8)∞
(q3, q4, q5; q8)∞

∞
∑

n=−∞

qn2

−

∞
∑

n=−∞

q2n2

= 2q





q, q7, q8

; q8

q3, q4, q5





∞
∑

n=−∞

qn2

+
∞

∑

n=−∞

q5n2

= 2





q2, q8, q10, q12, q18, q20

; q20

q, q4, q9, q11, q16, q19





∞
∑

n=−∞

qn2

−
∞

∑

n=−∞

q5n2

= 2q





q4, q6, q10, q14, q16, q20

; q20

q3, q7, q8, q12, q13, q17





∞
∑

n=−∞

qn2

+
∞

∑

n=−∞

q2n2

= 2
(q3, q5, q8; q8)∞
(q, q4, q7; q8)∞

= 2





q3, q5, q8

; q8

q, q4, q7





= 2
(q3, q5; q8)∞
(q, q7; q8)∞

.

(

1

1−

q4

1+

q4(1 − q4)

1−

q12

1+

q8(1 − q8)

1−

q20

1+

q12(1 − q12)

1 − · · ·

)

; (|q| < 1)

= 2
(q3, q5; q8)∞
(q, q7; q8)∞

R(4, 4, 1, 1, 1, 2)
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(3.2)

 

 

 

 

(3.3)

 

 

 

 

 

 

(3.4)

 

Proof of (3.1):

 

From (2.1) and (2.2), we get

 

 

(3.1.1)

 

Which can be represented as

 

 

(3.1.2)

 

Applying (1.15) for q = q4, in (3.1.2), we get

 

 

 

 

    

 (3.1.3)

 

Applying (1.18) for m

 

= 4, in (3.1.2), we get

 

 

 (3.1.4)

 

Joining (3.1.1), (3.1.3) and (3.1.4) togather, we get the required result (3.1). 
Proof of

 

(3.2): From (2.3) and (2.4), we get
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∞
∑

n=−∞

qn2

−
∞

∑

n=−∞

q2n2

= 2q
(q, q7, q8; q8)∞
(q3, q4, q5; q8)∞

= 2q





q, q7, q8

; q8

q3, q4, q5





= 2q
(q, q7; q8)∞
(q3, q5; q8)∞

.

(

1

1−

q4

1+

q4(1 − q4)

1−

q12

1+

q8(1 − q8)

1−

q20

1+

q12(1 − q12)

1 − · · ·

)

; (|q| < 1)

= 2q
(q, q7; q8)∞
(q3, q5; q8)∞

R(4, 4, 1, 1, 1, 2)

∞
∑

n=−∞

qn2

+
∞

∑

n=−∞

q5n2

= 2





q2, q10, q18, q20

; q20

q, q9, q11, q19



×

×

(

1 +
q4

1+

q8

1+

q12

1+

q16

1+

q20

1+

q24

1 + · · ·

)

; (|q| < 1)

∞
∑

n=−∞

qn2

−

∞
∑

n=−∞

q5n2

= 2q





q6, q10, q14, q20

; q20

q3, q7, q13, q17



×

×

(

1

1+

q4

1+

q8

1+

q12

1+

q16

1+

q20

1+

q24

1 + · · ·

)

; (|q| < 1)

∞
∑

n=−∞

qn2

+
∞

∑

n=−∞

q2n2

= 2
(q3, q5, q8; q8)∞
(q, q4, q7; q8)∞

= 2





q3, q5, q8

; q8

q, q4, q7





∞
∑

n=−∞

qn2

+
∞

∑

n=−∞

q2n2

= 2
(q3, q5; q8)∞
(q, q7; q8)∞

×
(q8; q8)∞
(q4; q8)∞

∞
∑

n=−∞

qn2

+
∞

∑

n=−∞

q2n2

= 2
(q3, q5; q8)∞
(q, q7; q8)∞

.

(

1

1−

q4

1+

q4(1 − q4)

1−

q12

1+

q8(1 − q8)

1−

q20

1+

q12(1 − q12)

1 − · · ·

)

; (|q| < 1)

∞
∑

n=−∞

qn2

+
∞

∑

n=−∞

q2n2

= 2
(q3, q5; q8)∞
(q, q7; q8)∞

R(4, 4, 1, 1, 1,
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(3.2.2)

 

Applying (1.15) for q = q4, in (3.2.2), we get

 

 

 

 

 

 

(3.2.3)

 

Applying (1.18) for m

 

= 4, in (3.2.2), we get

 

 

 (3.2.4)

 

Joining (3.2.1), (3.2.3) and (3.2.4) togather, we get required result (3.2). Proof of (3.3):

 

From (2.5), we get

 

 

(3.3.1)

 

Applying (1.17) for q = q4, in (3.3.1), we get required result (3.3). Proof of (3.4): From

 

(2.6), we get

 

 

 

(3.4.1)

 

Applying (1.16) for q = q4, in (3.4.1), we get required result (3.4).
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(3.2.1)

Which can be represented as

∞
∑

n=−∞

qn2

−
∞

∑

n=−∞

q2n2

= 2q
(q, q7, q8; q8)∞
(q3, q4, q5; q8)∞

= 2q





q, q7, q8

; q8

q3, q4, q5





∞
∑

n=−∞
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−
∞
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= 2q
(q, q7; q8)∞
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∞
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q, q7, q8

; q8
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= 2q
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.

(

1

1−

q4

1+

q4(1 − q4)

1−

q12

1+

q8(1 − q8)

1−

q20

1+

q12(1 − q12)

1 − · · ·
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∞
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In this paper we have developed a summation formula involving contiguous relation. We have developed this 
formula using the contiguous relation and involving the formula derived by Salahuddin et. al.[7, p.78-84(8)].

 

Keywords:

 

gauss second summation theorem, recurrence relation, prudnikov .

 

I.

 

Introduction

 

Generalized Gaussian Hypergeometric function of one variable is defined by
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AFB





a1, a2, · · · , aA ;

z

b1, b2, · · · , bB ;



 =
∞
∑

k=0

(a1)k(a2)k · · · (aA)kz
k

(b1)k(b2)k · · · (bB)kk!

where the parameters b1, b2, · · · , bB are neither zero nor negative integers and A, B
are nonnegative integers and 
Contiguous Relation is defined by
[1,p.558(15.2.14)]

(2)

Gauss second summation theorem is defined by [Prudnikov., 491(7.3.7.5)]

(3)

(4)

(1)

| z |= 1

(a − b) 2F1

[

a, b ;
c ;

z

]

= a 2F1

[

a + 1, b ;
c ;

z

]

− b 2F1

[

a, b + 1 ;
c ;

z

]

2F1

[

a, b ;
a+b+1

2 ;

1

2

]

=
Γ(a+b+1

2 ) Γ( 1
2 )

Γ(a+1
2 ) Γ( b+1

2 )

=
2(b−1) Γ( b

2 ) Γ(a+b+1
2 )

Γ(b) Γ(a+1
2 )

In a monograph of Prudnikov et al., a summation theorem is given in the form 
[Prudnikov., p.491(7.3.7.8)]
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(5)

Now using Legendre’s duplication formula and Recurrence relation for Gamma 
function, the above theorem can be written in the form

(6)

Recurrence relation is defined by

 (7)

2F1

[

a, b ;
a+b−1

2 ;

1

2

]

=
√

π

[

Γ(a+b+1
2 )

Γ(a+1
2 ) Γ( b+1

2 )
+

2 Γ(a+b−1
2 )

Γ(a) Γ(b)

]

2F1

[

a, b ;
a+b−1

2 ;

1

2

]

=
2(b−1) Γ(a+b−1

2 )

Γ(b)

[

Γ( b
2)

Γ(a−1
2 )

+
2(a−b+1) Γ(a

2) Γ(a+1
2 )

{Γ(a)}2 +
Γ( b+2

2 )

Γ(a+1
2 )

]

Γ(ζ + 1) = ζ Γ(ζ)

II. Main Summation Formula

2F1

[

a, b ;
a+b+53

2 ;

1

2

]

=
2b Γ(a+b+53

2 )

(a − b) Γ(b)
[ 26

∏

%=1

{

a − b − (2% − 1)
}

][ 26
∏

ς=1

{

a − b + (2ς − 1)
}

]

[

Γ( b
2 )

Γ(a+1
2 )

{

99999854876201790200861776103866368000000a

−261083030364832640210848413666477342720000a2

+279618009646814556886427718509836369920000a3

−171872880997655158069147889848408866816000a4

+69892599463741434031897360198231130112000a5

−20340875557500786200866985453858605498368a6

+4451611783759871693851104858308207443968a7

−757666173237536427557360598023720140800a8

+102719075765630836883572972193631436800a9−11288918038327853438226939343599042560a10

+1018891067852588033855655097464258560a11 − 76251472850207440069588780109004800a12

+4764498207460659434170992086220800a13 − 249724853112613454913082574766080a14

+11008905953427255161153210286080a15 − 408517765443701267938200780800a16

+12746421102946663778798796800a17 − 333365045216510883890462720a18

+7268366473889659454750720a19 − 131016677920258968780800a20

+1929092943185759436800a21 − 22804003140392714240a22 + 211048756139786240a23

−1472113462476800a24 + 7273761996800a25 − 22682796032a26 + 33554432a27

−99999854876201790200861776103866368000000b

+404066213678766534268675482164259717120000a2b

−549822394273332654567769511461625266176000a3b

+381071159293812793532752378989514221158400a4b

−157939037388577550391970404908852148436992a5b

A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation
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+48872928892597015728913280637383234027520a6b

−10445491030661761020123603312798943150080a7b

+1877568931806746834716777381045280440320a8b

−243141591852869161424777079819757158400a9b

+28336358368308777932575260275764101120a10b

−2399644821151457231272076274177146880a11b+192049136958085360255635755966136320a12b

−11059270429497680692117080878612480a13b + 627006473640717784800458356817920a14b

−24963435732242594101438846074880a15b + 1016683557522567435682075115520a16b

−27943922565361869805521469440a17b + 817295532601415608429445120a18b

−15182660351552902167265280a19b + 313927312305717740830720a20b

−3748434460741331845120a21b + 52769444637620305920a22b − 363397445981306880a23b

+3219668043038720a24b − 9617505517568a25b + 44459622400a26b

+261083030364832640210848413666477342720000b2

−404066213678766534268675482164259717120000ab2

+335351850409023263538727593738583513497600a3b2

−285823840258962498212341652564246223912960a4b2

+142628038936674628975922343523415324884992a5b2

−42264558460479971804268832325008978083840a6b2

+10393451240550322928639486909059600220160a7b2

−1674197392466202942135090588312435425280a8b2

+252223504193445160480579870166288957440a9b2

−25160641737277425124726793635532636160a10b2

+2541559567433587961325077305648742400a11b2

−166598156484846598705748815149793280a12b2+11827585893118022556834524016148480a13b2

A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

−523094203555077895384901363957760a14b2 + 26753777998766010566549375549440a15b2

−801548662387903177498212433920a16b2 + 29813859052976929193978757120a17b2

−594408026004197650296995840a18b2 + 16013256708217828676730880a19b2

−202493441761136659660800a20b2+3873253025348426137600a21b2−27921301580965478400a22b2

+362846751314411520a23b2 − 1124045957365760a24b2 + 9039530426368a25b2

−279618009646814556886427718509836369920000b3

+549822394273332654567769511461625266176000ab3

−335351850409023263538727593738583513497600a2b3

+99953575061991440594435747426964017774592a4b3

−58031197219426616741647476410449422974976a5b3

+22159164098878522320542645252760035917824a6b3
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A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

−4842134039855241156901352751430191022080a7b3

+975085254822040428939540719325954441216a8b3

−119742777645972734980458054221937246208a9b3

+15371707683333217552562755759255846912a10b3

−1182119321911143972315877065569075200a11b3

+104441056832979052260491253799452672a12b3 − 5258707187581118683447834733182976a13b3

+332539833643766499054010807353344a14b3 − 11105367441718764018878738595840a15b3

+512507108194860099801867878400a16b3 − 11209248787821567610579845120a17b3

+379548558859608116575600640a18b3 − 5199529188585867449466880a19b3

+128139585231837756129280a20b3−990933573886615224320a21b3+17336553823514132480a22b3

−57224157829529600a23b3 + 674034551357440a24b3

+171872880997655158069147889848408866816000b4

−381071159293812793532752378989514221158400ab4

+285823840258962498212341652564246223912960a2b4

−99953575061991440594435747426964017774592a3b4

+13602943255242708983702838947436124176384a5b4

−5630711965928846157837971329493030141952a6b4

+1713348332733932414390159625385886613504a7b4

−280551561469232167294174278020109434880a8b4

+47311947079482133429699300160639598592a9b4

−4437649894869141252083680750606483456a10b4

+492049327940296067744098644308000768a11b4−28931560337447516234006444910837760a12b4

+2254408453681793422019829719629824a13b4 − 85584944509149990569729140457472a14b4

+4843535994127351779043867361280a15b4 − 118193421155103827987225640960a16b4

+4931225626290711382059909120a17b4 − 74337442189198997313290240a18b4

+2289867037354645499412480a19b4 − 19285830933031786905600a20b4

+433282862791975239680a21b4 − 1546482865343037440a22b4 + 24567871606620160a23b4

−69892599463741434031897360198231130112000b5

+157939037388577550391970404908852148436992ab5

−142628038936674628975922343523415324884992a2b5

+58031197219426616741647476410449422974976a3b5

−13602943255242708983702838947436124176384a4b5

+964434985634950889469518267357025271808a6b5

−291858602817657636560741908848167616512a7b5

+72867605076198699577778003838215651328a8b5
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A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

−8989402031367596637817634475841945600a9b5

+1291949546910901263767133126712623104a10b5

−91919907879385038554728150434054144a11b5 + 8903099211639861110148241383489536a12b5

−392967043682269056990164297973760a13b5 + 27206295256489447787995173224448a14b5

−753256034497531576746560716800a15b5 + 38326967661278632398280458240a16b5

−644650471910713451096309760a17b5 + 24372114457372901318328320a18b5

−226283752061401458278400a19b5 + 6342215450937104793600a20b5

−24743725845488599040a21b5 + 505580936746762240a22b5

+20340875557500786200866985453858605498368b6

−48872928892597015728913280637383234027520ab6

+42264558460479971804268832325008978083840a2b6

−22159164098878522320542645252760035917824a3b6

+5630711965928846157837971329493030141952a4b6

−964434985634950889469518267357025271808a5b6

+38588889825896896980102115544654675968a7b6

−8634935405768983779189109374492606464a8b6

+1808544866135104154795444098434072576a9b6

−167385284688414791010720538804879360a10b6

+20792911619903485038048134515654656a11b6 − 1103123495599552802116681563373568a12b6

+94221962669255356575257001459712a13b6 − 3021196069940396527037259448320a14b6

+187046293364777697382634618880a15b6 − 3562772946263073501185310720a16b6

+163671496756811325222420480a17b6 − 1695070926380643343400960a18b6

+58204321321703639613440a19b6 − 250649184405983068160a20b6 + 6394111847091404800a21b6

−4451611783759871693851104858308207443968b7

+10445491030661761020123603312798943150080ab7

−10393451240550322928639486909059600220160a2b7

+4842134039855241156901352751430191022080a3b7

−1713348332733932414390159625385886613504a4b7

+291858602817657636560741908848167616512a5b7

−38588889825896896980102115544654675968a6b7

+915542176178733706260844745618096128a8b7

−151468821431008708200116061967745024a9b7 + 27081951486646038313384455318798336a10b7

−1852290057477919765684713244590080a11b7 + 201205578915969758875636639727616a12b7

−7711081026807018123850088972288a13b7 + 585531228990167310450642911232a14b7

−12872878500396118787468820480a15b7 + 716728413026860246121840640a16b7
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A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

−8391788855800900249190400a17b7 + 349374120875383838474240a18b7

−1677814948676784619520a19b7 + 52431717146149519360a20b7

+757666173237536427557360598023720140800b8

−1877568931806746834716777381045280440320ab8

+1674197392466202942135090588312435425280a2b8

−975085254822040428939540719325954441216a3b8

+280551561469232167294174278020109434880a4b8

−72867605076198699577778003838215651328a5b8

+8634935405768983779189109374492606464a6b8

−915542176178733706260844745618096128a7b8

+13245194068552448336263313899913216a9b8

−1600637855451529317930789972738048a10b8

+247781028346867586445274119143424a11b8 − 12152157536832236146757824675840a12b8

+1165612865122068116776788426752a13b8 − 30484298233062502788797300736a14b8

+2072231150328370067983564800a15b8 − 27924293644564895618826240a16b8

+1405122214127644453109760a17b8 − 7618020079469959577600a18b8

+288374444303822356480a19b8 − 102719075765630836883572972193631436800b9

+243141591852869161424777079819757158400ab9

−252223504193445160480579870166288957440a2b9

+119742777645972734980458054221937246208a3b9

−47311947079482133429699300160639598592a4b9

+8989402031367596637817634475841945600a5b9

−1808544866135104154795444098434072576a6b9+151468821431008708200116061967745024a7b9

−13245194068552448336263313899913216a8b9 + 117953518646174981265600704151552a10b9

−10125540099284075094618314637312a11b9 + 1373035308147106962930525011968a12b9

−45672823236719258584041390080a13b9 + 3900633900687211284307902464a14b9

−62281585122022686457856000a15b9 + 3813017981878004571176960a16b9

−23736146773927452999680a17b9 + 1084102857463032709120a18b9

+11288918038327853438226939343599042560b10

−28336358368308777932575260275764101120ab10

+25160641737277425124726793635532636160a2b10

−15371707683333217552562755759255846912a3b10

+4437649894869141252083680750606483456a4b10

−1291949546910901263767133126712623104a5b10

+167385284688414791010720538804879360a6b10−27081951486646038313384455318798336a7b10
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A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

+1600637855451529317930789972738048a8b10 − 117953518646174981265600704151552a9b10

+639672417497444032660339949568a11b10 − 36958817185925425692141420544a12b10

+4433401646104807008104349696a13b10 − 89580217924802207620792320a14b10

+6860758577769942194585600a15b10 − 50439311894595837624320a16b10

+2795844211352031723520a17b10 − 1018891067852588033855655097464258560b11

+2399644821151457231272076274177146880ab11

−2541559567433587961325077305648742400a2b11

+1182119321911143972315877065569075200a3b11

−492049327940296067744098644308000768a4b11

+91919907879385038554728150434054144a5b11 − 20792911619903485038048134515654656a6b11

+1852290057477919765684713244590080a7b11 − 247781028346867586445274119143424a8b11

+10125540099284075094618314637312a9b11 − 639672417497444032660339949568a10b11

+2029743262442643417131384832a12b11 − 70786968915587925442297856a13b11

+7574803793112568487215104a14b11 − 70176433940307252346880a15b11

+4849933836018830540800a16b11 + 76251472850207440069588780109004800b12

−192049136958085360255635755966136320ab12+166598156484846598705748815149793280a2b12

−104441056832979052260491253799452672a3b12+28931560337447516234006444910837760a4b12

−8903099211639861110148241383489536a5b12 + 1103123495599552802116681563373568a6b12

−201205578915969758875636639727616a7b12 + 12152157536832236146757824675840a8b12

−1373035308147106962930525011968a9b12 + 36958817185925425692141420544a10b12

−2029743262442643417131384832a11b12 + 3419043095709998387298304a13b12

−54386736303738120568832a14b12 + 5229493875359434670080a15b12

−4764498207460659434170992086220800b13 + 11059270429497680692117080878612480ab13

−11827585893118022556834524016148480a2b13 + 5258707187581118683447834733182976a3b13

−2254408453681793422019829719629824a4b13 + 392967043682269056990164297973760a5b13

−94221962669255356575257001459712a6b13 + 7711081026807018123850088972288a7b13

−1165612865122068116776788426752a8b13 + 45672823236719258584041390080a9b13

−4433401646104807008104349696a10b13 + 70786968915587925442297856a11b13

−3419043095709998387298304a12b13 + 2333158805929593929728a14b13

+249724853112613454913082574766080b14 − 627006473640717784800458356817920ab14

+523094203555077895384901363957760a2b14 − 332539833643766499054010807353344a3b14

+85584944509149990569729140457472a4b14 − 27206295256489447787995173224448a5b14

+3021196069940396527037259448320a6b14 − 585531228990167310450642911232a7b14

+30484298233062502788797300736a8b14 − 3900633900687211284307902464a9b14

+89580217924802207620792320a10b14 − 7574803793112568487215104a11b14
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A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

+54386736303738120568832a12b14 − 2333158805929593929728a13b14

−11008905953427255161153210286080b15 + 24963435732242594101438846074880ab15

−26753777998766010566549375549440a2b15 + 11105367441718764018878738595840a3b15

−4843535994127351779043867361280a4b15 + 753256034497531576746560716800a5b15

−187046293364777697382634618880a6b15 + 12872878500396118787468820480a7b15

−2072231150328370067983564800a8b15 + 62281585122022686457856000a9b15

−6860758577769942194585600a10b15 + 70176433940307252346880a11b15

−5229493875359434670080a12b15 + 408517765443701267938200780800b16

−1016683557522567435682075115520ab16 + 801548662387903177498212433920a2b16

−512507108194860099801867878400a3b16 + 118193421155103827987225640960a4b16

−38326967661278632398280458240a5b16 + 3562772946263073501185310720a6b16

−716728413026860246121840640a7b16 + 27924293644564895618826240a8b16

−3813017981878004571176960a9b16 + 50439311894595837624320a10b16

−4849933836018830540800a11b16 − 12746421102946663778798796800b17

+27943922565361869805521469440ab17 − 29813859052976929193978757120a2b17

+11209248787821567610579845120a3b17 − 4931225626290711382059909120a4b17

+644650471910713451096309760a5b17 − 163671496756811325222420480a6b17

+8391788855800900249190400a7b17 − 1405122214127644453109760a8b17

+23736146773927452999680a9b17 − 2795844211352031723520a10b17

+333365045216510883890462720b18 − 817295532601415608429445120ab18

+594408026004197650296995840a2b18 − 379548558859608116575600640a3b18

+74337442189198997313290240a4b18 − 24372114457372901318328320a5b18

+1695070926380643343400960a6b18 − 349374120875383838474240a7b18

+7618020079469959577600a8b18 − 1084102857463032709120a9b18

−7268366473889659454750720b19 + 15182660351552902167265280ab19

−16013256708217828676730880a2b19 + 5199529188585867449466880a3b19

−2289867037354645499412480a4b19 + 226283752061401458278400a5b19

−58204321321703639613440a6b19 + 1677814948676784619520a7b19

−288374444303822356480a8b19 + 131016677920258968780800b20

−313927312305717740830720ab20 + 202493441761136659660800a2b20

−128139585231837756129280a3b20 + 19285830933031786905600a4b20

−6342215450937104793600a5b20 + 250649184405983068160a6b20 − 52431717146149519360a7b20

−1929092943185759436800b21 + 3748434460741331845120ab21 − 3873253025348426137600a2b21

+990933573886615224320a3b21 − 433282862791975239680a4b21 + 24743725845488599040a5b21

−6394111847091404800a6b21 + 22804003140392714240b22 − 52769444637620305920ab22
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A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

+27921301580965478400a2b22 − 17336553823514132480a3b22 + 1546482865343037440a4b22

−505580936746762240a5b22 − 211048756139786240b23 + 363397445981306880ab23

−362846751314411520a2b23 + 57224157829529600a3b23 − 24567871606620160a4b23

+1472113462476800b24 − 3219668043038720ab24 + 1124045957365760a2b24

−674034551357440a3b24 − 7273761996800b25 + 9617505517568ab25 − 9039530426368a2b25

+22682796032b26 − 44459622400ab26 − 33554432b27
}

−

−
Γ( b+1

2 )

Γ(a
2 )

{

− 310314080948366957792258914205439098880000a

+612497603587902117810878481677389135872000a2

−503822741863665090976307146691686327910400a3

+270616792197416956781799088461973133721600a4

−89518225778806733026928050625382092636160a5

+24282041395131254495138973325367130980352a6

−4394487149553657057473394585795758653440a7

+726182964465573307177570248167018987520a8

−81435276299387718231014057751777116160a9

+8965635440254224278738824081199595520a10

−663427431337216157116293844712816640a11 + 51102576951919705983915356449669120a12

−2576655392865578528051933069967360a13 + 142609340940634067820065534771200a14

−4958691543257638644892922019840a15 + 199418501102557740088919326720a16

−4756278235326794989263912960a17 + 138660239763515611084226560a18

−2211990907334704119152640a19+ 45919802420941155205120a20− 463529702563837378560a21

+6576083614239293440a22 − 37374896677847040a23 + 332006340689920a24 − 785173708800a25

+3489660928a26 + 310314080948366957792258914205439098880000b

−622249367530244148358711453369713976934400a2b

+738286214141176559337739179898535946485760a3b

−394616266661766015597017591327733149859840a4b

+156960480469554368144664756915544227053568a5b

−37771517456884240262247906277981830512640a6b

+8247730531344684931409358246944912179200a7b

−1137938674523730849829002607888548495360a8b

+158419986314657607203168175056475914240a9b

−13817836122775896918370470852726620160a10b

+1318736419234972364241497158393528320a11b − 76253621358412274045975527340113920a12b

+5190575601997631907360184666685440a13b − 203054958013020479395466104012800a14b
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A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

+10064021319208990487687777484800a15b − 266335249474739060996843765760a16b

+9675847843307482882926182400a17b − 169571332713142044862709760a18b

+4485965640391204053975040a19b−49436825533319668039680a20b+930620040245286010880a21b

−5767518184789770240a22b + 73485140235386880a23b − 191425350205440a24b

+1479616233472a25b − 612497603587902117810878481677389135872000b2

+622249367530244148358711453369713976934400ab2

−317707013980480978509542388901863260946432a3b2

+259911446536700670121718592939741576953856a4b2

−96692809406886986468889344465213753131008a5b2

+29971450697709184177947295085529906806784a6b2

−5380502916452029102049343537302005088256a7b2

+971264035681683154422580389319192608768a8b2

−102972687237299021743513046177959378944a9b2

+12271244782464467995671550270742986752a10b2

−830552121504840278746806283237588992a11b2

+69410567545684129682563660792201216a12b2 − 3102140127936413336812977030955008a13b2

+187795264949971795332713334964224a14b2 − 5582987274544695336269135216640a15b2

+248679648338502677328769843200a16b2 − 4837559454713544055644487680a17b2

+158942424126743343309783040a18b2 − 1928548363149141186969600a19b2

+46230448188340222033920a20b2 − 314180812148582645760a21b2 + 5336938763727667200a22b2

−15280736651182080a23b2 + 172930147287040a24b2

+503822741863665090976307146691686327910400b3

−738286214141176559337739179898535946485760ab3

+317707013980480978509542388901863260946432a2b3

−63905408280242551217291468498363071070208a4b3

+38918553264094824000992689086925746733056a5b3

−10473496743174773054928924706338213199872a6b3

+2620792820961326191498947905051846246400a7b3

−355555225332224350224968954194012667904a8b3

+54145017480700457605366017252569120768a9b3

−4410562094745825244211832564284915712a10b3+455750613687858634450000779841372160a11b3

−23699017900042243132880893287333888a12b3 + 1749208935885534358913960479031296a13b3

−59205538114853411380075343904768a14b3 + 3205477994625171638413971947520a15b3

−69940933668835563196687319040a16b3 + 2809096463303815084501893120a17b3

−37837109081978063667855360a18b3 + 1125679730658013997957120a19b3
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A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

−8437876080808569077760a20b3 + 183067123869936517120a21b3 − 577083622419333120a22b3

+8803716589158400a23b3 − 270616792197416956781799088461973133721600b4

+394616266661766015597017591327733149859840ab4

−259911446536700670121718592939741576953856a2b4

+63905408280242551217291468498363071070208a3b4

−6164184732960983012288874072929002848256a5b4

+2935706885164912256789605705429045739520a6b4

−583695913641103911133456646518693953536a7b4

+121015507818773637252775337243977973760a8b4

−12449927514514579375420569608779726848a9b4

+1625170598344439075291044800194674688a10b4−100885427133907938046424140671352832a11b4

+9135758528333274263544976470179840a12b4 − 357950824573904251331631137161216a13b4

+23504488858569839583712361054208a14b4 − 582141530495391051207388692480a15b4

+28326609126153579412051722240a16b4 − 427374230669356228222648320a17b4

+15523186878326101308866560a18b4 − 129185857941808978329600a19b4

+3483594491371066490880a20b4 − 12133942481922293760a21b4 + 237920440822005760a22b4

+89518225778806733026928050625382092636160b5

−156960480469554368144664756915544227053568ab5

+96692809406886986468889344465213753131008a2b5

−38918553264094824000992689086925746733056a3b5

+6164184732960983012288874072929002848256a4b5

−318174961732473100252631415052834963456a6b5

+122660307376941379576490117669607964672a7b5

−18177989657194744232611292187105165312a8b5

+3185632627178021048916545892924784640a9b5

−247142004760812034972136757790769152a10b5

+28015140156230041465564002835759104a11b5 − 1301606807662544916091610788265984a12b5

+104220584730912563853529437962240a13b5 − 2975311002755349756228937973760a14b5

+174900292183819738556368158720a15b5 − 2987801946086821450481664000a16b5

+131219075021515078710067200a17b5 − 1221886412463089469358080a18b5

+40236592507791228272640a19b5 − 155654873014704537600a20b5 + 3806727053152092160a21b5

−24282041395131254495138973325367130980352b6

+37771517456884240262247906277981830512640ab6

−29971450697709184177947295085529906806784a2b6

+10473496743174773054928924706338213199872a3b6
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A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

−2935706885164912256789605705429045739520a4b6

+318174961732473100252631415052834963456a5b6

−9383737833891575019726854409592766464a7b6

+3004198395013711238494181351615365120a8b6

−331234878834507336859643640809521152a9b6 + 49851909584221051030583163540733952a10b6

−2869964965379163933877500607725568a11b6 + 285563832649812888015331466936320a12b6

−9613224596120555843077825101824a13b6 + 685795695238085936055972790272a14b6

−13455764508981224472513085440a15b6 + 711931763489024161118945280a16b6

−7490861667562275345530880a17b6 + 298016857553661130178560a18b6

−1289052948373627207680a19b6 + 38561412985535856640a20b6

+4394487149553657057473394585795758653440b7

−8247730531344684931409358246944912179200ab7

+5380502916452029102049343537302005088256a2b7

−2620792820961326191498947905051846246400a3b7

+583695913641103911133456646518693953536a4b7

−122660307376941379576490117669607964672a5b7

+9383737833891575019726854409592766464a6b7−164195159416751445705495201963835392a8b7

+44526781962200234385810271233900544a9b7 − 3604063591273581486417705326084096a10b7

+471909233158210376518257407426560a11b7 − 19547180151009272739563541889024a12b7

+1722742697371432755553525301248a13b7 − 39674370552251605811655081984a14b7

+2538148804503169898863656960a15b7 − 30583404478512969673605120a16b7

+1463229249471584088883200a17b7 − 7140203435432198799360a18b7

+258125376719505326080a19b7 − 726182964465573307177570248167018987520b8

+1137938674523730849829002607888548495360ab8

−971264035681683154422580389319192608768a2b8

+355555225332224350224968954194012667904a3b8

−121015507818773637252775337243977973760a4b8

+18177989657194744232611292187105165312a5b8

−3004198395013711238494181351615365120a6b8

+164195159416751445705495201963835392a7b8

−1731684704880945460183775160827904a9b8

+404105816045348035347995745583104a10b8 − 23329420395466521314816390332416a11b8

+2686379768320812013946604093440a12b8 − 75683242373738193318102171648a13b8

+5953860942612692115205914624a14b8 − 83883671431664376710430720a15b8

+4839657219458185235005440a16b8 − 26980744799677411491840a17b8
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A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

+1172003089149224550400a18b8 + 81435276299387718231014057751777116160b9

−158419986314657607203168175056475914240ab9

+102972687237299021743513046177959378944a2b9

−54145017480700457605366017252569120768a3b9

+12449927514514579375420569608779726848a4b9

−3185632627178021048916545892924784640a5b9+331234878834507336859643640809521152a6b9

−44526781962200234385810271233900544a7b9 + 1731684704880945460183775160827904a8b9

−10937139947410589681120345849856a10b9 + 2224863935189757001820308242432a11b9

−86738819729241228172981174272a12b9 + 8863958380064078156529664000a13b9

−152042642318901839690465280a14b9 + 10747790767319364570972160a15b9

−69839047238671159787520a16b9 + 3651714888296531230720a17b9

−8965635440254224278738824081199595520b10

+13817836122775896918370470852726620160ab10

−12271244782464467995671550270742986752a2b10

+4410562094745825244211832564284915712a3b10

−1625170598344439075291044800194674688a4b10

+247142004760812034972136757790769152a5b10−49851909584221051030583163540733952a6b10

+3604063591273581486417705326084096a7b10 − 404105816045348035347995745583104a8b10

+10937139947410589681120345849856a9b10 − 39870747960828959451605106688a11b10

+7146708382512041317841764352a12b10 − 168640988401952358114787328a13b10

+15413983805627179103944704a14b10 − 121459212588993321369600a15b10

+7759894137630128865280a16b10 + 663427431337216157116293844712816640b11

−1318736419234972364241497158393528320ab11

+830552121504840278746806283237588992a2b11

−455750613687858634450000779841372160a3b11

+100885427133907938046424140671352832a4b11

−28015140156230041465564002835759104a5b11 + 2869964965379163933877500607725568a6b11

−471909233158210376518257407426560a7b11 + 23329420395466521314816390332416a8b11

−2224863935189757001820308242432a9b11 + 39870747960828959451605106688a10b11

−76288801336508014026293248a12b11 + 12159956545687393587429376a13b11

−131175949596112787079168a14b11 + 10796374452354961899520a15b11

−51102576951919705983915356449669120b12 + 76253621358412274045975527340113920ab12

−69410567545684129682563660792201216a2b12 + 23699017900042243132880893287333888a3b12

−9135758528333274263544976470179840a4b12 + 1301606807662544916091610788265984a5b12

−285563832649812888015331466936320a6b12 + 19547180151009272739563541889024a7b12
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A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

−2686379768320812013946604093440a8b12 + 86738819729241228172981174272a9b12

−7146708382512041317841764352a10b12 + 76288801336508014026293248a11b12

−58570331404025668304896a13b12 + 8367190200575095472128a14b12

+2576655392865578528051933069967360b13 − 5190575601997631907360184666685440ab13

+3102140127936413336812977030955008a2b13 − 1749208935885534358913960479031296a3b13

+357950824573904251331631137161216a4b13 − 104220584730912563853529437962240a5b13

+9613224596120555843077825101824a6b13 − 1722742697371432755553525301248a7b13

+75683242373738193318102171648a8b13 − 8863958380064078156529664000a9b13

+168640988401952358114787328a10b13 − 12159956545687393587429376a11b13

+58570331404025668304896a12b13 − 142609340940634067820065534771200b14

+203054958013020479395466104012800ab14 − 187795264949971795332713334964224a2b14

+59205538114853411380075343904768a3b14 − 23504488858569839583712361054208a4b14

+2975311002755349756228937973760a5b14 − 685795695238085936055972790272a6b14

+39674370552251605811655081984a7b14 − 5953860942612692115205914624a8b14

+152042642318901839690465280a9b14 − 15413983805627179103944704a10b14

+131175949596112787079168a11b14 − 8367190200575095472128a12b14

+4958691543257638644892922019840b15 − 10064021319208990487687777484800ab15

+5582987274544695336269135216640a2b15 − 3205477994625171638413971947520a3b15

+582141530495391051207388692480a4b15 − 174900292183819738556368158720a5b15

+13455764508981224472513085440a6b15 − 2538148804503169898863656960a7b15

+83883671431664376710430720a8b15 − 10747790767319364570972160a9b15

+121459212588993321369600a10b15 − 10796374452354961899520a11b15

−199418501102557740088919326720b16 + 266335249474739060996843765760ab16

−248679648338502677328769843200a2b16 + 69940933668835563196687319040a3b16

−28326609126153579412051722240a4b16 + 2987801946086821450481664000a5b16

−711931763489024161118945280a6b16 + 30583404478512969673605120a7b16

−4839657219458185235005440a8b16 + 69839047238671159787520a9b16

−7759894137630128865280a10b16 + 4756278235326794989263912960b17

−9675847843307482882926182400ab17 + 4837559454713544055644487680a2b17

−2809096463303815084501893120a3b17 + 427374230669356228222648320a4b17

−131219075021515078710067200a5b17 + 7490861667562275345530880a6b17

−1463229249471584088883200a7b17 + 26980744799677411491840a8b17

−3651714888296531230720a9b17 − 138660239763515611084226560b18

+169571332713142044862709760ab18 − 158942424126743343309783040a2b18

+37837109081978063667855360a3b18 − 15523186878326101308866560a4b18
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A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

+1221886412463089469358080a5b18 − 298016857553661130178560a6b18

+7140203435432198799360a7b18 − 1172003089149224550400a8b18

+2211990907334704119152640b19 − 4485965640391204053975040ab19

+1928548363149141186969600a2b19 − 1125679730658013997957120a3b19

+129185857941808978329600a4b19 − 40236592507791228272640a5b19

+1289052948373627207680a6b19−258125376719505326080a7b19−45919802420941155205120b20

+49436825533319668039680ab20 − 46230448188340222033920a2b20

+8437876080808569077760a3b20−3483594491371066490880a4b20+155654873014704537600a5b20

−38561412985535856640a6b20 + 463529702563837378560b21 − 930620040245286010880ab21

+314180812148582645760a2b21 − 183067123869936517120a3b21 + 12133942481922293760a4b21

−3806727053152092160a5b21 − 6576083614239293440b22 + 5767518184789770240ab22

−5336938763727667200a2b22 + 577083622419333120a3b22 − 237920440822005760a4b22

+37374896677847040b23 − 73485140235386880ab23 + 15280736651182080a2b23

−8803716589158400a3b23 − 332006340689920b24 + 191425350205440ab24

−172930147287040a2b24 + 785173708800b25− 1479616233472ab25− 3489660928b26
}

]

(8)

III. Derivation of the Summation Formula

Putting and = 12 in equation (2), we get

Now involving the formula derived by Salahuddin et. al.[7, p.78-84(8)], the 
summation formula is obtained.

c = a+b+53
2 z

(a − b) 2F1

[

a, b ;
a+b+53

2 ;

1

2

]

= a 2F1

[

a + 1, b ;
a+b+53

2 ;

1

2

]

− b 2F1

[

a, b + 1 ;
a+b+53

2 ;

1

2

]

References  Références Referencias

1. Abramowitz, M. and Stegun, I. A.; Handbook of Mathematical Functions with 
Formulas Graphs and Mathematical Tables, Appl. Math. Ser. 55. U. S. Govt. 
Printing Office, National Bureau of Standards, Washington D. C., 1964.; Reprinted 
by Dover Publications, Inc., New York, 1965.

2. Andrews, L.C.(1992) ; Special Function of Mathematics for Engineers,second 
Edition, McGraw-Hill Co Inc., New York.

3. Arora, Asish, Singh, Rahul , Salahuddin. ; Development of a family of summation 
formulae of half argument using Gauss and Bailey theorems, Journal of Rajasthan 
Academy of Physical Sciences., 7(2008), 335-342.

4. Bells, Richard. Wong, Roderick; Special Functions, A Graduate Text, Cambridge 
Studies in Advanced Mathematics, 2010.

5. Prudnikov, A. P., Brychkov, Yu. A. and Marichev, O.I.; Integrals and Series Vol. 3: 
More Special Functions. Nauka, Moscow, 1986. Translated from the Russian by 
G.G. Gould, Gordon and Breach Science Publishers, New York, Philadelphia, 
London, Paris, Montreux, Tokyo, Melbourne, 1990.

6. Rainville, E. D.; The contiguous function relations for with applications to 

Bateman’s and Rice’s ( ), Bull. Amer. Math. Soc., 51(1945), 714-723.

        

109

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
V
 I
ss
ue

  
  
  
er

sio
n 

I
V

IV
Y
ea

r
20

15

© 2015    Global Journals Inc.  (US)

  
 F
)

)

pFq

J
u,v
n Hn ζ, p, ν

Notes



 
 

 
 

 
 
 
 
 
 
 
 
 
 

    

      

   

  

 

 
 

  
  

 
  

 
 

  
  

  
 

 
 

  
  

    

7.

 

Salahuddin ,Chaudhary, M. P.and Feyissa, G. N. ; An Wonderful Summation 
Formula

 

of Half Argument Involving Contiguous Relation, Global Journal of Science 
Frontier

 

Research, 14(2014),77-85.

 

A Summation Formula of Half Argument in the Light of Hypergeometric Function and Involving 
Contiguous Relation

© 2015    Global Journals Inc.  (US)

110

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
Y
ea

r
20

15
  

 
F

)

)

X
V
 I
ss
ue

  
  
  
er

sio
n 

I
V

IV

Notes



© 2015. Lasisi, K. E., Nwaosu, S. C. & Abdulhamid, B. M. This is a research/review paper, distributed under the terms of the 
Creative Commons Attribution-Noncommercial 3.0 Unported License http://creativecommons.org/licenses/by-nc/3.0/), permitting 
all non commercial use, distribution, and reproduction in any medium, provided the original work is properly cited. 

Global Journal of Science Frontier Research: F 
Mathematics and Decision Sciences 
Volume 15  Issue 4 Version 1.0  Year  2015 
Type : Double Blind Peer Reviewed International Research Journal 
Publisher: Global Journals Inc. (USA) 
Online ISSN: 2249-4626 & Print ISSN: 0975-5896 

 
 
Bayesian Regression Method with Gaussian and Binomial 
Links for the Analysis of Nigerian Children Nutritional Status 
(Stunting)          
                                            By Lasisi, K. E., Nwaosu, S. C. & Abdulhamid, B. M. 

Abubakar Tafawa Balewa University,  Nigeria 

Abstract- Children’s nutritional status is a reflection of their overall health. Malnutrition is 
associated with more than half of all children deaths worldwide. A study into geographical 
variability of nutritional status of children in Nigeria was observed from geo statistical mapping 
and a continuous covariates stunting (height for age) that exhibit pronounced non-linear 
relationships with the response variable was analysed. To properly account for stunting effects 
on child’s age, sex, their place of resident, mothers’ educational levels, parents’ wealth index, 
regions and state of the child, kriging and additive models were merged using modified Cox 
model. The resulting Generalized Additive Mixed Model (GAMM) representation for the geo 
additive model allows for fitting and analysis using BayesX software. The Multiple Indicator 
Cluster Survey 3 (MICS3) data set contains several variables. Only those that are believed to be 
related to nutritional status were selected. All categorical covariates are effect coded. The child’s 
age is assumed to be nonlinear; the state is spatial effect while other variables are parametric in 
nature. 

Keywords: binomial, bayesian, gaussian, stunting, and geostatistical. 

GJSFR-F Classification : FOR Code : MSC 2010: 60G15, 05A10 
 

BayesianRegressionMethodwithGaussianandBinomialLinksfortheAnalysisofNigerianChildrenNutritionalStatusStunting
 

 Strictly as per the compliance and regulations of : 

 
 



 
 
 

Bayesian Regression Method with Gaussian 
and Binomial Links for the Analysis of 
Nigerian Children Nutritional Status 

(Stunting) 

        

 
   

 
    

Abstract-

  

Children’s

 

nutritional status is a reflection of their overall health. Malnutrition is associated with more than half 
of all children deaths worldwide. A

 

study into geographical variability of nutritional status of children in Nigeria was 
observed from geo

 

statistical mapping and a continuous covariates stunting (height for age) that exhibit pronounced 
non-linear relationships with the response variable was analysed. To properly account for stunting effects on child’s age, 
sex, their place of resident, mothers’ educational levels, parents’ wealth index, regions and state of the child, kriging and 
additive models were merged using modified Cox model. The resulting Generalized Additive Mixed Model (GAMM) 
representation for the geo

 

additive model allows for fitting and analysis using BayesX software. The Multiple Indicator 
Cluster Survey 3 (MICS3) data set contains several variables. Only those that are believed to be related to nutritional 
status were selected. All categorical covariates are effect coded. The child’s age

 

is assumed to be nonlinear; the state is 
spatial effect while other variables are parametric in nature.

 
Keywords:

 

binomial, bayesian, gaussian, stunting, and geostatistical.

 I.

 

Introduction

 Child mortality reflects a country's socio-economic development and quality 
of life. In developing countries, mortality rates are not only influenced by socio-
economic, demographic and health variables but they also vary considerably across 
regions. Worldwide, an estimated 852million people are undernourished with about 
815millions living in developing countries [1]. The Millennium Development Goal is to 
reduce by half the proportion of people who suffer from hunger between 1990 and 2015. 
The World Fit for Children goal is to reduce the prevalence of malnutrition among 
children under five years of age by at least one-third (between 2000 and 2010), with 
special attention to children under 2 years of age. A reduction in the prevalence of 
malnutrition will assist in the goal to reduce child mortality. [2].

 
Geo

 

statistics is concerned with the problem of producing a map of quantity 
of interest over a particular geographical region based on, usually noisy, 
measurements taken at set of locations in the region. Classical parametric regression 
models for analyzing child mortality or survival have severe problems with 
estimating small area effects and simultaneously adjusting for the covariates, in 
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Author σ: Department of Mathematics/Statistics, University of Agriculture, Makurdi. e-mail: klasisi2000@yahoo.com
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particular when some of the covariates are nonlinear and time-varying. Usually a 
very high number of parameters will be needed for modeling purposes, resulting in 
rather unstable estimates with high variance. Therefore, flexible semi-parametric 
approaches are needed which allow one to incorporate small area spatial effects, 
nonlinear and time-varying effects of covariates and usual linear effects in a joint 
model. [3]  

The Cox proportional hazards model is a commonly used method when 
analyzing the impact of covariates on continuous survival times. In its classical 
form, the Cox  model was introduced in the setting of right-censored observations. 
However, in practice other sampling schemes are frequently encountered and 
therefore extensions allowing for interval and left censoring or left truncation are 
clearly desired. Furthermore, many applications require a more flexible modeling of 
covariate information than the usual linear predictor. Further extensions should 
allow for time-varying effects of covariates or covariates that are themselves time-
varying. Such models relax the assumption of proportional hazards. [4]  

II.  Materials  and  Methods  

The analysis was carried out using BayesX  software package, which permits 
Bayesian inference based on MCMC simulation techniques. The statistical significance 
of apparent associations between potential risk factors and the stunting components 
was used to evaluate the significance of the posterior  mean determined for the fixed 
effects or the categorical data, while non-linear effects and spatial effects were analysed 
using the estimation of spatial effects based on Markov random fields, stationary 
Gaussian random fields, and two-dimensional extensions of penalized splines  properties 
of the programme and viewing the map through GS  view 4.9 software. We also run a 
sensitivity analysis for the choice of priors. Standard choices for the hyper-parameters 
are a = b = 0:001, with 25000 iteration and burn-in period of 5000, there are 17093 
observations.  

a)  Gaussian Processes  

The empirical work of [5] has demonstrated that Gaussian process models have 
better predictive performance than several other nonparametric regression methods over 
a range of tasks with varying characteristics. The conceptual simplicity, flexibility, and 
good performance of Gaussian process models make them very attractive for a wide 
range of problems.  Hence, the process was modified to fit into the Generalized Additive 
Mixed Model (GAMM) of Bayesian method. Furthermore, the response variables of 
interest are defined for Gaussian process as:

 

y
 

∼
 

N(μ, Σ),  and y
 

∼
 

f(γ),  

where γ
 

= βo

 
+ βiXi+ . . . + βkXk+

 
f(Z)

 

Where y is the
 

regression response for stunting with respect to Gaussian 

regressions. And γ
 

is the geoadditive predictor which can be specified for a particular 

child i. The β0, βiXi

 
and f(Z)represent the estimates of the unknown nonlinear 

smoothing effects of the metrical covariates child’s age (cage), a vector of the fixed 
effect parameters and the spatial effect respectively. To enhance identifiability, 
functions are centred about zero, thus the fixed effect parameters automatically include 

an intercept term γ0.
 

Stunting = HAZ (Normal regression), where: HAZ -
 

Height for 
Age Z-score.
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b) Binomial regression 
[6] used it to investigate the joint contribution of individual and aggregate 

(population-based) socioeconomic factors to mortality in Florence. They illustrated how 
an individual-level analysis that ignored the multilevel structure could produce biased 
results. Hence, the need to consider the multilevel analysis as against the individual 
level analysis used with the Gaussian process, therefore the Binary regression was 
modified to fit into the Generalized Additive Mixed Model (GAMM) of Bayesian 
method. Furthermore, the response variables of interest are defined for Binomial process 
as: 

y ∼ B(n, p), and y ∼ f(η), 

where η  = f(cagei) +fspat(si) +vi̍γ  

Where y is the regression response for stunting with respect to Binomial 

regressions. And where ηis the geoadditive predictor which can be specified for a 

particular child i. The f(cagei), fspat(si) and γ represent the estimates of the unknown 

nonlinear smoothing effects of the metrical covariates cage(child’s age), the spatial 
effect and a vector of the fixed effect parameters. To enhance identifiability, functions 
are centred about zero, thus the fixed effect parameters automatically include an 

intercept term γ0. 

1 if HAZ<-2 

                                Stunting 

0 otherwise 

III. The Models 

The Cox proportional hazards model assumes the multiplicative structuresuch 

that the influences of covariates on survival times are commonly described by a 
regression model for the hazard rate. [7] 

                                                λ(t,v) = λ0(t) exp(v’γ),             (1) 

where
 λ0(t) is an unspecified smooth baseline hazard rate and v’γ is a linear predictor 

form of covariates v and regression coefficientsγ. On the line of additive regression 
models, the Cox model can be extended to

 

                      λi(t) = exp(ηi(t)),
   

i = 1, . . ., n,
  

          (2)
 

where
 
i is an observation index and ηi(t) is a geoadditive predictor of the form

 

            ηi(t) = vi’γ
 
+ g0(t) +∑ ∑

= =

++
L

l

J

j
ispatijjill Sfxfutg

1 1
)()()(
  

  
 

(3)
 

Here g0(t) = log(λ0(t)) is the log-baseline hazard, gl(t) represents time-varying effects of 
covariates uil, fj(xij) are nonlinear effects of continuous covariates, fspat(si) is a spatial 

effect, and vi’γ
 
corresponds to covariate effects that are modeled in the usual parametric 

way. Nonparametric effects fj  as
 

well as time-varying effects g0(t) and gl(t) are 
estimated based on penalized splines.
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IV.  Results  and  Discussion  

Nigerian children nutritional data was analyzed with the aim of assessing the 
influence of some covariates on the response variable (malnutrition). Since the Multiple 
Indicator Cluster Survey3 (MICS3) data set contains several variables, only those that 
are believed to be related to nutritional status were selected. All categorical covariates 

are effect coded. The child’s age is assumed to be nonlinear; the state is special effect 
while other variables are parametric in nature.  

a)  Stunting Gaussian Regression  

>f.regress stunting =state_rec(spatial, map=m, lambda=0.1) + CAGE(psplinerw2) + 
urban + WIndex2 + WIndex3 + WIndex4 + WIndex5 + primary + secondary + 

non_stdcur + UF11 + male + NEast + NWest + SEast + SSouth + SWest, 
iterations=25000 burnin=5000 step=20 family=gaussian predict using d  

b)  Stunting Binomial Regression  

>f. regress stuntbin = state_rec(spatial, map=m, lambda=0.1) + CAGE(psplinerw2) + 
urban + WIndex2 + WIndex3 + WIndex4 + WIndex5 + primary + secondary + 

non_stdcur + UF11 + male + NEast + NWest + SEast + SSouth + SWest, 
iterations=25000 burnin=5000 step=20 family=binomial predict using d  

Table 1  :  Stunting: Gaussian and Binomial Regression Analysis  

Variable  Gaussian  

Stunting  

Odds 
ratio  

95% Confidence Interval  Binomial  

Stunting  

Odds ratio  

95% Confidence Interval  

lower limit 
Odds  

upper limit 
Odds  

lower limit 
Odds  

upper 
limit Odds  

Urban  0.7313  0.6507  0.8231  1.1649  0.2507  0.9289  

Wealth Index2  1.0145  0.8902  1.1557  0.9582  1.0277  1.3277  

Wealth Index3  1.0090  0.8845  1.1684  0.9251  0.8488  1.0843  

Wealth Index4  1.0891  0.9241  1.2761  0.8877  0.8060  1.0542  

Wealth Index5  1.4260  1.1748  1.7209  0.7994  0.7615  1.0475  

Primary  0.9967  0.8837  1.1181  1.1058  0.6563  0.9801  

Secondary  1.1416  0.9977  1.3041  0.9276  0.9824  1.2436  

Non-std. 
curriculum  1.0194  0.7421  1.4111  0.8942  0.8046  1.0578  

Male  0.8650  0.8018  0.9451  1.1086  0.6721  1.1862  

Northeast  0.6835  0.5100  0.9094  1.2018  1.0211  1.2049  

Northwest  0.2414  0.1441  0.3818  1.5622  0.8518  1.6277  

Southeast  1.2425  0.7142  2.2780  0.6944  0.8092  2.9716  

South  south  1.0883  0.6385  1.9342  0.5603  0.3141  1.7379  

Southwest  0.9666  0.5416  1.7729  0.7288  0.2386  1.2764  

 
The above table  shows that at 95% Confidence Interval, the prevalence of 

stunting (Gaussian) was higher among children living in the rural area with 27%more, 
while severe stunting (Binomial) was about 16.5% higher in children living in urban 
area. When comparing the two situations, we discovered that stunting which is a 
reflection of chronic malnutrition as a result of failure to receive  adequate nutrition over 
a long period and recurrent or chronic  illness is prevalence in children living in rural 
area than their counterpart in the urban region. As observed by [8], with reference to  
the province of residence, the lowest prevalence of  stunting is observed in Kinshasa, the 
capital-city,  whereas the highest is observed in provinces under war  during the survey 
(Equateur, Orientale, Nord-Kivu, Sud-Kivu and Maniema). The risk for a child living in 
these  provinces to experience stunting is double of a child living  in Kinshasa.  
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Stunting in relation to the parent wealth index, the wealth index of the parents 
are grouped as Poorest, which is the reference (Wealth Index1), second (Wealth 
Index2), middle (Wealth Index3), fourth (Wealth Index4) and Richest (Wealth Index5).  
Wealth of the parents has negative relationship with the children stunting (Gaussian) in 
the sense that the richest parents have more stunting children of about 42% higher than 
the poorest parent children, the fourth have 8%, the middle and the second rich parents 
have 1% more stunting children than the poorest.  While the richer the parents the less 
severely stunting the child, as the richest parent has 20%less severely stunting children, 
as well as the fourth with 11%less, the middle 7%less and the second rich parents with 
4%less severely stunting children. Hence, severe stunted children is prevalence with poor 
parents as observed by [8], that stunting is linearly associated with socio-economic 
status of the household (higher among children from the poorest household, followed by 
children from poor, middle or rich households but lower among children from richest 
households: 49.8, 48.0,45.5, 43.9 versus 28.7 percent) 

Mother education inversely influence the moderate stunting status of their 
children, as children from mothers with primary education have  almost equal chance 
with children from mothers with no education. While mother with secondary school 
education and above have 14% more of moderate stunted children than none educated 
mothers, this was supported by the findings of [8], that there is no significant 
association between maternal education and the prevalence of stunting among children 
under the age of 5 years in the DRC. On the other hand, mother education has positive 
effect on severely stunted children, as mother with secondary education and above has 
7%less of severely stunted children than children from non-educated mothers, with 11% 
more for children with primary education mothers. Therefore, the more educated the 
mothers the less severely stunted their children as reported by [9], that severe stunting 
is linearly associated with maternal education (higher among children from non-
educated mother, followed by children from mothers with primary education but lower 
among children from mothers with secondary or higher education 49.8, 47.0 versus 35.2 
percent). 

Male children are 13%less stunted moderately than their female counterpart, 
while they (male) are more severely stunted by 11% than female. Previous research in 
this direction shows that the prevalence of stunting was higher among boyscompared to 
girls (46.1 versus 41.7 percent). And that stunting has aninverse linear association with 
the age of the child(higher in the age groups ranging from 4 years, followedby 3 years, 2 
years, 1 years but lower in the younger age(0 year): 55.1, 49.4, 48.5, 46.5 versus 23.1 
percent). 

On the regional effect, the northern regions have less prevalence of moderate 
stunting children with North East and North West having 32% and 66% less 
respectively compared with the North Central, while the Southern regions have more 
prevalence of moderate stunted children with South East and South-South having 24% 
and 9% more respectively when compared with the North Central, South West is 0.3% 
less of moderate stunted children.  On the other hand, the prevalence of severe stunted 
is pronounced in the Northern regions where the North East and North West were 
having 20% and 56% more of severe stunted children, while the Southern regions have 
less prevalence with South East, South-south and South West have 31%, 44% and 27% 
less of severe stunted children compared with the North Central. 

The nonlinear effect of child’s age in the Stunting Gaussian processis displayed 
in Figure 1a. The graph shows that the nutritional status of the child followed a 
downward slope from left to right, which implies that as the child grows the nutritional 
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status is declining. That is, more children become stunted after two years of age. Hence 
the age of the child influences his nutritional status. Figures 1b, is map of Nigeria 
showing the posterior probabilities of significance estimates of the spatial effects.  In 
Figure 1b, the colour white is associated with positively significant states, the colour 
black with negatively significant states, and the colour grey with non-significant states. 
The posterior means within 95% credible interval showing that Kano, Niger, Kwara, 
and Oyo states are states with more stunting children, while Gombe, Adamawa, 
Taraba, Plateau, and FCT Abuja having less stunting children, with the remaining 
states are not statistically significant in children with stunting. (Figure1)  

While the Stunting Binomial regression shows that the age of the child (figure 
2a) indicates an upward trend, although somehow irregular, which implies that the 
severely stunting children get improved as they grow. On the state performance (figure 
2b) regarding  severe stunting, the 95% confidence interval shows that only Zamfara, 
Gombe, Taraba and Benue states have more pronounced severely stunted children, 
while Sokoto, Kebbi and Jigawa has less with the other state having non-significant 
effect of severe stunting children. (Figure 4)  

In comparing the Gaussian and Binomial analysis, one important thing to note is 
that, Gaussian regression analyses assume a normally distributed data, the properties of 
a normal distribution holds. This implies that the Gaussian analysis result is for 
moderate or global nutritional deficiency status, while the Binomial analysis result is for 
severe cases of nutritional deficiency.  Hence, the only condition for comparison is to see 
which of the determinants is moderate or severe with respect to which of the factors.  
For this reason, it means that the bases of their comparison would not be to infer that 
one method of the analysis is more suitable than the other, since the parameters are 
assessed with different perspectives.  

V.  Conclusion  

The aim of site-specific province analysis is to accelerate policy interventions, 
optimise inputs (unobserved factors such as distal ones: food security and prices 
policies, environmental),  improve child nutrition by taking into account the 
environmental impact and reduce the timescale to attain the Millennium Development 
Goals (MDGs). It is an approach that deals with multiple groups of factors input to 
improve child nutritional status in order to satisfy the actual needs of parts of the 
provinces rather than average needs of the whole country.  This research work study 
childhood malnutrition which had been viewed with respect to stunting  and further 
grouped into moderate and severe condition  with a view to have a thorough 
understanding of the specific nutritional status and to determine the effects of various 
factors such as place of residence, parents wealth index, mothers educational status, sex 

of the child and geographical location (the geo-political zones), while the child’s age and 
states were considered as spatial effects.  
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Fig.1a : Effects of Child Age (in Months) on Stunting (Gaussian Analysis) 

 

Fig.1b : State Effect on Stunting (Gaussian on Stunting (Gaussian Analysis) 
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Fig.2a :  Effects of Child Age (in months)  on Stunting (Binomial Analysis)  

 

Fig.2b : State Effect on Stunting (Binomial Analysis) at 95% CI  
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approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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• One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 

• It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 

• One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 
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Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 

Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE 

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 6.1 Proof Corrections 

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print) 

The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 6.3 Author Services 

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 6.4 Author Material Archive Policy 

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 6.5 Offprint and Extra Copies 

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 
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16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es)

 
Approach: 

Single section, and succinct

 
As a outline of job done, it is always written in past tense

 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives.

 Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely

 To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
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