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I.

 
Introduction

 
We intend the

 
term “non-smooth" to refer to certain situations in which 

smoothness (differentiability) of the data is not necessarily postulated. If we want to use 
the first order necessary condition, we have to require that the function under 
discussion actually has a derivative.  Recent research is concerned with problems that 
do not have this property. So we need several alternative concepts of generalized 
directional derivatives that allow to establish an analysis for non-smooth functions. 
First order non-smooth necessary optimality conditions for single and multi-objective 
optimization problems, have been provided by many authors. Among those we may 
refer to Bigi [1], Clarke [2], Stein [3], Yang [4,5] etc. Of these, Preda [6] established the 
necessary conditions for semi differentiable function, where the Lagrange multipliers 
associated with each of the objective function are positive. 

 In section 3, we review and prove first order optimality conditions for non-
smooth optimization problems. We have extended to multi objective non-smooth 
optimization the approach introduced by O. Stein [3] for scalar objective optimization. 
To deal with multi objective optimization a number of approaches have been proposed 
to develop a necessary optimality conditions with example. Also have discussed some 
review result bases on G. Bigi's [1] work.

 
II.

 
Preliminaries

 
In this section, we introduce some notations and definitions, which are used 

throughout the paper. Let nE  be n-dimensional Euclidean space.
 

For nE, ∈yx , we use the following conventions.
 

yx   > ,   iff ii  y x > ,   i=1,…,n,
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yx ≥  ,   iff yx   >   and   yx   ≠ , 

yx   > ,   iff ii yx > i=1,…,n,  

At first, we consider the following multi objective optimization problem P: 

( )xfmin ,  subject to the conditions that the minimizing point (or vector) x
 

should lie in 

the set X:  
 

( ) ( ){ }0 ,0   EX =<∈=∈ xhxgxx n  

  

 

   

   
III.

 
First Order Optimality Conditions

 
Extensions of optimality conditions to non-smooth optimization problems can be 

found in the literature under different assumptions on the directional differentiability of 
the functions involved. Preda and Yang [4,6] use directional differentiability in the

 Gateaux differentiable sense; G. Bigi and Castalenni and Papalardo [1] use directional 
derivatives in the Dini-Hadamard sense; Kuntz and Scholtes [7,8] use quasi 
differentiability i.e. Dini directional differentiability where the directional derivative can 
be written as the difference of two sub linear functions; Clarke [2] assumes Clarke 
directional differentiability. 

 In contrast to these approaches, the chapter does not make any directional 
differentiability assumptions, but we just present a few component-wise optimality 
criteria based on Dini-Hadamard derivatives. 

 
Definition 3.1

 
An efficient point x

 
for P

 
is said to be of order one, if a bounded open 

neighbourhood N can be chosen such that there exists a positive constant c with 
 

( ) ( ) xxxfxf n −+> c
 

, for all NX ∩∈x .
 

Also we define the inner tangent cone.
 

Definition3.2      
 

( )
( ) ( ) 











∈∈

∈+>∃∈
≡∗

dd

dtxd

N

tn

,t0, tallfor  
X,such that  0E

xX;T
 

The following proposition cites some of the Laurent results [3,9,10] about the 
basic properties of these tangent cones, which will be important in the sequel.

 
Proposition 3.1

 
[See 3, 11, 12]. Let nEX ⊂∈x . Then

 

 
i)

 
( )xX;T∗ and ( )xX;T

 
are open and closed cones, respectively

 

 

ii)

 

( ) ( )xX;TxX;T ⊂∗

 

 

iii)

 

( ) ( )x;XTxX;T cc =∗

 Thus, we start recalling the following classical definitions of upper and lower 
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directional derivatives of f at x in the direction d in the Hadamard sense (see [2,3])

Let, ln EE: →f , mn EE: →g and pn EE: →h be vector-valued functions 

defined by ( ) ( ) ( ) ( )( )xxxxf lfff ,...,, 21≡ , ( ) ( ) ( ) ( )( )xxxxg mggg ,...,, 21≡ and ( ) ( ) ( ) ( )( )xxxxh phhh ,...,, 21≡

where 1n EE: →if for i=1,..,l, 1n EE: →jg for j=1,…,m and 1n EE: →kh for k=1,…,p.  

Assume that ( ) ( ){ }0: == xx jgjI for j=1,…,m. 
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     Definitions 3.3

 

The upper Hadamard derivative of 1n EE: →f
 

at x
 

in the direction d

 

is 

 
( ) ( ) ( )

t
ftffF

tdd

xdxd,x −+
=

+→→

+

0
suplim

 
Definitions 3.4

 

The lower Hadamard derivative of 1n EE: →f

 

at x
 

in the direction d

 

is 

 

( ) ( ) ( )
t

ftffF
tdd

xdxd,x −+
=

+→→

−

0
inflim

 

It is easy to check that, for each 0d ≠ , we have ( ) ( ) ( ) dxd,xd,x TffFfF ∇== −+

 whenever f

 

is differentiable at x . 

 In this case, we write

 
( ) ( ) ( )

t
ftfFf

tdd

xdxd,x −+
=

+→→ 0,
lim

 
Thus we can rely on the Hadamard derivatives of the components of the 

objective function f
 

to study optimality for problem P. 

Theorem 3.1
 i) If X∈x

 
is an efficient solution of P

 
then for any direction ( )xX;T∈d

 

the system                                 ( ) lfF i 2,...,1,i ,0 =<+ dx T              …  …  …   (3.1) 

has no solution nE∈d . 

ii)  If X∈x  is an efficient solution of order one for P then for any direction 

( ) { }0d \xX;T∈  the system  

                                               
( ) lfF i 2,...,1,i ,0 =<+ dx T              …  …  …   (3.2) 

has no solution nE∈d . 

iii) If X∈x  is an efficient solution of order one for P then for any direction    

( ) { }0d \xX;T∈  the system                ( ) lfF i 2,...,1,i ,0 =<− dx T
   

…  …    …   (3.3) 

has no solution nE∈d . 
 

iv)
 
Let f

  
be directionally differentiable. If X∈x

 
is an efficient solution of order one for 

P
 
then for any direction ( ) { }0d \xX;T∈

 

the system                                    ( ) lFfi 2,...,1,i ,0 =<dx T              
 
…  …  …   (3.4) 

has no solution nE∈d . 

i)
 

Let ( )xX;T∈d , that is ( )xxd n −=
∞→ nn

tlim , where 0>nt , X∈nx
 
for each n, and 

xxn =
∞→n

lim .  

Since x  
is an efficient solution, so there is no point X∈nx , where ( ) ( )xfxf ≤n

 

Then for all n we have 
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( ) ( )xdxx n i
n

ini f
t

ff   1
≤








+= , li ,...,2,1=  

for sufficiently large n. Consequently, it holds that  

( )
0

1

1

suplim
01

≤

−







+

+→
→

n

i
n

i

t
dd

t

f
t

f

n

xdx
,  li ,...,2,1=  

( ) 0, ≤⇒ + dxifF ,  li ,...,2,1=  

which implies (3.1) has no solution. 

ii) Let ( ) { }0d \xX;T∈ , that is  ( )xxd n −=
∞→ nn

tlim , where  0>nt , X∈nx  for each  n, and 

xxn =
∞→n

lim  with 0d ≠ . We find a c  such that  

( ) xxxdx nn −>







+ ni

n
in ctf

t
ft -1

 

for sufficiently large N∈n , since x
 

is an efficient solution of order one, we have 
 

( ) 0-1
/1
1suplim >>








+

∞→
dxdx n cf

t
f

t i
n

i
nn

, as
 

0d ≠ . Thus, we have 
 

( ) lfF i 2,...,1,i ,0 =>+ dx T
 

which implies (3.2) has no solution.  

iii) Suppose that x  is not an efficient solution of order one. Let ( ) { }0d \xX;T∈ , that is 

( )xxd n −=
∞→ nn

tlim , where 0>nt , X∈nx  for each n, and xxn =
∞→n

lim  with 0d ≠  and 1=d .  

Since  x  is not an efficient solution of order one. Then, there exist sequences { }nc
with 0→nc . 

( ) xxxdx nn −<







+ nni

n
i

n
tcf

t
f

t
-1

/1
1

 

For sufficiently large N∈n ,  

( ) 0-1
/1
1inflim <








+

∞→
xdx n i

n
i

nn
f

t
f

t
, as 1=d and 0→nc . Thus, we have  

( ) lfF i 2,...,1,i ,0 =<− dx T
 

which implies (3.3) has no solution.  

This follows directly from parts (ii) and (iii).  

G. Bigi has achieved similar result of 3.1(i) by deriving the following Theorem 3.2.  

Theorem 3.2  If  X∈x  is an efficient solution of P then  
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( ) 0max ≥+

∀
d,xii

fF                           …  …   (3.5) 

holds for any ( )xd ;XT∈  

Proof: see [1]. 
It would be reasonable to try to replace the upper Dini-Hadamard derivatives 

with the lower ones for at least some components of f since a stronger condition would 
be achieved; G. Bigi [1] has given the following example and shows that it is not 
possible to substitute even one of them with the corresponding lower derivative. 

Example 3.1 (G. Bigi [1]) Consider problem 

{ }4
1

2
212 xxx:ExX ≥≥∈= + and ( ) ( )211221 xx,xxx,x −−=f  if X∈x  and 

( ) ( )212121 xx,xxx,x −−−−=f  if X.∉x  

Thus, ( )0,0=x  is a vector minimum point and ( ) ( )wxfFwwwxfF ;; 2121
++ −=−=  

so that (3.5) holds.  

Since ( ) 1; wwxfF i −=−  whenever 02 =w  and ( ) 2; wwxfF i −=−  whenever ,01 =w  

then we have 

( ) ( ){ } 0;,;max 121 〈−=−+ wwxfFwxfF  

For any nonzero ( ) ( ) +=∈ 21 ,0, ExXTw
 
and ( ) ( ){ } 0;,;max 221 〈−=+− wwxfFwxfF

 

for any nonzero ( ) ( ).xX,T,0 2 ∈w
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

                    Fig. 1
 
  
 
                                                                             Fig. 2

 

Now we deduce the following necessary optimality condition where we use lower 
derivative.

 

Theorem 3.3
 
If
 

X∈x
 
is an efficient solution of P

 
then for any direction ( )xX;T∗∈d

 
, 

the system                               ( ) lfF i 2,...,1,i ,0 =<− dx T           
 
…  …  …   (3.6)

 

has no solution nE∈d .
 

Now we shall see the sufficiency of Theorem 3.1(i).
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Theorem 3.4  Let X∈x . If for any direction ( )xX;T∈d  

the system   

        ( ) lfF i 2,...,1,i ,0 =<+ dx T     …  …  …   (3.7) 

has no solution nE∈d  then x  is an efficient solution of P.  

The above Theorem is no longer true, as the following example shows.  

Example 3.2  Consider the problem  

min{ }21  x,x   and  { }1
2
2

4
12 xxxExX −≤≤∈=  

It is easily verified that:
 

i) ( ){ }21,i ,0 =<= + dx T
ifFF  

( ){ }0d ,0d E, 21221 <<∈= Tdd .
 

ii) Clearly φ≠∩TF
 

iii) ( )1,00 =x is not an efficient solution to the problem.
 

iv) Figure 2.
 

IV.
 

Conclusion
 

Combining the result of [6], we generalized first order optimality conditions for 
non-differentiable functions. We illustrated the obtained results by means of two 
suitable examples. The results can be developed for the optimization problem where the 
functions are Lipschitz continuous. We leave it as our future work.

 

References  Références Referencias
 

1.
 

Bigi, G., (2003), Optimality and Lagrangian
 

Regularity in Vector Optimization, 
Ph.D. 

 

2.
 

Clarke, F. H., (1983), Optimization and Nonsmooth Analysis, Wiley, New York. 
 

3.
 

Stein O., (2004), On Constraint Qualifications in Nonsmooth Optimization, Journal  
of Optimization Theory and Applications,Vol. 109, pp. 431-435.

 

4.

 
Yang, X. Q., (1998), A Generalized Upper Dini-Derivative in Vector Optimization, 
Optimization, Vol.43, pp339-351.

 

5.

 
Yang, X.Q. and Jeyakumar, V., (1992), Generalized Secondorder directional 
derivatives and optimization with C11

 

functions, Optimization, Vol.26, pp. 165185. 

 

6.

 
Preda, V. and Chitescu, I., (1999), On Constraint Qualification in Multiobjective 
Optimization Problems: Semidifferentiable Case, Journal of Optimization Theory 
and Applications,

 

Vol. 100,pp. 417-433.

 

7.

 
Kuntz L., and Scholtes, S., (1994), A Nonsmooth Variant

 

of the Mangasarian-
Fromovitz Constraint Qualification,Journal of Optimization Theory and 
Applications,

 

Vol. 82, pp. 59-75.

 

8.

 
Kuntz L., and Scholtes, S., (1993), Constraint Qualifications is in Quasi 
differentiable Optimization,

 

Mathematical Prgramming,

 

Vol. 60, pp. 339-347.

 

9.

 
Laurent, P. J.,(1972), Approximation et Optimization, Hermann, Paris, France.

 

10.

 

Tiel, J. V.,(1984), Convex Analysis an Introductory Text, John Wiley and Sons, 
New York.

 
  

6

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
Y
ea

r
20

16
X
V
I   

Is
s u

e 
  
  
 e

rs
io
n 

I
V

IV
( F

)
Multi-Criteria Optimization Problems with Non-Smooth Functions

Ref

© 2016  Global Journals Inc.  (US)



411-426.

 

12.

 

Bazaraa, M. S., Sherali, H. D. and Shetty, C. M., (1993), Nonlinear programming

 

(Second Edition), John Wiley and Sons, New York.

 
 
 

 
 

  

1

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
V
I   

Is
s u
e 

  
  
 e

rs
io
n 

I
V

IV
Y
ea

r
20

16

7

  
 

( F
)

Multi-Criteria Optimization Problems with Non-Smooth Functions

11. Bigi, G. and Castellani, M., (2000), Second Order Optimality Conditions for 
Differentiable Multiobjective Problems, RAIRO, Operations Research, Vol.34, pp. 

Notes

© 2016   Global Journals Inc.  (US)



 
 

 
 

 

 
 
 
 
 
 
 
 
 
 

This page is intentionally left blank 

Multi-Criteria Optimization Problems with Non-Smooth Functions

8

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
Y
ea

r
20

16
X
V
I   

Is
s u

e 
  
  
 e

rs
io
n 

I
V

IV
( F

)

© 2016  Global Journals Inc.  (US)


	Multi-Criteria Optimization Problems with Non-Smooth Functions
	Author
	Keywords
	I. Introduction
	II. Preliminaries
	III. First Order Optimality Conditions
	IV. Conclusion
	References Références Referencias

