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Accuracy Comparison using Different Modeling Techniques 
under Limited Speech Data of Speaker Recognition Systems          

By Satyanand Singh & Ajeet Singh 
JNTU Hyderabad, India    

Abstract- Pointing towards programmed machine learning by human, a technique for speaker recognition 
with speaker identity in light of man machine interface is an interest of science. Motivated by the same, we 
propose a philosophy to recognize speakers. Inside of our investigation, obtaining speech signal, analysis 
of spectrogram, neutralization, extraction of speaker specific features for recognition, mapping of speech 
using Novel Vector Quantization (NFVQ) is presented. NFVQ is particularly suitable for colossal 
arrangement of information and yield discourse mapping. Furthermore Speaker Recognition by utilizing 
NFVQ Model additionally will be exhibited in this paper. During feature extraction, traditional triangular 
shaped bins have been replaced by Gaussian shaped filter (GF) and Tukey filter (TF) to calculate Mel 
Frequency Cepstral Coefficients (MFCC). This work performs an experimental evaluation of three simple 
modelling techniques namely, Fuzzy c-means, FVQ2 and NFVQ. Among these NFVQ shows significant 
improved performance compared to Fuzzy c-means and FVQ2. For about 10 s of training and testing 
speech data of speakers the efficiency for NFVQ, FVQ2 and Fuzzy c-means are 98.8%, 73.33, and 8, 
respectively, for a set of 630 speakers taken from the TIMIT database. We additionally got 5% outright 
EER change for both-sex trials on the 10 s-10 s condition contrasted with the FVQ2 approach. 

I ndex -terms: gaussian filter, triangular filter, tukey filter, subbands, MFCC, vector quantization, novel fuzzy 
vector quantization. 
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Accuracy Comparison using Different 
Modeling Techniques under Limited Speech 

Data of Speaker Recognition Systems 
Satyanand Singh α  σ

 & Ajeet Singh   

Abstract- Pointing towards programmed machine learning by human, a technique for speaker recognition with speaker 
identity in light of man machine interface is an interest of science. Motivated by the same, we propose a philosophy to 
recognize speakers. Inside of our investigation, obtaining speech signal, analysis of spectrogram, neutralization, 
extraction of speaker specific features for recognition, mapping of speech using Novel Vector Quantization (NFVQ) is 
presented. NFVQ is particularly suitable for colossal arrangement of information and yield discourse mapping. 
Furthermore Speaker Recognition by utilizing NFVQ Model additionally will be exhibited in this paper. During feature 
extraction, traditional triangular shaped bins have been replaced by Gaussian shaped filter (GF) and Tukey filter (TF) to 
calculate Mel Frequency Cepstral Coefficients (MFCC). This work performs an experimental evaluation of three simple 
modelling techniques namely, Fuzzy c-means, FVQ2 and NFVQ. Among these NFVQ shows significant improved 
performance compared to Fuzzy c-means and FVQ2. For about 10 s of training and testing speech data of speakers the 
efficiency for NFVQ, FVQ2 and Fuzzy c-means are 98.8%, 73.33, and 8, respectively, for a set of 630 speakers taken 
from the TIMIT database. We additionally got 5% outright EER change for both-sex trials on the 10 s-10 s condition 
contrasted with the FVQ2 approach. 
Index-terms: gaussian filter, triangular filter, tukey filter, subbands, MFCC, vector quantization, novel fuzzy 
vector quantization. 

  

A speaker recognition system mainly consists of two main modules, speaker 
specific feature extractor as a front end followed by a speaker modelling technique for 
generalized representation of extracted features [1, 2]. Since long time MFCC is 
considered as a reliable front end for a speaker recognition application because it has 
coefficients that represents audio, based on perception [3, 4]. In MFCC the frequency 
bands are positioned logarithmically which approximated the human auditory systems 
response more closely than the linear spaced frequency bands of FFT or DCT. The 
main speaker specific information is pitch [5], residual phase [6], prosody [7], dialectical 
features [8] etc.  These features are related with vocal chord vibration and it is very 
difficult to extract speaker specific information [9]. The MFCC modeled by Fuzzy c-
Means, FVQ2 and NFVQ [10] technique. 

In this paper a NFVQ is proposed for speaker recognition modelling. All the 
above vector quantization routines perform the codebook outline by utilizing crisp 
choice making systems [11],  the feeling that every preparation vector is allocated to one  
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and only group. Inevitably, these routines overlook the likelihood that a particular 
preparing vector might likewise have a place with another group. Fuzzy set theory 
created by Zadeh has been seen as a distinct option for more conventional 
contemplations keeping in mind the end goal to manage perplexing, poorly 
characterized and less scientifically justifiable frameworks [12].  

The fundamental issue in Fuzzy logic is that a particular item can be allocated 
to more than one bunch with specific degrees of support [13]. The use of Fuzzy systems 
in speaker recognition gives two fundamental advantages. Firstly, Fuzzy set hypothesis 
can show the vulnerability included in the information set of the preparation vectors 
[14]. Furthermore, it offers a computational system, which is algorithmically furnished 
with a strong and all around organized scientific foundation [15]. The Fuzzy logic 
strategies, which can be productively utilized as a part of speaker recognition, are 
principally in view of Fuzzy bunching investigation [16]. The most illustrative Fuzzy 
bunching calculation is the understood Fuzzy c-means system, which was produced by 
Bezdek in [17]. The Fuzzy c-means system regards every group as a Fuzzy set and along 
these lines, the codebook configuration is a delicate choice making procedure [18]. Since 
Fuzzy grouping can demonstrate the vulnerability included in the segment of the 
preparation vector space, it can be utilized to take out or if nothing else fundamentally 
diminish the reliance of the codebook outline on the introduction [19].  

In this paper we propose a NFVQ algorithm for speaker recognition. In the first 
step, we introduce a simple modification of the fuzzy c-means objective function and 
reformulate this objective function. In the next step, we extract analytical learning 
conditions for the codebook design by minimizing the reformulated function. In many 
real situations, fuzzy clustering is more natural than hard clustering, as objects on the 
boundaries between several classes are not forced to fully belong to one of the classes, 
but rather are assigned membership degrees between 0 and 1 indicating their partial 
memberships. So the present study was undertaken with the objective of to find out the 
speaker recognition efficiency improving components with the help of a novel 
algorithms. 

II.
 FUZZY

 CLUSTERING
 

FOR
 VECTOR

 QUANTIZATION
 

In SR Vector quantization is fretful with the demonstration of a set of unlabeled 

data vectors 𝑋𝑋 = {𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3 … . , 𝑥𝑥𝑛𝑛}
 

∈
 

ℝ𝑝𝑝  
by a set 𝑉𝑉 = {𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 … . , 𝑣𝑣𝑐𝑐} ∈

 
ℝ𝑝𝑝  with

 

𝑐𝑐 ≪ 𝑛𝑛. Here 𝑥𝑥𝑘𝑘
  

is called training vector and the set X
 

is referred as training set, while 

each 𝑣𝑣𝑖𝑖
 

  is called codebook vector and the set V is referred  as codebook. The key issue 
in vector quantization is the codebook outline. The codebook can be composed by 
utilizing hard or crisp choice making systems. In

 
both cases, the nature of the last 

codebook is generally assessed by the accompanying normal distortion measure,
 

                                      𝐷𝐷 = 1
𝑛𝑛
∑ min

1≤𝑖𝑖≤𝑐𝑐
{‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2}𝑛𝑛

𝑘𝑘=1                                          
 

We depict two Fuzzy grouping based vector quantization calculations in next 
segment, which are understood Fuzzy c-means and the FVQ2 created by Karayiannis 
and Pai in [20].

 

a)
 

The Fuzzy c-Means Algorithm
 

The Fuzzy c-means is the most generally utilized calculation to deliver 

constrained fuzzy c-partitions in speaker recognition [21]. ui

 

k = {ui(xk), 1 ≤ i ≤ c, 1 ≤
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k ≤ n } represents membership degree of the kth  training vector to ith  cluster. There are 
constrained  in cluster  if the next three conditions are satisfied, 

                                               0 ≤ 𝑢𝑢𝑖𝑖 𝑘𝑘 ≤ 1 ,     ∀ 𝑖𝑖,𝑘𝑘                                       

                                    0 < �𝑢𝑢𝑖𝑖 𝑘𝑘 < 𝑛𝑛,       ∀ 𝑖𝑖                                   
𝑛𝑛

𝑘𝑘=1
 

                                              ∑ 𝑢𝑢𝑖𝑖  𝑘𝑘 = 1,                ∀𝑘𝑘𝑐𝑐
𝑖𝑖=1                            

At whatever point the last situation is not fulfilled the Fuzzy c-means is said to 
be unconstrained. The usage of the Fuzzy c-means depends on the minimization, under 
the fairness imperative given in eq. (2),  

                                                               𝐽𝐽𝑚𝑚 = ��(𝑢𝑢𝑖𝑖 𝑘𝑘)𝑚𝑚‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2                                  
𝑐𝑐

𝑖𝑖=1

𝑛𝑛

𝑘𝑘=1

 

Where m ∈ (1,∞) is a component to adjust the membership degree weighting 
effect. The cluster centers (codebook vectors) and the membership degrees that take 
care of the above compelled improvement issue are separately given by the 
accompanying mathematical statements [13], 

                                        𝑣𝑣𝑖𝑖 =
∑ (𝑢𝑢𝑖𝑖 𝑘𝑘)𝑚𝑚   𝑥𝑥𝑘𝑘𝑛𝑛
𝑘𝑘=1
∑ (𝑢𝑢𝑖𝑖 𝑘𝑘)𝑚𝑚𝑛𝑛
𝑘𝑘=1

  ,              1 ≤ 𝑖𝑖 ≤ 𝑐𝑐  

And 

                              𝑢𝑢𝑖𝑖 ,𝑘𝑘 =
1

∑ �‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖
�𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑗𝑗 �

�

2
𝑚𝑚−1

𝑐𝑐
𝑗𝑗=1

  , 1 ≤ 𝑖𝑖 ≤ 𝑐𝑐 , 1 ≤ 𝑘𝑘 ≤ 𝑛𝑛  

Mathematical statements in eq. (4) and (5) speak to an iterative enhancement 
methodology, where m is the Fuzziness controlling parameter.  If m takes extensive 
values then the participation degrees of every preparation vector tend to approach 1/c.  

In what follows, results due to the case studies are presented to minimize the 
objective function to enhance the percentage of speaker recognition accuracy. For 
example, let us consider a case of 64 clusters and 35 iteration. Fuzzy c-means clustering 

and its minimum objective function 𝐽𝐽𝑚𝑚= 0.1878. Fig. 1 shows the plot of objective 
function by fuzzy c-means clustering. 

 

Fig. 1 :
 
Plot of objective function  Jm

 
of Fuzzy c-means clustering
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Fig. 2  shows the plot of distortion of the spea kers using fuzzy c-means clustering.  

 

Fig. 2 :  Plot of distortion measurement by fuzzy c-means clustering  

Distortion of the voice data of the speakers during testing phase using fuzzy c-
means clustering.  D = 6.4711, 6.0261, 12.6531, 5.6056, 10.0395, 5.968, 8.0071, 5.6889, 
13.0149, 6.0971, 5.6337, 5.8435, 5.5733, 5.5329, 6.5637, 13.8927, 5.6554, 4.9273, 6.6624, 
4.6669, 5.8925, 14.5138, 8.4431, 9.9943, 5.7945, 10.0552, 6.195, 6.6755, 5.192, 7.1233, 
6.7116, 12.066, 5.209, 5.4083, 6.2515.  

b)  Fuzzy Vector Quantization2  
Vector quantization is completed by relating every preparation vector to a 

solitary codebook vector. In this manner, the utilization of the Fuzzy c-means to vector 
quantization ought to be founded on relegating every preparation vector to the 
codebook vector. In any case, such a fresh understanding of the Fuzzy c-means amid 
the codebook configuration may affect the nature of the last codebook, since this 
methodology shrouds the presence of anomalies and replaces them by their nearest 
codebook vectors.  

The arrangement of the codebook vectors that fit in with the hyper circle focused 

at the kth  preparing vector is meant as 𝑇𝑇𝑘𝑘 . At that point, the move from Fuzzy to crisp 
mode is proficient by steadily contracting the covering hyper circles amid the grouping 
procedure. In addition, it was found that the move speed straightforwardly influences  

the nature of the subsequent codebook [20]. As the configuration procedure continues, 

the set 𝑇𝑇𝑘𝑘 is upgraded by taking after method:  

In the ν-th iteration the set  Tk
(v)

  contains  ℵTk
(v)  codebook vectors. The average 

distance is defined as,  

                                            𝑑̌𝑑𝑘𝑘
(𝑣𝑣) =

1
ℵ(𝑇𝑇𝑘𝑘

(𝑣𝑣))
   � ‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2 

𝑣𝑣𝑖𝑖  ∈  𝑇𝑇𝐾𝐾
(𝑣𝑣)

                          

The  𝑇𝑇𝑘𝑘   is updated in the  (𝑣𝑣 + 1)𝑡𝑡ℎ  iteration as follows,  

                                 𝑇𝑇𝑘𝑘
(𝑣𝑣+1) = �𝑣𝑣𝑖𝑖 ∈ 𝑇𝑇𝑘𝑘

(𝑣𝑣): ‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2 ≤ 𝑑̌𝑑𝑘𝑘
(𝑣𝑣)�                                                 

The above upgrading guideline requires that the enrollment degrees of xk  to the 

codebook vectors, which during the  (𝑖𝑖 + 1)𝑡𝑡ℎ   iteration are removed from the set Tk
(v)  , 

are set equal to zero. In this manner, at first, every preparation vector is relegated to 
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the majority of the codebook vectors. These sureties the interest of all the codebook 
vectors in the codebook outline process. As this improvement continues, the cardinality 

ℵ(Tk
(v)) of the set Tk diminishes, until Tk will incorporate stand out component. For this 

situation the k-th preparing vector is exchanged from Fuzzy to crisp mode. For 
assessment reasons, from the methodologies created in [13], we utilize the FVQ2 
calculation, in light of the fact that just this calculation is specifically identified with 
the compelled minimization of the target capacity given in eq. (3). The usage of the 
FVQ2 requires that the codebook vectors are redesigned by utilizing eq. (4). 

Additionally, in the v-th emphasis, if the preparation vector 𝑥𝑥𝑘𝑘  is in fuzzy mode its 
participation degrees are figured as, 

                                       𝑢𝑢𝑖𝑖 𝑘𝑘 =
1

∑ �‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖
�𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑗𝑗 �

�

2
𝑚𝑚−1

𝑣𝑣𝑗𝑗 ∈𝑇𝑇𝑘𝑘
(𝑣𝑣)

 ,𝑤𝑤𝑤𝑤𝑤𝑤ℎ  𝑣𝑣𝑖𝑖 ∈ 𝑇𝑇𝑘𝑘
(𝑣𝑣)                             

while in the event that 𝑥𝑥𝑘𝑘  is in fresh mode then the participation degrees are given by 
the following closest neighbor condition, 

                          𝑢𝑢𝑖𝑖 𝑘𝑘 = �1 , 𝑖𝑖𝑖𝑖 ‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2 = min1≤𝑖𝑖≤𝑐𝑐{‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2}
0, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

�                               

Alluding to the last comparison, the utilization of eq. (4) is still legitimate, 

subsequent to for this situation it holds that (𝑢𝑢𝑖𝑖
 
𝑘𝑘) 𝑚𝑚 = 𝑢𝑢𝑖𝑖

 
𝑘𝑘
 

notwithstanding the 
estimation of m. To this end, the FVQ2 calculation comprises on iteratively utilizing 
the eqs (4), (8) and (9) to figure the codebook vectors and the participation degrees, in 
blend with the beforehand dissected methodology for the move from fuzzy to crisp 
decisions.  FVQ2 clustering and its minimum objective function d�k

(v)
=0.1887. Fig. 3   

shows the plot of objective function by FVQ2.
 

 

Fig. 3 :

 

Plot of objective function of Fuzzy Vector Quantization2 clustering
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Fig. 4 :

 

Plot of distortion measurement of Fuzzy Vector Quantization2

 

Distortion of the voice data of the speakers during testing phase using FVQ 2 
clustering.  D =6.3721, 5.8452, 13.1923, 5.6251, 10.963, 6.3408, 7.938, 5.582, 13.319, 
6.163, 5.296, 5.785, 5.412, 5.264, 6.011, 14.384, 5.815, 5.131, 7.005, 4.492, 5.362, 14.482, 
9.007, 10.723, 5.671, 10.07, 6.0151, 6.7238, 5.2056, 6.6534, 7.0366, 12.4455, 5.1927, 
5.3277, 6.1519.

 

III.

 

THE

 

NOVEL

 

FUZZY

 

VECTOR

 

QUANTIZATION

 

ALGORITHM

 

In this section we present a detailed analysis of the NFVQ algorithm. The 
algorithm is based on the following novel objective function of the fuzzy c-means

 

method, 

𝐽𝐽 = ��𝑓𝑓(𝑢𝑢𝑖𝑖

 

𝑘𝑘)‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2

   

  

   

𝑐𝑐

𝑖𝑖=1

𝑛𝑛

𝑘𝑘=1

 

With

  

                                            𝑓𝑓(𝑢𝑢𝑖𝑖

 

𝑘𝑘) = 1
2
𝑢𝑢𝑖𝑖𝑖𝑖 + 1

2
(𝑢𝑢𝑖𝑖𝑖𝑖)2                                          

 

Where 𝑢𝑢𝑖𝑖𝑖𝑖

 

is the membership degree of the k-th training vector to the i-th

 

codebook vector. The objective is to minimize the above function under the following 
equality constraint,

 

�𝑢𝑢𝑖𝑖𝑖𝑖 = 1,       ∀

 

𝑘𝑘
𝑐𝑐

𝑖𝑖=1

 

The membership degrees and the codebook vector values that

 

solve the above 
minimization problem are given by the following theorems,

 

Theorem 1

 

  

If  𝑣𝑣𝑖𝑖

 

are settled then 𝑢𝑢𝑖𝑖𝑖𝑖

 

that minimize J in eq

 

(10), under the imperative in eq. 
(12),  is presented as follows,

 

                    𝑢𝑢𝑖𝑖𝑖𝑖 =
𝑐𝑐 + 2

2
.

1

∑ �‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖
�𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑗𝑗 �

�
2

𝑐𝑐
𝑗𝑗=1

−
1
2
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Fig. 4 shows the plot of distortion of the speakers using FVQ2 clustering.



 

𝐹𝐹(𝑢𝑢𝑖𝑖𝑖𝑖 , 𝜆𝜆𝑘𝑘) = �𝑓𝑓(𝑢𝑢𝑖𝑖𝑖𝑖)‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2 − 𝜆𝜆𝑘𝑘 ��𝑢𝑢𝑖𝑖𝑖𝑖 − 1
𝑐𝑐

𝑖𝑖=1

�
𝑐𝑐

𝑖𝑖=1

 

The partial derivative of the Lagranian with respect to 𝜆𝜆𝑘𝑘

 

is,

 

𝜕𝜕𝜕𝜕(𝑢𝑢𝑖𝑖𝑖𝑖 , 𝜆𝜆𝑘𝑘)
𝜕𝜕𝜆𝜆𝑘𝑘

= −��𝑢𝑢𝑖𝑖𝑖𝑖 − 1
𝑐𝑐

𝑖𝑖=1

�

 

Equating the above derivative equal to zero and get the eq. (12). 

 

                                
𝜕𝜕𝜕𝜕(𝑢𝑢𝑖𝑖𝑖𝑖 ,𝜆𝜆𝑘𝑘)

𝜕𝜕𝑢𝑢𝑖𝑖𝑖𝑖
= 𝜕𝜕𝜕𝜕 (𝑢𝑢𝑖𝑖𝑖𝑖 )

𝜕𝜕𝑢𝑢𝑖𝑖𝑖𝑖
‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2 − 𝜆𝜆𝑘𝑘                                        

 

Considering (𝑢𝑢𝑖𝑖𝑖𝑖), in eq. (11), the eq. (14) can be written as,

 

𝜕𝜕𝜕𝜕(𝑢𝑢𝑖𝑖𝑖𝑖 , 𝜆𝜆𝑘𝑘)
𝜕𝜕𝑢𝑢𝑖𝑖𝑖𝑖

= �
1
2

+ 𝑢𝑢𝑖𝑖𝑖𝑖� ‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2 − 𝜆𝜆𝑘𝑘

 

Setting the above derivative equal to zero and illuminating as for 𝑢𝑢𝑖𝑖𝑖𝑖

 

we get the 
following equation,

 

                                           𝑢𝑢𝑖𝑖𝑖𝑖 = 𝜆𝜆𝑘𝑘
‖𝑥𝑥𝑘𝑘−𝑣𝑣𝑖𝑖‖2 −

1
2
                          

 

 

Combining eqs (16) and (12) it follows that,

 

��
𝜆𝜆𝑘𝑘

�𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑗𝑗 �
2 −

1
2�

= 1
𝑐𝑐

𝑗𝑗=1

 

Fathoming the last mathematical statement concerning 𝜆𝜆𝑘𝑘

 

and substituting into 
eq. (16) we can without much of a stretch determine the eq. (13). This finishes the 
confirmation of the theorem 1

 

Theorem 2

 

In the event that the  𝑢𝑢𝑖𝑖𝑖𝑖

 

are settled, then the cluster centers 𝑣𝑣𝑖𝑖

 
that minimize J 

in eq. (11) is given by the following mathematical equation.

 

𝑣𝑣𝑖𝑖 =
∑ 𝑓𝑓(𝑢𝑢𝑖𝑖𝑖𝑖)𝑥𝑥𝑘𝑘𝑛𝑛
𝑘𝑘=1
∑ 𝑓𝑓(𝑢𝑢𝑖𝑖𝑖𝑖)𝑛𝑛
𝑘𝑘=1

                          

 

Proof 

In perspective of eq. (10), setting the  partial derivative  
𝜕𝜕𝜕𝜕

𝜕𝜕𝑣𝑣𝑖𝑖�
 

equal to zero and 

tackling regarding  𝑣𝑣𝑖𝑖
 
we can undoubtedly get the eq. (18). This finishes the verification 

of  of theorem 2.
 

Substituting eq. (13) into the objective function in (10) we can easily obtain the 
following reformulating function, 

𝑅𝑅𝐽𝐽 = 𝑅𝑅𝐽𝐽1 + 𝑅𝑅𝐽𝐽2
  

                                 
 

 

Accuracy Comparison using Different Modeling Techniques under Limited Speech Data of Speaker 
Recognition Systems

  

1

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
V
I   

Is
s u
e 

  
  
er

sio
n 

I
V

II
Y
ea

r
20

16

© 2016    Global Journals Inc.  (US)

7

  
 

( F
)

(14)  

(15)  

(16)  

(17)  

(18)  

(19)  

Notes

Proof 
By eq. (12), the Lagranian of eq.(10) for a only one  training vector𝑥𝑥𝑘𝑘 is,



 

𝑅𝑅𝐽𝐽1 =
2 + 𝑐𝑐

4
���‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2 ��

‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2

�𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑗𝑗 �
2

𝑐𝑐

𝑗𝑗=1

�

−1

�
 

𝑐𝑐

𝑖𝑖=1

𝑛𝑛

𝑘𝑘=1  

−
1
4
��‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2

𝑐𝑐

𝑖𝑖=1
 ⇒  

𝑛𝑛

𝑘𝑘=1
 

 

𝑅𝑅𝐽𝐽1 = 𝑐𝑐
2 + 𝑐𝑐

4
���

1

�𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑗𝑗 �
2

𝑐𝑐

𝑗𝑗=1

�

−1𝑛𝑛

𝑘𝑘=1
 

                                       
      −

1
4
��‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2

                                                  

𝑐𝑐

𝑖𝑖=1

𝑛𝑛

𝑘𝑘=1  

Relationally,  

𝑅𝑅𝐽𝐽2 =
4 − 𝑐𝑐2

8
���

1
‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2

𝑐𝑐

𝑖𝑖=1

�
−1𝑛𝑛

𝑘𝑘=1
 

+
1
8
��‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2                                                   

𝑐𝑐

𝑖𝑖=1

𝑛𝑛

𝑘𝑘=1

 

 
Substituting (20) and (21) into (19), the reformulating function is novel as follows,  

𝑅𝑅𝐽𝐽 = 𝐾𝐾1 ���
1

‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2

𝑐𝑐

𝑖𝑖=1

�
−1𝑛𝑛

𝑘𝑘=1

− 𝐾𝐾2 ��‖𝑥𝑥𝑘𝑘 − 𝑣𝑣𝑖𝑖‖2
𝑐𝑐

𝑖𝑖=1

                            
𝑛𝑛

𝑘𝑘=1
 

Where  

                                         𝐾𝐾1 = (2+𝑐𝑐)2

8
  𝑎𝑎𝑎𝑎𝑎𝑎   𝐾𝐾2 = 1

8                                                

By minimizing the reformulating function in (22) with respect to the codebook 
vectors, the gradient-descent based learning rule for the i-th codebook vector is given 
as, 

                               𝑣𝑣𝑖𝑖(𝑡𝑡 + 1) = 𝑣𝑣𝑖𝑖(𝑡𝑡) − 𝑎𝑎(𝑡𝑡)∑ 𝑓𝑓�𝑢𝑢𝑖𝑖𝑖𝑖(𝑡𝑡)�𝑥𝑥𝑘𝑘𝑛𝑛
𝑘𝑘=1  

Where f(uik )  is given in eqn. (11), and a(t)  is the learning rate parameter, which 
can be calculated as follows,  

                                             𝑎𝑎(𝑡𝑡) = 𝑎𝑎0 �1 − 𝑡𝑡
𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚

�                                     

Where a0  the initial is value for the learning parameter, and tmax  is the 
maximum number of iteration. Based on the above analysis, the proposed fuzzy learning 
vector quantization algorithm for speaker recognition given as follows,  
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(20)   

(21)  

(22)  

(23)  

(24)  

(25)  

Notes



The Novel vector quantization for speaker recognition 

Randomly select initial values for the  𝑣𝑣𝑖𝑖 . 
Set values for the design parameters  𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚   and 𝑎𝑎0. 

For 𝑡𝑡 = 1 𝑡𝑡𝑡𝑡     tmax    
             Using eqn (13) calculate the  𝑢𝑢𝑖𝑖𝑖𝑖  
Using eqn. (11) calculate 𝑓𝑓(𝑢𝑢𝑖𝑖𝑖𝑖)(1 ≤ 𝑖𝑖 ≤ 𝑐𝑐, 1 ≤ 𝑘𝑘 ≤ 𝑛𝑛). 
                     For 𝑖𝑖 = 1 𝑡𝑡𝑡𝑡 𝑐𝑐 
Using eqn. (24) to update the codebook vectors. 
                  Endfor 
        Endfor 
End 

NFVQ clustering and its minimum objective function J=0.073. Fig. 5 shows the 
plot of objective function by novel Fuzzy vector quantization. 

 

Plot of objective function of Novel Fuzzy Vector Quantization 

Fig. 6 shows the plot of distortion of the speakers using NFVQ clustering.  

 

Fig. 6 :

 

Plot of distortion measurement of NFVQ

 

Distortion of the voice data of the speakers during testing phase using NFVQ.  D 
= 6.1162, 5.2875, 8.4223, 4.5901, 10.5284, 6.4421, 7.6078, 5.1621, 11.9275, 6.1786, 
4.8972, 5.3811, 4.8904, 5.2311, 5.3065, 13.3695, 5.3833, 5.3433, 7.2431, 4.334, 4.7034, 
5.8735, 8.7089, 10.0453, 5.4298, 9.2664, 5.3304, 6.1129, 5.2765, 6.1359, 6.4721, 11.205, 
5.0118, 5.2669, 5.4778.

 

In the following section we present the experimental results.
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IV.  EXPERIMENTAL  RESULTS  

The proposed algorithm was implemented in MATLAB and results were 
compared with those of the Fuzzy c-Means and FVQ2 algorithms.  

The proposed speaker recognition system efficiency is evaluated with the 
following design parameters  𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚  = 35 and  𝑎𝑎𝑜𝑜= 0.5 codebook size = 256. The 
experiment uses two sets of databases TIMIT and self-collected database.  

a)  Experimental Result  

The performance of MFCC based classifier has been evaluated where each 
feature set was tested using TF, GF and Tukey Filter. A total 1000 utterances were put 
to test for 100 speakers. For the above cases, recognition accuracy has been calculated 
using the expression:  

Percentage of Identification Accuracy=No of utterance correctly identified/Total 
No of utterance under test.

 

Table I shows the identification accuracies of TIMIT database for TF, GF and 
Tukey based filters and Fuzzy c-means, FVQ2 and NFVQ techniques respectively. It 
can be observed from this table that use of GF and NFVQ show significant 
improvement. 

Table 1 :
 

Speaker Recognition of TIMIT Database
 

Filters
 

Fuzzy c-Means Accuracy (%)
 
FVQ 2 Accuracy (%)

 
NFVQ Accuracy (%)

 

Triangular Filter

 

96.9

 

97

 

97.2

 

Gaussian Filter

 

98.1

 

98.3

 

98.8

 

Tukey Filter

 

97.3

 

97.5

 

97.9

 

It can be observed from this table that the combination of GF and NFVQ 
algorithms shows significant improvement up to 98.8%. In a real life situation, a 
biometric security system, which is usually imperfect, the characteristic curves of FRR 

and FAR intersect at a certain point called ‘Equal Error Rate (EER). If one fixes a 
very low threshold value, then the system would exhibit very low FRR and very high 
FAR and accept all identity claims. Alternatively, if one fixes a very high threshold 
value, then the system would exhibit very high FRR and very low FAR and reject all 

identity claims. In this context, one could plot a curve called ‘Receiver Operating 

Characteristic (ROC)’, which involves FRR and FAR. ROC curve is a graphical 
indication of the system performance. Fig. 7 shows a typical EER curve.
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Fig. 7 : Plot of Equql Error Rate 

Fig. 8 shows a typical DET curve showing the optimum detection cost for Fuzzy 
c-means clustering based speaker recognition system. In Fuzzy c-means clustering the 
EER is 6.5. 

 

Fig. 8 : Plot of DET showing the optimum detection cost for Fuzzy c-means 

Fig. 9 shows a typical DET Curves showing the optimum detection cost for 
FVQ2 clustering based speaker recognition system and EER is 6.1. 
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Fig. 9 :  Plot of DET showing the optimum detection  cost for FVQ2  

Fig. 10 shows typical DET curve of optimum detection cost for NFVQ clustering 
based speaker recognition system and EER is 5.5.  In this case the EER is minimum 
compare to fuzzy c-means and FVQ2. Proposed NFVQ algorithm gives the lower EER 
that is 5.6, FVQ2 algorithms gives medium EER performance that is 5.9.  Finally, the 
Fuzzy c-means provided the highest EER of 6.1.  

 
Fig. 10 :  Plot of DET showing the optimum detection cost for NFVQ  
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Fig. 11 :

 

Plot of DET Curves for a speaker recognition evaluation

 

V.

 

CONCLUSION AND

 

FUTURE

 

WORK

 

This paper presented the evaluation of a NFVQ algorithm for speaker 
recognition. The calculation was intended to catch the favorable circumstances gave by 
Fuzzy choice making procedures, while keeping up the computational abilities 
accomplished by fresh crisp making procedures. This was accomplished by developing 
and reformulating a novel objective function for the well known fuzzy c-means. Several 
simulations were performed, in which the proposed algorithm was compared to other 
techniques found in the literature.  The objective function is minimized and distortion 
of the new NFVQ approach is reduced when compared with the objective function and 
distortion of Fuzzy c-means, and FVQ2. The NFVQ clustering algorithm for speaker 
recognition is promising as it shows improvement compared to other methods. Equal 
Error Rate (EER) due to NFVQ is very small when compared to the EER due to Fuzzy 
c-means clustering and FVQ2 hence NFVQ algorithm for speaker recognition is better 
than the others. The aftereffect of this examination demonstrates that the calculation 
can be utilized as a solid instrument as a part of speaker recognition applications. The 
system performance and speaker recognition efficiency can be further improved by using 
systematic hierarchical database.
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Fig. 11 shows a typical DET Curves showing the speaker recognition evaluation 
for NFVQ, FVQ2 and Fuzzy c-means clustering techniques.
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σ &   Ran Vijay Kumar Singh 
ρ 

Abstract- In this paper, we have suggested a class of improved ratio estimators for finite population variance.  The 
proposed class of estimators is obtained by transforming both the sample variances of study and auxiliary variables. 
The MSE of the proposed estimators have been obtained and the conditions for their efficiency over some existing 
variance estimators have been established. The present family of finite variance estimator, having obtaining the optimal 
values of the constants, exhibit significant improvement over the estimators considered in the study. The empirical study 
is also conducted to corroborate the theoretical results and the results show that the proposed class of estimators is 
more efficient.  
Keywords: efficiency, mean square error, ratio estimator, finite population, variance. 

I. Introduction 

The variation of produce or yields in the manufacturing industries and 
pharmaceutical laboratories are sometime a matter of concern to researchers (Ahmed et 
al. [2]). The use of supplementary (auxiliary) information, being constant with unit (e.g. 
population mean, population standard deviation, e.t.c.) or unit free constant (e.g. 
Coefficient of variation, Kurtosis, e.t.c.), can enhance the efficiency at the estimation 
stage. In recent past, this concept has been utilized by several authors to improve the 
efficiency of ratio and product type estimators for estimating population mean as well 
population variance of study variable.  

In this paper, an improved class of ratio estimators for estimating finite 
population variance has been proposed with objective to produce efficient  estimators 
and their properties have established. 

Let Ω = (1 2, 3 …𝑁𝑁) be a population of size 𝑁𝑁 and 𝑌𝑌,𝑋𝑋 be two real valued 

functions having values(𝑌𝑌𝑖𝑖 ,  𝑋𝑋𝑖𝑖) ∈ ℝ+ > 0 on the 𝑖𝑖𝑡𝑡ℎ  unit of 𝑈𝑈(1 ≤ 𝑖𝑖 ≤ 𝑁𝑁). We assume 

positive correlation 𝜌𝜌 > 0 between the study variable 𝑌𝑌 and auxiliary variable 𝑋𝑋. Let 2
yS  

and 2
xS  be the finite population variance of 𝑌𝑌 and 𝑋𝑋 respectively and 2

ys  and 2
xs  be 

respective sample variances based on the random sample of size n
 
drawn without 

replacement.
 

Singh et al. [8] defined the general family of estimators for estimating finite 

population variance 2
yS  of the study variable 𝑌𝑌 as 
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 +
 =

− + − −                           

(1.1)  

where a and b are constants based on auxiliary variable X like coefficient of skewness, 
kurtosis and correlation coefficient  etc. α is the constant that minimizes the mean 
square error (MSE) of the estimator. Table 1 shows some members of η -family for 
different values of ,a b and α . 

The MSEs/Variance of the estimators in Table 1 are given below: 
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N N n n

i i i i
i i i i

X X Y Y x x y y
N N n n= = = =

= = = =∑ ∑ ∑ ∑  

/2 /2
20 02

1 , rs
rs r sn

λγ ψ
λ λ

= =
 

and  ( ) ( )
1

1
1

N r s
rs i i

i
Y Y X X

N
λ

=

= − −
− ∑

 

The MSE of η to second order approximation is given below:
 

    
( ) ( ) ( ) ( )2 2 2

40 04 221 1 2 1yMSE Sη γ ψ α θ ψ αθ ψ = − + − − −    (1.4) 

The ( )MSE η
 

expression is minimized for the optimum values of α
 

given by 

equation (1.5). This is obtained by partial differentiation of equation (1.4) with respect 
to .α   

                         

( ) ( ) ( )
( )

2
224

40min
04

1
1

1yMSE S
ψ

η γ ψ
ψ

 −
= − − 

−  
    (1.5) 

Many other researchers including Kadilar and Cingi [6], Yadav and Kadilar [15], 
Singh and Solanki [10], Gupta and Shabir [3], Subramani and Kumarapandiyan [13], 
Singh and Vishwakarma [11], Singh, et al. [9], Sanaullah, et al. [7] and Solanki and 
Singh [12] have significantly contributed to the improvement of both ratio and product 
mean & variance estimators in sampling survey.
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II. Proposed Estimator 

After studying the related finite population variance estimators stated in section 

1 and motivated by the work of Yadav and Kadilar [16] and Adewara et al.[1] 
estimators for population mean in which the former (i.e. Yadav and Kadilar [16]) equals 

the latter (i.e. Adewara et al.[1]) when 1 2 3 4 5 6 1k k k k k k= = = = = = . Their estimators 

are defined as  

*
1 1

Xk y
x

η ∗
∗

 
=  

 
, *

2 2
xk y
X

η
∗

∗  
=  

 
, *

3 3
x

x

X Ck y
x C

η ∗
∗

 +
=  + 

, 

*
4 4

x

x

x Ck y
X C

η
∗

∗  +
=  + 

, *
5 5

Xk y
x

ρη
ρ

∗
∗

 +
=  + 

, *
6 6

xk y
X

ρη
ρ

∗
∗  +

=  + 
 

Where x ∗  and y ∗  are the respective sample means of the auxiliary and study 

variables, having the relationship: (1) ( )1X f x f x ∗= + −   (2)  ( )1Y f y f y ∗= + −  where 
nf
N

=
 
is finite population correction, , 1, 2,3, 4,5,6,ik i =

 
are real constants.

 

 We proposed the following class of ratio estimator 

2
* 2*
1 1 2*

x
y

x

Sk s
s

τ
 

=  
 

, 
2

* 2*
2 2 2*

x x
y

x x

S Ck s
s C

τ
 −

=  − 
, 

2
* 2* 2
3 3 2*

2

( )
( )

x
y

x

S xk s
s x

βτ
β

 −
=  − 

, 
2

* 2* 2
4 4 2*

2

( )
( )

x x
y

x x

S x Ck s
s x C
βτ
β

 −
=  − 

, 

2
* 2* 2
5 5 2*

2

( )
( )

x x
y

x x

S C xk s
s C x

βτ
β

 −
=  − 

, 
2

* 2* 2
6 6 2*

2

( )
( )

x
y

x

S xk s
s x

βτ
β

 +
=  +   

Where 2
xs ∗  and 2

ys ∗  are the respective sample finite variances of the auxiliary and 

study variables, having the relationship: (1) ( )2 2 21x x xS f s f s ∗= + −                              

(2)  ( )2 2 21y y yS f s f s ∗= + − with condition that 
1
2

n N< . 

In order to obtain the MSE, we defined 
2 2

0 2
y y

y

s S
e

S
−

=  and 
2 2

1 2
x x

x

s Se
S
−

=  such that 

                    
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

2
0 1 0 40

2
1 04 0 1 22

0, 1

1 , 1

E e E e E e

E e E e e

γ ψ

γ ψ γ ψ

= = = − 


= − = − 
    (2.1) 

Expressing , 1, 2,3, 4,5,6,i iτ ∗ = in terms of 0e  and 1e , we have 

                        

( )( )
( )( )

12
0 1

12
0 1

1 1 1

1 1 2,3,4,5,6

i y
i

i y i

k S ve ve i

k S ve vh e i
τ

−

∗

−

− − = = 
− − = 

                    (2.2) 

We now assume that 1 1ve <  and 1 1ivh e < so that ( ) 1
11 ve −−  and ( ) 11 i ivh e −−  are 

expandable. Expanding the right hand side of (2.2) up to second degree approximation, 
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subtract 2
yS from its both sides, square the both sides and taking expectation using the 

results in equation (2.1), we obtain the MSEs of the proposed estimators as:
 

( )

( ) ( )( )
( )( )

( )

( ) ( ) ( )
( ) ( )

( )

2 2
40 04 24 2

2
22

2 2 2
40 04 24 2

2
22

1 3 2 1
1 1

2 2 1

1 3 2 1
1 2,3,4,5,6

2 2 1

i i i

y i

i i

i

i i i i

y i

i i i

k k k
S v k i

k k
MSE

k k k h
S v k i

k k h

ψ ψ
γ

ψ
τ

ψ ψ
γ

ψ

∗

   − + − −    + − =   − − −    = 
  − + − −    + − = 

  − − −   

   (2.3) 

The ( ) , 1, 2,3, 4,5,6iMSE iη =  expressions are minimized for the optimum values of 

k given by 

                   

( ) ( )
( ) ( ) ( )

2
04 22 1

2
104 22 40

1 1 1
, 1

3 1 4 1 1 1i

v Ak i
Bv

γ ψ ψ
γ ψ ψ ψ

∗ − − − +  = = =
− − − + − +  

          (2.4) 

         

( ) ( )
( ) ( ) ( )

2 2
04 22 2

2 2
204 22 40

1 1 1
, 2,3,4,5,6

3 1 4 1 1 1
i i

i
i i

v h h Ak i
Bv h h

γ ψ ψ

γ ψ ψ ψ
∗

 − − − + = = =
 − − − + − + 

         (2.5)    

where 
nv

N n
=

−
 

Replacing  ik by , 1, 2,3, 4,5,6ik i∗ =  in equation (2.3), we obtain the minimum MSE as 

                               

( )

2
4 1

1
min 2

4 2

2

1 , 1

1 , 2,3, 4,5,6

y

i

y

AS i
B

MSE
AS i
B

τ ∗

  
− =  

  = 
  − =   

                     (2.6) 

III.
 Efficiency Comparisons 

In this section efficiencies of the proposed estimators are compared with 
efficiencies of some estimators in the literature

 

The i familyτ ∗ − of estimators of the population variance is more efficient than 0η
 

if,
 

( ) ( )min 0 1, 2,3, 4,5,6iMSE Var iτ η∗ < =
 

                            

( )

( )

2
1

40
1

2
2

40
2

1 1 1

1 1 2,3, 4,5,6

A i
B

A i
B

γ ψ

γ ψ

 
− < − =     

  


  − < − =       

              (3.1) 

The i familyτ ∗ − of estimators of the population variance is more efficient than 

i familyη − if,
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( ) ( )min 1, 2,3, 4,5,6i iMSE MSE iτ η∗ < =  

                 

( ) ( ) ( )

( ) ( ) ( )

2
1

40 04 22
1

2
22

40 04 22
2

1 1 1 2 1 1

1 1 1 2 1 2,3, 4,5,6i i

A i
B

A h h i
B

γ ψ ψ ψ

γ ψ ψ ψ

 
− < − + − − − =     

  


   − < − + − − − =      

 (3.2) 

The i familyτ ∗ − of estimators of the population variance is more efficient than η  if, 

( ) ( )min min 1, 2,3, 4,5,6iMSE MSE iτ η∗ < =  

                         

( ) ( )

( ) ( )

2
1

40 04
1

2
2

40 04
2

1 1 1 1

1 1 1 2,3,4,5,6

A i
B

A i
B

γ ψ ψ

γ ψ ψ

 
− < − − − =     

  


  − < − − − =       

 
                (3.3) 

When conditions (3.1), (3.2) and (3.3) are satisfied, we can conclude that the 

family of proposed class of estimators is more efficient than the familyη − estimator. 

IV.
 
Empirical Study

 

In order to investigate the merits of the proposed estimators, we have considered 
the following two real populations given as:

 

Data 1: Subramani and Kumarapandiyan [13]
 

49, 20, 116.1633, 98.6765, 0.6904, 98.8286yN n Y X Sρ= = = = = =
 

40 04 22102.9709, 0.8508, 1.0435, 4.9245, 5.9878, 4.6977x y xS C C ψ ψ ψ= = = = = =
 

Data 2: Subramani and Kumarapandiyan [13]
 

80, 20, 51.8264, 11.2646, 0.9413, 18.3569yN n Y X Sρ= = = = = =
 

40 04 228.4563, 0.3542, 0.7507, 2.2667, 2.8664, 2.2209x y xS C C ψ ψ ψ= = = = = =  

The numerical demonstration to justify the appropriateness of the suggested 
class of variance estimator has been conducted using the two data sets. Table 2 and 
Table 3 show the mean square errors of proposed estimators and that of

 
some existing 

estimators and their percentage relative efficiencies of different estimators with respect 

to 2
ys
 
respectively.

 

V.
 

Conclusion
 

From section 3, the theoretical conditions obtained for the efficiencies of the 
proposed estimators supported by the numerical illustration in section 4 given in the 
Table 2 and 3. From the result, we infer that the suggested variance estimators produce 
a better estimate of finite population variance than the existing estimators in the sense 
of having higher percentage relative efficiency which implies lesser mean square error.
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 Table 1

 

: Some Member of η -family for different values of ,a b andα
 

Estimator

 

a
 

b
 

α
 2

0 ysη =
  

Sample variance

 

1 0 0 

2
2

1 2
x

y
x

Ss
s

η
 

=  
    

Isaki [4]

 

1

 

0

 

1

 

2
2

2 2
x x

y
x x

S Cs
s C

η
 −

=  −    
Kadilar and Cingi [5]

 

1

 
xC
 

1

 

2
2 2

3 2
2

( )
( )

x
y

x

S xs
s x

βη
β

 −
=  −   

1

 
2 ( )xβ

 

1

 

2
2 2

4 2
2

( )
( )

x x
y

x x

S x Cs
s x C
βη
β

 −
=  − 

 

2 ( )xβ
 

xC
 

1

 

2
2 2

5 2
2

( )
( )

x x
y

x x

S C xs
s C x

βη
β

 −
=  −   

xC
 

2 ( )xβ
 

1 

2
2 2

6 2
2

( )
( )

x
y

x

S xs
s x

βη
β

 +
=  + 

 Upadhyaya and Singh [14]

 

1

 
2 ( )xβ−

 

1

 

Table 2
 
: MSE of different estimators

 

Estimator  Data 1 Data 2 Estimator  Data 1  Data 2  

0η 
18719098 7191.859 

optη  
5643700  2657.427  

familyη − 
(Singh et al. [7] estimators) 

familyτ ∗ −  
(Newly proposed estimators)  

1η 
7235316 3924.948 

1τ
∗

 
3053941  429.9105  

2η 
7236528 4003.906 

2τ
∗

 
3054289  438.3024  

3η 
7242278 4249.508 

3τ
∗

 
3055940   464.3576  

4η 
7235519 3952.035 

4τ
∗

 
3053999   432.7903  

5η 
7241987  4372.127 

5τ
∗

 
3055857   477.3385  

6η 
7228378  3658.199 

6τ
∗

 
3051947   401.5034  
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Table 3

 

: PRE of different estimators with respect to 2
ys

 Estimator

 

Data 1

 

Data 2

 

Estimator

 

Data 1

 

Data 2

 
0η

 

100.00

 

100.00

 

optη

 

331.6813

 

270.6324

 familyη −

 
(Singh et al. [7] estimators)

 

familyτ ∗ −

 
(Newly proposed estimators)

 1η

 

258.7184

 

183.2345

 

1τ
∗

 

612.949

 

1672.873

 
2η

 

258.6751

 

179.6211

 

2τ
∗

 

612.8791

 

1640.844

 
3η

 

258.4697

 

169.2398

 

3τ
∗

 

612.5479

 

1548.776

 
4η

 

258.7112

 

181.9786

 

4τ
∗

 

612.9373

 

1661.742

 
5η

 

258.4801

 

164.4934

 

5τ
∗

 

612.5646

 

1506.658

 
6η

 

258.9668

 

196.5956

 

6τ
∗

 

613.3494

 

1791.233
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Abstract- The object of this paper is to establish a new generalization of angular displacement in a shaft with a product 
of certain special function. A main result based upon the H-function of several complex variables, I-function of one 
variable, general polynomial of several variables, which provide unification and extension of numerous results in theory 
of special function. The special cases of the main result (which are also sufficiently general in nature and are of 
interested in themselves) have also been given. 
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I. Introduction 

The importance of the H-function, I-function are realized by scientists, engineers 
and statisticians (caputo [16], Glockle and Nonnenmacher [17], Mainardi et al. [18], 
Hifer[19] etc) due to vast potential of their applications in diversified fields of science 
and engineering such as rheology, diffusion in porous media, fluid flow, turbulence, 
propagation of seismic waves etc. 

In the view of importance and popularity of the I-function and H-function a large 
number of integral formulas involving these functions have been developed by many 
authors. 

The series representation for the H-function of several complex variables [3], is as 
follows: 

𝐻𝐻[𝑧𝑧1, . . , 𝑧𝑧𝑘𝑘] = 𝐻𝐻𝐴𝐴,𝐶𝐶:�𝐵𝐵′ ,𝐷𝐷′ �;…;�𝐵𝐵𝐾𝐾 ,𝐷𝐷𝐾𝐾�
0,𝜆𝜆:�𝑢𝑢′ ,𝑣𝑣′ �;…;�𝑢𝑢𝐾𝐾 ,𝑣𝑣𝐾𝐾� �

�(𝑎𝑎):𝜃𝜃′ ; … ;𝜃𝜃(𝐾𝐾)�: [𝑏𝑏′ :𝜑𝜑′ ]; … ; �𝑏𝑏(𝑘𝑘):𝜑𝜑(𝐾𝐾)�
[(𝑐𝑐):𝜓𝜓′ ; … ;𝜓𝜓(𝐾𝐾)]: [𝑑𝑑′ : 𝛿𝛿′ ]; … ; [𝑑𝑑(𝐾𝐾): 𝛿𝛿(𝐾𝐾)] ; 𝑧𝑧1, … , 𝑧𝑧𝐾𝐾� 

                              = �
 

� 𝜙𝜙1𝜙𝜙2
∏ (𝑧𝑧𝑙𝑙)𝑈𝑈𝑙𝑙(−1)∑ (𝑓𝑓𝑙𝑙)𝐾𝐾

𝑙𝑙=1𝐾𝐾
𝑙𝑙=1

∏ �𝛿𝛿(𝑒𝑒𝑙𝑙)
(𝑙𝑙) 𝑓𝑓𝑙𝑙 !�𝐾𝐾

𝑙𝑙=1

∞

𝑓𝑓𝑙𝑙=0

𝑢𝑢(𝑙𝑙)

𝑒𝑒𝑙𝑙=0

                               
 

where
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7.

Generalization

H-function, I-function, general polynomial.



             𝜙𝜙1 =
∏ Γ�1 − 𝑎𝑎𝑗𝑗 + ∑ 𝜃𝜃𝑗𝑗

(𝑙𝑙)𝑈𝑈𝑙𝑙𝐾𝐾
𝑙𝑙=1 �𝜆𝜆

𝑗𝑗=1

∏ Γ�𝑎𝑎𝑗𝑗 − ∑ 𝜃𝜃𝑗𝑗
(𝑙𝑙)𝑈𝑈𝑙𝑙𝐾𝐾

𝑙𝑙=1 �∏ Γ �1 − 𝑐𝑐𝑗𝑗 + ∑ 𝜓𝜓𝑗𝑗
(𝑙𝑙)𝑈𝑈𝑙𝑙𝐾𝐾

𝑙𝑙=1 �𝐶𝐶
𝑗𝑗=1

𝐴𝐴
𝑗𝑗=𝜆𝜆+1

 

   𝜙𝜙2 =
∏ Γ�𝑑𝑑𝑗𝑗

(𝑙𝑙) − 𝛿𝛿𝑗𝑗
(𝑙𝑙)𝑈𝑈𝑙𝑙�𝑢𝑢(𝑙𝑙)

𝑗𝑗=1 ∏ Γ�1 − 𝑏𝑏𝑗𝑗
(𝑙𝑙) + 𝜑𝜑𝑗𝑗

(𝑙𝑙)𝑈𝑈𝑙𝑙�𝑣𝑣(𝑙𝑙)
𝑗𝑗=1

∏ Γ�𝑏𝑏𝑗𝑗 − 𝜑𝜑𝑗𝑗
(𝑙𝑙)𝑈𝑈𝑙𝑙�∏ Γ �1 − 𝑑𝑑𝑗𝑗 + 𝛿𝛿𝑗𝑗

(𝑙𝑙)𝑈𝑈𝑙𝑙�𝐷𝐷(𝑙𝑙)

𝑗𝑗=𝑢𝑢(𝑙𝑙)+1
𝐵𝐵(𝑙𝑙)

𝑗𝑗=𝑣𝑣(𝑙𝑙)+1

                                  

where  

                                  𝑈𝑈𝑙𝑙 =
𝑑𝑑𝑒𝑒𝑙𝑙

(𝑙𝑙) + 𝑓𝑓𝑙𝑙
𝛿𝛿𝑒𝑒𝑙𝑙

(𝑙𝑙)    ∀ 𝑙𝑙 = 1, …𝐾𝐾  

For the converges conditions and other detail of H-function of several complex 
variables, see [3].  

The  I-function, which is more general the Fox’s H-function [5], defined by V.P. 
Sexena [4], by means of the following Mellin-Barns type contour integral:  

𝐼𝐼[𝑧𝑧] = 𝐼𝐼𝑝𝑝𝑖𝑖 ,𝑞𝑞𝑖𝑖 ;𝑟𝑟
𝑚𝑚 ,𝑛𝑛 [𝑧𝑧] = 𝐼𝐼𝑝𝑝𝑖𝑖 ,𝑞𝑞𝑖𝑖 ;𝑟𝑟

𝑚𝑚 ,𝑛𝑛 �𝑧𝑧 �
�𝑎𝑎𝑗𝑗 ,𝛼𝛼𝑗𝑗 �1,𝑛𝑛

: �𝑎𝑎𝑗𝑗𝑗𝑗 ,𝛼𝛼𝑗𝑗𝑗𝑗 �𝑛𝑛+1,𝑝𝑝𝑖𝑖

�𝑏𝑏𝑗𝑗 ,𝛽𝛽𝑗𝑗 �1,𝑚𝑚
: �𝑏𝑏𝑗𝑗𝑗𝑗 ,𝛽𝛽𝑗𝑗𝑗𝑗 �𝑚𝑚+1,𝑞𝑞𝑖𝑖

�� =
1

2𝜋𝜋𝜋𝜋
�Θ(𝜁𝜁)𝑧𝑧𝜁𝜁  𝑑𝑑𝑑𝑑      

 

𝐿𝐿

 

where  

Θ(𝜁𝜁) =
∏ Γ�𝑏𝑏𝑗𝑗 − 𝛽𝛽𝑗𝑗 𝜁𝜁� ∏ Γ�1 − 𝑎𝑎𝑗𝑗 + 𝛼𝛼𝑗𝑗 𝜁𝜁� 𝑛𝑛

𝑗𝑗=1
𝑚𝑚
𝑗𝑗=1

∑ �∏ Γ�1 − 𝑏𝑏𝑗𝑗𝑗𝑗 + 𝛽𝛽𝑗𝑗𝑗𝑗 𝜁𝜁� ∏ Γ�𝑎𝑎𝑗𝑗𝑗𝑗 − 𝛼𝛼𝑗𝑗𝑗𝑗 𝜁𝜁� 𝑝𝑝𝑖𝑖
𝑗𝑗=𝑛𝑛+1

𝑞𝑞𝑖𝑖
𝑗𝑗=𝑚𝑚+1 �𝑟𝑟

𝑖𝑖=1

                              

𝑝𝑝𝑖𝑖 ,𝑞𝑞𝑖𝑖
 (𝑖𝑖 = 1, … , 𝑟𝑟),𝑚𝑚,𝑛𝑛  

are integer satisfying 0 ≤ 𝑛𝑛 ≤ 𝑝𝑝𝑖𝑖 ,0 ≤ 𝑚𝑚 ≤ 𝑞𝑞𝑖𝑖 ,  𝛼𝛼𝑗𝑗 ,𝛽𝛽𝑗𝑗 ,𝛼𝛼𝑗𝑗𝑗𝑗 ,𝛽𝛽𝑗𝑗𝑗𝑗
 

are real 

and positive and 𝑎𝑎𝑗𝑗 ,
 𝑏𝑏𝑗𝑗 ,𝑎𝑎𝑗𝑗𝑗𝑗 , 𝑏𝑏𝑗𝑗𝑗𝑗

 
are complex numbers. L is suitable contour of the Mellin-

Barnes type running from 𝛾𝛾 − 𝑖𝑖𝑖𝑖  
to 𝛾𝛾 + 𝑖𝑖𝑖𝑖  (𝛾𝛾  

is real) in the complex 𝜁𝜁-plane. Detail 
regarding existence conditions and various parametric restriction of I-function, we may 
refer [4].

 

Remark:
 

For  𝑟𝑟 = 1, [4] reduce to the Fox’s H-function  

                     
𝐼𝐼𝑝𝑝𝑖𝑖 ,𝑞𝑞𝑖𝑖 ;1
𝑚𝑚 ,𝑛𝑛 �𝑧𝑧 �

�𝑎𝑎𝑗𝑗 ,𝛼𝛼𝑗𝑗 �1,𝑛𝑛 :�𝑎𝑎𝑗𝑗𝑗𝑗 ,𝛼𝛼𝑗𝑗𝑗𝑗 �𝑛𝑛+1,𝑝𝑝𝑖𝑖
�𝑏𝑏𝑗𝑗 ,𝛽𝛽𝑗𝑗 �1,𝑚𝑚 :�𝑏𝑏𝑗𝑗𝑗𝑗 ,𝛽𝛽𝑗𝑗𝑗𝑗 �𝑚𝑚+1,𝑞𝑞𝑖𝑖

�� = 𝐻𝐻𝑝𝑝 ,𝑞𝑞
𝑚𝑚 ,𝑛𝑛 �𝑧𝑧 �

�𝑎𝑎𝑗𝑗 ,𝛼𝛼𝑗𝑗 �1,𝑛𝑛 :�𝑎𝑎𝑗𝑗 ,𝛼𝛼𝑗𝑗 �𝑛𝑛+1,𝑝𝑝
�𝑏𝑏𝑗𝑗 ,𝛽𝛽𝑗𝑗 �1,𝑚𝑚 :�𝑏𝑏𝑗𝑗 ,𝛽𝛽𝑗𝑗 �𝑚𝑚+1,𝑞𝑞

 ��          … (1.7)
 

The multidimensional analogue of a general class of polynomials 𝑆𝑆𝑛𝑛𝑚𝑚 (𝑥𝑥)
 

is defined by [6],

 

𝑆𝑆𝑛𝑛
𝑚𝑚1,…,𝑚𝑚𝑠𝑠(𝑥𝑥1, … , 𝑥𝑥𝑠𝑠) = � (−𝑛𝑛)𝑚𝑚1𝑘𝑘1+⋯+𝑚𝑚𝑠𝑠𝑘𝑘𝑠𝑠 .

𝑚𝑚1𝑘𝑘1+⋯+𝑚𝑚𝑠𝑠𝑘𝑘𝑠𝑠≤𝑛𝑛

𝑘𝑘1,…,𝑘𝑘𝑠𝑠

𝒜𝒜(𝑛𝑛: 𝑘𝑘1, … ,𝑘𝑘𝑠𝑠)

 
𝑥𝑥1
𝑘𝑘1

𝑘𝑘1!
…
𝑥𝑥𝑠𝑠
𝑘𝑘𝑠𝑠

𝑘𝑘𝑠𝑠!
     … (1.8) 

 

where  𝑚𝑚1, … ,𝑚𝑚𝑠𝑠

 

are arbitrary positive integers, 𝑛𝑛 = 0,1,2 …

 

and the coefficients 

constant 𝒜𝒜(𝑛𝑛: 𝑘𝑘1, … , 𝑘𝑘𝑠𝑠), 𝑘𝑘𝑖𝑖 ≥ 0 , 𝑖𝑖 = 1, … , 𝑠𝑠  are arbitrary constants, real and complex.

 

The order of highest degree of variables 𝑥𝑥1, … , 𝑥𝑥𝑠𝑠

 

of the multivariable polynomial (1.8) 
can be written as [7],
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New Generalization of Angular Displacement with Product of Certain Special Functions in A Shaft



                     𝕆𝕆�𝑆𝑆𝑛𝑛
𝑚𝑚1,…,𝑚𝑚𝑠𝑠(𝑥𝑥1, … , 𝑥𝑥𝑠𝑠)� = 𝕆𝕆 �𝑥𝑥1

[𝑛𝑛 𝑚𝑚1⁄ ], … , 𝑥𝑥𝑠𝑠
[𝑛𝑛 𝑚𝑚𝑠𝑠⁄ ]�                                

where [𝑥𝑥] denotes the greatest integer ≤ 𝑥𝑥. 
Remarks 

1. For 𝑚𝑚𝑖𝑖 = 1, 𝑖𝑖 = 1, … , 𝑠𝑠 and 𝒜𝒜(𝑛𝑛: 𝑘𝑘1, … ,𝑘𝑘𝑠𝑠) = (1 + 𝛼𝛼1 + 𝑛𝑛1)𝑘𝑘1 … (1 + 𝛼𝛼𝑠𝑠 + 𝑛𝑛𝑠𝑠)𝑘𝑘𝑠𝑠 , the 

multivariable polynomial reduces to a multivariable Bessel polynomial [8]. 

2. For 𝑚𝑚𝑖𝑖 = 2,𝜎𝜎𝑖𝑖 = 1, 𝑖𝑖 = 1, … , 𝑠𝑠 , 𝒜𝒜(𝑛𝑛: 𝑘𝑘1, … , 𝑘𝑘𝑠𝑠) = 1 and replacing 𝑡𝑡𝑡𝑡1 →
1

2(𝑡𝑡𝑡𝑡1)2  , 𝑡𝑡𝑡𝑡𝑖𝑖 →
𝑡𝑡𝑡𝑡𝑗𝑗

2(𝑡𝑡𝑡𝑡1)2  , 𝑗𝑗 = 1, … , 𝑠𝑠, the multivariable polynomial reduces to a multivariable Hermite 

polynomial [9]. 

3.
 

For the case  𝑟𝑟 = 1 
the multivariable polynomial (1.8) would give rise to the general 

class polynomials 𝑆𝑆𝑛𝑛𝑚𝑚(𝑥𝑥) denoted by Srivastava [10].
 

The following result is required in our present investigation, which is due to 
[Gradshteyn and Ryzhik 1965, p.375, eq. (2)]

 

           � 𝑐𝑐𝑐𝑐𝑐𝑐 �
𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇 � �𝑠𝑠𝑠𝑠𝑠𝑠

𝜋𝜋𝜋𝜋
2𝜇𝜇�

2𝜀𝜀−𝜎𝜎−1
�𝑐𝑐𝑐𝑐𝑐𝑐

𝜋𝜋𝜋𝜋
2𝜇𝜇�

𝜎𝜎−1𝜇𝜇

0
𝑑𝑑𝑑𝑑 =

𝜇𝜇. 22𝜀𝜀−𝜎𝜎Γ �2𝜀𝜀 − 𝜎𝜎
2 � Γ(𝜎𝜎)

√𝜋𝜋
 Γ �1 − 2𝜀𝜀 + 𝜎𝜎

2 � Γ(2𝜀𝜀)

 

Provided   2𝜀𝜀 > 𝑅𝑅𝑅𝑅
 
(𝜎𝜎) > 0.

 

Also by Churchill [11],

 

                                      Ψ(𝑥𝑥, 𝑡𝑡) =
1
2
𝑎𝑎0 + �𝑎𝑎𝜏𝜏 �𝑐𝑐𝑐𝑐𝑐𝑐

𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇 � �𝑐𝑐𝑐𝑐𝑐𝑐

𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇 �                                   

∞

𝜏𝜏=1

 

where 𝑎𝑎𝜏𝜏  (𝜏𝜏 = 0,1,2 … )
 

are the coefficients in the Fourier cosine series for f(x) in the 

interval (𝑜𝑜, 𝜇𝜇).
 

II.

 

Statement of

 

the Problem and Governing Equations

 

 

  

It also can be assumed that the point p moves in a same plane and it does not 
move towards the axial direction. Presently, the equation of motion for this type 
continuous system in which, the mass and stiffness both are distributed in a systematic 
way.  
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6.

Here the continuous system and the equation of motion has been explained 
through a simple diagram it was earlier developed. There is the x-axis of the rod which 
is also called the side axis and is loaded with distributed moment. At the normal 
location of the rod, the angular displacement takes place is known as 𝑥𝑥𝑡𝑡 and at the side 
view of the rod it can be pointed out is to be said point p. The motion of point can be 
seen in a large view, point p is present on to the shaft. Its radial position is r and if it 
got displaced, it reaches to the point p prime and this angle is called 𝜃𝜃 (theta). 

New Generalization of Angular Displacement with Product of Certain Special Functions in A Shaft



 

 

As an example of an application of one and multivariable special functions in 
applied mathematics, we shall consider

 
the problem of determining the angular 

displacement. The solution of boundary value problem involving the partial differential 
equation of angular displacement in a shaft is given by

 

                                                              
 

𝜕𝜕2𝜃𝜃
𝜕𝜕𝑡𝑡2 = 𝑐𝑐2

 𝜕𝜕2𝜃𝜃
𝜕𝜕𝑥𝑥2

 
                            

 

Let us consider the problem determine the angular displacement or twist 𝜃𝜃(𝑥𝑥, 𝑡𝑡)

 

in a shaft of circular section with its axis along the x-axis. The ends 𝑥𝑥 = 0 to 𝑥𝑥 = 𝜇𝜇

 

of 

the shaft are free, the 𝜃𝜃(𝑥𝑥, 𝑡𝑡)

 

due to initial twist must satisfy the boundary value (2.1).

 

Also the boundary conditions are

 

                                       
𝜕𝜕
𝜕𝜕𝜕𝜕

𝜃𝜃(0, 𝑡𝑡) = 0 ,
𝜕𝜕
𝜕𝜕𝜕𝜕

𝜃𝜃(𝜇𝜇, 𝑡𝑡) = 0,
𝜕𝜕
𝜕𝜕𝜕𝜕
𝜃𝜃(𝑥𝑥, 0) = 0                         

 

and 

 

𝜃𝜃(𝑥𝑥, 0) = 𝑓𝑓(𝑥𝑥)

 

, where c is a constant.

 

Let

 

𝑓𝑓(𝑥𝑥) = �𝑠𝑠𝑠𝑠𝑠𝑠 𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝛿𝛿−𝜆𝜆−1
�𝑐𝑐𝑐𝑐𝑐𝑐 𝜋𝜋𝜋𝜋

2𝜇𝜇
�
𝜆𝜆−1

𝑆𝑆𝑛𝑛1,…,𝑛𝑛𝑠𝑠
𝑚𝑚1,…,𝑚𝑚𝑠𝑠

⎣
⎢
⎢
⎢
⎡𝑡𝑡1 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝑘𝑘1

⋮

𝑡𝑡𝑠𝑠 �𝑡𝑡𝑡𝑡𝑡𝑡
𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝑘𝑘𝑠𝑠
⎦
⎥
⎥
⎥
⎤

.𝐻𝐻

⎣
⎢
⎢
⎢
⎡𝑦𝑦1 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝑣𝑣1

⋮
𝑡𝑡𝐾𝐾 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝑣𝑣𝐾𝐾
⎦
⎥
⎥
⎥
⎤

 

                                        

× 𝐼𝐼𝑝𝑝𝑖𝑖 ,𝑞𝑞𝑖𝑖 ;𝑟𝑟
𝑚𝑚 ,𝑛𝑛 �𝑧𝑧 �𝑡𝑡𝑡𝑡𝑡𝑡 𝜋𝜋𝜋𝜋

2𝜇𝜇
�

2ℎ

 

�                                         
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Notes

New Generalization of Angular Displacement with Product of Certain Special Functions in A Shaft



III. The Main Integral Formula 

The main result to be established here as follows: 

� �𝑐𝑐𝑐𝑐𝑐𝑐
𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇 � �𝑠𝑠𝑠𝑠𝑠𝑠

𝜋𝜋𝜋𝜋
2𝜇𝜇�

2𝛿𝛿−𝜆𝜆−1

�𝑐𝑐𝑐𝑐𝑐𝑐
𝜋𝜋𝜋𝜋
2𝜇𝜇�

𝜆𝜆−1
𝑆𝑆𝑛𝑛1,…,𝑛𝑛𝑠𝑠
𝑚𝑚1,…,𝑚𝑚𝑠𝑠

⎣
⎢
⎢
⎢
⎡𝑡𝑡1 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇�

2𝑘𝑘1

⋮

𝑡𝑡𝑠𝑠 �𝑡𝑡𝑡𝑡𝑡𝑡
𝜋𝜋𝜋𝜋
2𝜇𝜇�

2𝑘𝑘𝑠𝑠

⎦
⎥
⎥
⎥
⎤

.𝐻𝐻

⎣
⎢
⎢
⎢
⎡𝑦𝑦1 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇�

2𝑣𝑣1

⋮

𝑡𝑡𝐾𝐾 �𝑡𝑡𝑡𝑡𝑡𝑡
𝜋𝜋𝜋𝜋
2𝜇𝜇�

2𝑣𝑣𝐾𝐾

⎦
⎥
⎥
⎥
⎤

𝜇𝜇

0
 

× 𝐼𝐼𝑝𝑝𝑖𝑖 ,𝑞𝑞𝑖𝑖 ;𝑟𝑟
𝑚𝑚 ,𝑛𝑛 �𝑧𝑧 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇�

2ℎ  

�  

=
𝜇𝜇
√2𝛿𝛿

2𝛿𝛿𝛿𝛿−𝜆𝜆+2∑ 𝛼𝛼𝑖𝑖𝑘𝑘𝑖𝑖+2∑ 𝑉𝑉𝑙𝑙𝑈𝑈𝑙𝑙𝐾𝐾
𝑙𝑙=1

𝑠𝑠
𝑖𝑖=1 �  

𝑈𝑈𝑙𝑙

𝑒𝑒𝑙𝑙=1

� 𝜙𝜙1𝜙𝜙2 .
∏ (𝑦𝑦𝑙𝑙)𝑉𝑉𝑙𝑙(−1)∑ (𝑓𝑓𝑙𝑙)𝐾𝐾

𝑙𝑙=1𝐾𝐾
𝑙𝑙=1

∏ �𝛿𝛿(𝑒𝑒𝑙𝑙)
(𝑙𝑙) 𝑓𝑓𝑙𝑙 !�𝐾𝐾

𝑙𝑙=1

∞

𝑓𝑓𝑙𝑙=0

� ⋯ �  
[𝑛𝑛𝑠𝑠 𝑚𝑚𝑠𝑠⁄ ]

𝛼𝛼𝑠𝑠=0

[𝑛𝑛1 𝑚𝑚1⁄ ]

𝛼𝛼𝑖𝑖=0

  

(−1)𝑚𝑚1𝛼𝛼1

𝛼𝛼1!
⋯

(−1)𝑚𝑚𝑠𝑠𝛼𝛼𝑠𝑠
𝛼𝛼𝑠𝑠!

𝐵𝐵[𝑛𝑛1𝛼𝛼1; … ;𝑛𝑛𝑠𝑠𝛼𝛼𝑠𝑠]. �𝑡𝑡1
𝛼𝛼1 , … , 𝑡𝑡𝑠𝑠

𝛼𝛼𝑠𝑠�. 𝐼𝐼𝑝𝑝𝑖𝑖+2,𝑞𝑞𝑖𝑖+1:𝑟𝑟
𝑚𝑚+1,𝑛𝑛+1  

⎣
⎢
⎢
⎢
⎢
⎡

𝑧𝑧22ℎ

�

�
�1 − 𝛿𝛿 +

𝜆𝜆
2
−�𝛼𝛼𝑖𝑖𝑘𝑘𝑖𝑖 −�𝑉𝑉𝑙𝑙𝑈𝑈𝑙𝑙

𝐾𝐾

𝑙𝑙=1

𝑠𝑠

𝑖𝑖=1

;ℎ� , �𝑎𝑎𝑗𝑗 ,𝛼𝛼𝑗𝑗 �1,𝑛𝑛
; �𝑎𝑎𝑗𝑗𝑗𝑗 ,𝛼𝛼𝑗𝑗𝑗𝑗 �𝑛𝑛+1,𝑝𝑝𝑖𝑖

�𝜆𝜆 − 2�𝛼𝛼𝑖𝑖𝑘𝑘𝑖𝑖 − 2�𝑉𝑉𝑙𝑙𝑈𝑈𝑙𝑙

𝐾𝐾

𝑙𝑙=1

𝑠𝑠

𝑖𝑖=1

; 2ℎ� , �𝑏𝑏𝑗𝑗 ,𝛽𝛽𝑗𝑗 �1,𝑚𝑚
; �𝑏𝑏𝑗𝑗𝑗𝑗 ,𝛽𝛽𝑗𝑗𝑗𝑗 �𝑚𝑚+1,𝑞𝑞𝑖𝑖

,�
1
2 − 𝛿𝛿 +

𝜆𝜆
2
−�𝛼𝛼𝑖𝑖𝑘𝑘𝑖𝑖 −�𝑉𝑉𝑙𝑙𝑈𝑈𝑙𝑙

𝐾𝐾

𝑙𝑙=1

𝑠𝑠

𝑖𝑖=1

; ℎ�

�

⎦
⎥
⎥
⎥
⎥
⎤ 

 

where 𝑘𝑘𝑖𝑖 > 0
 
(𝑖𝑖 = 1, … , 𝑠𝑠),ℎ > 0,ℜ�𝜆𝜆 − 2𝑘𝑘 �𝛽𝛽𝑗𝑗

𝑏𝑏𝑗𝑗
�� > 0, 𝑗𝑗 = 1, …𝑚𝑚 ,𝑚𝑚

 
is an arbitrary 

positive integer and the coefficient  𝐵𝐵[𝑛𝑛1𝛼𝛼1, … ,𝑛𝑛𝑠𝑠𝛼𝛼𝑠𝑠]
 
are arbitrary constant, real or 

complex.
 

Proof.
 
To prove the integral formula

 
(3.1), we express the first multivariable H-function 

in series form by (1.1) and I-function in terms of Mellin-Barnes type of contour integral 
by (1.5) and the generalized polynomial given by (1.8), then interchanging the order 
summation and integration, which is justified due to the absolute converges of integral 
involved in the process. Evaluate the integral with help of (1.10), after straight 
calculation we finally arrive at (3.1).

 

IV.
 
Solution of the Problem

 

In this section we shell study the solution of the problem. So the solution of the 
problem posed to be obtained is

 

Φ(𝑥𝑥, 𝑡𝑡) =
22𝜏𝜏−𝜆𝜆+2∑ 𝛼𝛼𝑖𝑖𝑘𝑘𝑖𝑖+2∑ 𝑉𝑉𝑙𝑙𝑈𝑈𝑙𝑙+1𝐾𝐾

𝑙𝑙=1
𝑠𝑠
𝑖𝑖=1

√𝜋𝜋√2𝜏𝜏
�

 𝑈𝑈𝑙𝑙

𝑒𝑒𝑙𝑙=1

� 𝜙𝜙1𝜙𝜙2 .
∏ (𝑦𝑦𝑙𝑙)𝑉𝑉𝑙𝑙(−1)∑ (𝑓𝑓𝑙𝑙)𝐾𝐾

𝑙𝑙=1𝐾𝐾
𝑙𝑙=1

∏ �𝛿𝛿(𝑒𝑒𝑙𝑙)
(𝑙𝑙) 𝑓𝑓𝑙𝑙 !�𝐾𝐾

𝑙𝑙=1

∞

𝑓𝑓𝑙𝑙=0

  

� ⋯ �

 [𝑛𝑛𝑠𝑠 𝑚𝑚𝑠𝑠⁄ ]

𝛼𝛼𝑠𝑠=0

[𝑛𝑛1 𝑚𝑚1⁄ ]

𝛼𝛼𝑖𝑖=0

(−1)𝑚𝑚1𝛼𝛼1

𝛼𝛼1!
⋯

(−1)𝑚𝑚𝑠𝑠𝛼𝛼𝑠𝑠
𝛼𝛼𝑠𝑠!

𝐵𝐵[𝑛𝑛1𝛼𝛼1, … ,𝑛𝑛𝑠𝑠𝛼𝛼𝑠𝑠]. �𝑡𝑡1
𝛼𝛼1 , … , 𝑡𝑡𝑠𝑠

𝛼𝛼𝑠𝑠�. 𝐼𝐼𝑝𝑝𝑖𝑖+2,𝑞𝑞𝑖𝑖+1:𝑟𝑟
𝑚𝑚+1,𝑛𝑛+1
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( F
)...(3.1)  

Notes

New Generalization of Angular Displacement with Product of Certain Special Functions in A Shaft



⎣
⎢
⎢
⎢
⎢
⎡

𝑧𝑧22ℎ

�

�
�1 − 𝜏𝜏 +

𝜆𝜆
2 −�𝛼𝛼𝑖𝑖𝑘𝑘𝑖𝑖 −�𝑉𝑉𝑙𝑙𝑈𝑈𝑙𝑙

𝐾𝐾

𝑙𝑙=1

𝑠𝑠

𝑖𝑖=1

; ℎ� , �𝑎𝑎𝑗𝑗 ,𝛼𝛼𝑗𝑗 �1,𝑛𝑛
; �𝑎𝑎𝑗𝑗𝑗𝑗 ,𝛼𝛼𝑗𝑗𝑗𝑗 �𝑛𝑛+1,𝑝𝑝𝑖𝑖

�𝜏𝜏 − 2�𝛼𝛼𝑖𝑖𝑘𝑘𝑖𝑖 − 2�𝑉𝑉𝑙𝑙𝑈𝑈𝑙𝑙

𝐾𝐾

𝑙𝑙=1

𝑠𝑠

𝑖𝑖=1

; 2ℎ� , �𝑏𝑏𝑗𝑗 ,𝛽𝛽𝑗𝑗 �1,𝑚𝑚
; �𝑏𝑏𝑗𝑗𝑗𝑗 ,𝛽𝛽𝑗𝑗𝑗𝑗 �𝑚𝑚+1,𝑞𝑞𝑖𝑖

,�1 − 𝜏𝜏 +
𝜆𝜆
2 −�𝛼𝛼𝑖𝑖𝑘𝑘𝑖𝑖 −�𝑉𝑉𝑙𝑙𝑈𝑈𝑙𝑙

𝐾𝐾

𝑙𝑙=1

𝑠𝑠

𝑖𝑖=1

;ℎ�

�

⎦
⎥
⎥
⎥
⎥
⎤

 

                                                                               × �𝑐𝑐𝑐𝑐𝑐𝑐
𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇 � �𝑐𝑐𝑐𝑐𝑐𝑐

𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇 �                                                             

where 𝑘𝑘𝑖𝑖 > 0
 

(𝑖𝑖 = 1, … , 𝑠𝑠),ℎ > 0,ℜ�𝜆𝜆 − 2𝑘𝑘 �𝛽𝛽𝑗𝑗
𝑏𝑏𝑗𝑗
�� > 0, 𝑗𝑗 = 1, …𝑚𝑚 ,𝑚𝑚

 
is an arbitrary 

positive integer and the coefficient  𝐵𝐵[𝑛𝑛1𝛼𝛼1; … ;𝑛𝑛𝑠𝑠𝛼𝛼𝑠𝑠]  are arbitrary constant, real or 
complex.  

Proof.  By eq. (1.11)  

Ψ(𝑥𝑥, 𝑡𝑡) =
1
2
𝑎𝑎0 + �𝑎𝑎𝜏𝜏 �𝑐𝑐𝑐𝑐𝑐𝑐

𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇 � �𝑐𝑐𝑐𝑐𝑐𝑐

𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇 �

∞

𝜏𝜏=1
 

where 𝑎𝑎𝜏𝜏  (𝜏𝜏 = 0,1,2 … )  are the coefficients in the Fourier cosine series for f(x) in the 
interval (𝑜𝑜, 𝜇𝜇).  
If 𝑡𝑡 = 0 , then from (1.11) and (2.3), we have  

�𝑠𝑠𝑠𝑠𝑠𝑠
𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝛿𝛿−𝜆𝜆−1
�𝑐𝑐𝑐𝑐𝑐𝑐

𝜋𝜋𝜋𝜋
2𝜇𝜇
�
𝜆𝜆−1

𝑆𝑆𝑛𝑛1,…,𝑛𝑛𝑠𝑠
𝑚𝑚1,…,𝑚𝑚𝑠𝑠

⎣
⎢
⎢
⎢
⎡𝑡𝑡1 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝑘𝑘1

⋮

𝑡𝑡𝑠𝑠 �𝑡𝑡𝑡𝑡𝑡𝑡
𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝑘𝑘𝑠𝑠

⎦
⎥
⎥
⎥
⎤

.𝐻𝐻

⎣
⎢
⎢
⎢
⎡𝑦𝑦1 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝑣𝑣1

⋮

𝑡𝑡𝐾𝐾 �𝑡𝑡𝑡𝑡𝑡𝑡
𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝑣𝑣𝐾𝐾

⎦
⎥
⎥
⎥
⎤

 

                                                            × 𝐼𝐼𝑝𝑝𝑖𝑖 ,𝑞𝑞𝑖𝑖 ;𝑟𝑟
𝑚𝑚 ,𝑛𝑛 �𝑧𝑧 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2ℎ  

�     =
1
2
𝑎𝑎0 + �𝑎𝑎𝜏𝜏 �𝑐𝑐𝑐𝑐𝑐𝑐

𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇
�

∞

𝜏𝜏=1

     

Now multiplying (4.1) both the sides by �𝑐𝑐𝑐𝑐𝑐𝑐 𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇
�  and integrating with respect to 

x from 0 to 𝜇𝜇, we get  

∫ �𝑐𝑐𝑐𝑐𝑐𝑐 𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇
�𝜇𝜇

0 �𝑠𝑠𝑠𝑠𝑠𝑠 𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝛿𝛿−𝜆𝜆−1
�𝑐𝑐𝑐𝑐𝑐𝑐 𝜋𝜋𝜋𝜋

2𝜇𝜇
�
𝜆𝜆−1

𝑆𝑆𝑛𝑛1,…,𝑛𝑛𝑠𝑠
𝑚𝑚1,…,𝑚𝑚𝑠𝑠

⎣
⎢
⎢
⎢
⎡𝑡𝑡1 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝑘𝑘1

⋮

𝑡𝑡𝑠𝑠 �𝑡𝑡𝑡𝑡𝑡𝑡
𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝑘𝑘𝑠𝑠

⎦
⎥
⎥
⎥
⎤

.𝐻𝐻

⎣
⎢
⎢
⎢
⎡𝑦𝑦1 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝑣𝑣1

⋮
𝑡𝑡𝐾𝐾 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇
�

2𝑣𝑣𝐾𝐾

⎦
⎥
⎥
⎥
⎤
  

× 𝐼𝐼𝑝𝑝𝑖𝑖 ,𝑞𝑞𝑖𝑖 ;𝑟𝑟
𝑚𝑚 ,𝑛𝑛 �𝑧𝑧 �𝑡𝑡𝑡𝑡𝑡𝑡

𝜋𝜋𝜋𝜋
2𝜇𝜇�

2ℎ
 

� 𝑑𝑑𝑑𝑑 =
1
2𝑎𝑎0 ��𝑐𝑐𝑐𝑐𝑐𝑐

𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇 �𝑑𝑑𝑑𝑑 +

𝜇𝜇

0

�𝑎𝑎𝜏𝜏 �
 

𝜇𝜇

0

�𝑐𝑐𝑐𝑐𝑐𝑐
𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇 �

∞

𝜏𝜏=1

�𝑐𝑐𝑐𝑐𝑐𝑐
𝜋𝜋𝜋𝜋𝜋𝜋
𝜇𝜇 �𝑑𝑑𝑑𝑑                                     

 
Now using result (3.1) along with orthogonal property of the cosine function, we obtain 

 

𝑎𝑎𝜏𝜏 =
22𝜏𝜏−𝜆𝜆+2∑ 𝛼𝛼𝑖𝑖𝑘𝑘𝑖𝑖+2∑ 𝑉𝑉𝑙𝑙𝑈𝑈𝑙𝑙+1𝐾𝐾

𝑙𝑙=1
𝑠𝑠
𝑖𝑖=1

√𝜋𝜋√2𝜏𝜏
�  
𝑈𝑈𝑙𝑙

𝑒𝑒𝑙𝑙=1

� 𝜙𝜙1𝜙𝜙2 .
∏ (𝑦𝑦𝑙𝑙)𝑉𝑉𝑙𝑙(−1)∑ (𝑓𝑓𝑙𝑙)𝐾𝐾

𝑙𝑙=1𝐾𝐾
𝑙𝑙=1

∏ �𝛿𝛿(𝑒𝑒𝑙𝑙)
(𝑙𝑙) 𝑓𝑓𝑙𝑙 !�𝐾𝐾

𝑙𝑙=1

∞

𝑓𝑓𝑙𝑙=0

  

� ⋯ �
 

[𝑛𝑛𝑠𝑠 𝑚𝑚𝑠𝑠⁄ ]

𝛼𝛼𝑠𝑠=0

[𝑛𝑛1 𝑚𝑚1⁄ ]

𝛼𝛼𝑖𝑖=0

(−1)𝑚𝑚1𝛼𝛼1

𝛼𝛼1!
⋯

(−1)𝑚𝑚𝑠𝑠𝛼𝛼𝑠𝑠
𝛼𝛼𝑠𝑠!

𝐵𝐵[𝑛𝑛1𝛼𝛼1; … ;𝑛𝑛𝑠𝑠𝛼𝛼𝑠𝑠]. �𝑡𝑡1
𝛼𝛼1 , … , 𝑡𝑡𝑠𝑠

𝛼𝛼𝑠𝑠�. 𝐼𝐼𝑝𝑝𝑖𝑖+2,𝑞𝑞𝑖𝑖+1:𝑟𝑟
𝑚𝑚+1,𝑛𝑛+1  
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⎣
⎢
⎢
⎢
⎢
⎡

𝑧𝑧22ℎ

�

�
�1 − 𝜏𝜏 +

𝜆𝜆
2
−�𝛼𝛼𝑖𝑖𝑘𝑘𝑖𝑖 −�𝑉𝑉𝑙𝑙𝑈𝑈𝑙𝑙

𝐾𝐾

𝑙𝑙=1

𝑠𝑠

𝑖𝑖=1

; ℎ� , �𝑎𝑎𝑗𝑗 ,𝛼𝛼𝑗𝑗 �1,𝑛𝑛
; �𝑎𝑎𝑗𝑗𝑗𝑗 ,𝛼𝛼𝑗𝑗𝑗𝑗 �𝑛𝑛+1,𝑝𝑝𝑖𝑖

�𝜏𝜏 − 2�𝛼𝛼𝑖𝑖𝑘𝑘𝑖𝑖 − 2�𝑉𝑉𝑙𝑙𝑈𝑈𝑙𝑙

𝐾𝐾

𝑙𝑙=1

𝑠𝑠

𝑖𝑖=1

; 2ℎ� , �𝑏𝑏𝑗𝑗 ,𝛽𝛽𝑗𝑗 �1,𝑚𝑚
; �𝑏𝑏𝑗𝑗𝑗𝑗 ,𝛽𝛽𝑗𝑗𝑗𝑗 �𝑚𝑚+1,𝑞𝑞𝑖𝑖

,�1 − 𝜏𝜏 +
𝜆𝜆
2
−�𝛼𝛼𝑖𝑖𝑘𝑘𝑖𝑖 −�𝑉𝑉𝑙𝑙𝑈𝑈𝑙𝑙

𝐾𝐾

𝑙𝑙=1

𝑠𝑠

𝑖𝑖=1

; ℎ�

�

⎦
⎥
⎥
⎥
⎥
⎤

 

 

Now with help of (1.11) and (4.4), the solution (4.1) is obtained. 

V. Special Cases 

(A) If we set 𝑆𝑆𝑛𝑛𝑖𝑖
𝑚𝑚𝑖𝑖 = 1, (𝑖𝑖 = 1, … 𝑠𝑠) and 𝑟𝑟 = 1 in (3.1), then the results reduces to the  

result given by chaurasia and Gupta [12]. 

(B) For 𝑟𝑟 = 1, taking 𝑠𝑠 = 2 and 𝑘𝑘𝑖𝑖 → 0 in (3.1), we find the known result concluded 
by Chaurasia and Godika [13]. 

(C) Taking 𝐻𝐻�-function place of I-function and H-function of series form to unity, 
then we can easily obtained the known results given by Chaurasia and 
Shakhawat [14]. 

(D) For 𝑟𝑟 = 2 in multivariable H-function and 𝑆𝑆𝑛𝑛𝑖𝑖
𝑚𝑚𝑖𝑖 = 1, (𝑖𝑖 = 1, … 𝑠𝑠) and taking series 

representation of Fox’s H-function place of I-function, we find the known result 
obtained by Mittal and Gupta [15] 

VI. Conculsion 

In view of the generality of I-function and H-function of several complex 
variables, on specializing the various parameters, involved there in, we can obtain from 
our results, several Results involving a remarkably wide variety of useful function, 

which are expressible in terms of the H-function, 𝐻𝐻�-function, I-function of one variable 
and their special cases. Thus the results presented in this paper would at once yield a 
very large number of results involving a large variety of special function occurring in 
the problems of science, engineering and mathematical physics etc. Also results deduced 
in the present paper may provide better result of Angular displacement in a shaft and 
boundary value problem of some simpler functions. 
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  I.

 

Introduction

 Known [1,2,3] that normal wave deformable layer (Lamb wave) is not orthogonal 
thickness, i.e. the integral of the scalar product of vectors of displacements of two 
different waves, considered as a function of position perpendicular to the surface layer is 
not zero. They are also not orthogonal conjugate wave, which is obtained from a 
consideration of the dual problem. This introduces additional difficulties in solving 
practical problems. This article is based conjugate spectral biorthogonality objectives 
and conditions for the problem. 

 
a)

 

The mathematical formulation of the problem

 
We consider the visco

 

elastic waveguide as an infinite axial х1

 

variable thickness 
(Figure 1).
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Figure 1 : Design scheme: plates of variable thickness
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Basic relations of the classical theory of plates of variable thickness can be 
obtained on the basis of the principles of virtual displacements. The variation equation 
problem visco elasticity theory in three-dimensional statement has the form 

 

           ∫∫∫ =+
ν

δρδεσ 0)( 123 dxdxdxuu
iiiijij

 

( )3,2,1;3,2,1 == ji          (1) 

where  ρ- material density; u i

 

–

 

displacement components; σij  and εij

 

–

 

components of the stress tensor and strain; h- plate thickness; V –

 

the volume occupied 
by the body. In accordance with the hypotheses of Kirchhoff - Love  

                    wtxw
дx
дwxu

i
i =−==== ),(,,0 33332312 σσσ .                      (2)

 

Neglecting in (1) the members of which take into account the inertia of rotation 
normal to the middle plane, will have the following variation equation:

 

         ( ) ∫∫ ∫∫
−−

=
∂
∂

+++
2

2

32

2

3

2

2

222212121111 02

h

hS S

h

h

wdx
t
wdsdxds δρδετδετδεσ                  

 

(3)

 

Based on the geometric relationships and relations of the generalized Hooke's 
law, taking into account the kinematic hypotheses (2), the expressions for the 
components of the strain and stress tensor has the form 

                       
( ) ( );

1

~
;

1

~

;2,1,,
2
1

112222221111

2

3

νεε
ν

σνεε
ν

σ

ε

+
−

=+
−

=

=
∂∂

∂
−











∂

∂
+

∂
∂

=

EE

ji
xx
wx

x
u

x
u

jii

j

j

i
ij

                     (4)

 ,
1

~
1212 ε

ν
σ

+
=

E

                                  

( ) ( ) ( ) ( ) ,~

0
0 








−−= ∫

t

Ennn dttRtEtE τϕτϕϕ                          (5,а) 

where ( )tϕ –

 

arbitrary function of time; −ν

 

Poisson's ratio; ( )τ−tREn –

 

the core of 

relaxation; 01E –

 

instantaneous modulus of elasticity; We accept the integral terms in (5, 

a) small, then the function ( ) ( ) ti Rett ωψϕ −= , where ( )tψ -  slowly varying function of time, 

Rω -  real constant. The [7], we replace of (5,a) approximate species 

 

                                    ( ) ( )[ ]ϕωωϕ R
S
jR

С
jjn iEE Γ−Γ−= 10 ,                                (5,б) 
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where   ( ) ( )∫
∞

=Γ
0

cos ττωτω dR RЕnR
C

n ,   ( ) ( )∫
∞

=Γ
0

sin ττωτω dR RЕnR
S

n , respectively, cosine and 

sine Fourier transforms relaxation kernel material. As an example, the visco elastic 

material take three parametric relaxation nucleus ( ) nn teAtR t
nЕn

αβ −−= 1/ . Here 

Ref
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.
A
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nnnA βα ,, - parameters relaxation nucleus. On the effect of the function ( )τ−tRЕn   

superimposed usual requirements inerrability, continuity (except 𝑡𝑡 = 𝜏𝜏), signs - 
certainty and monotony:

 

.1)(0,0,0
0

〈〈≤〉 ∫
∞

dttR
dt

dR
R En

En
En

 

Introducing the notation for points 

 









∂
∂

+
∂
∂

= 2
2

2

2
1

2

11 x
wv

x
wDМ ; 








∂
∂

+
∂
∂

= 2
1

2

2
2

2

22 x
wv

x
wDM ; 

( ) ( ).112
1 2

3

21

2

12 ν−
=

∂∂
∂

−=
hED

xx
wvDM

 

When  ( )τ−tRЕn =0, then ( ).112 2

3

ν−
=

EhD

 

Here E is the modulus of elasticity.

 

Integrating (3) in the strip thickness leads to the following form  

 

           ∫ ∫ =
∂
∂

−







∂
∂

+
∂∂

∂
+

∂
∂

5
2

2

2
2

2

22
21

2

122
1

2

11 .02
s

wds
t
whds

x
wM

xx
wM

x
wM δρ

δδδ
   

 

      

 

(6)

 

Integrating twice by parts and alignment to zero, the coefficients of variation δ
w  inside the body and on its boundary, and we obtain the following differential 
equation  

 

     ( )22
2
2

22
2

21

12
2

2
11

2

,02 twwwh
x
M

xx
M

x
M

∂∂==+
∂

∂
+

∂∂
∂

+
∂

∂
ρ                      (7) 

with natural boundary conditions:

 

                                  

22

2

:0;0

0








==

=
∂
∂

lxw
x
w

                                          (8) 

                                         111 ;0
;0

0
lx

w
x
w

=







=

=
∂
∂

  .                                       (9) 

The main alternative boundary conditions to them 
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=

22
1

12

2

22
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;0;02

0

lx
x

M
x

M
M

                          (10) 

Notes



                            

                              



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

==
∂
∂

+
∂
∂

=

.:0;02

0

11
2

12

1

11

11
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M
x

M
M

                                         (11)

 

For, we construct a spectral problem by entering the following change of variables   

 

w=W;   ;
2x

W
∂
∂

=ϕ

 
                   

1

12

2

22
2
2

2

2
1

2

;
x

M
x

M
Q

x
W

x
WM

∂
∂

+
∂
∂

=







∂
∂

+
∂
∂

=

 

.                   (12)

 

Substituting (12) into (7) we obtain the differential equation of the system 

relatively sparse on the first derivatives  х2  :

 

0)1( 2

2

2
1

2

2
1

2

2

=
∂
∂

+
∂
∂

−′+
∂
∂

+
∂
∂

t
Wh

x
D

x
M

x
Q ρϕν ;  

   

                                                 
0)1( 2

1

2

2

=
∂
∂

−′′−−
∂
∂

x
WDQ

x
M ν ;       

                              

 

                                                             

02
1

2

2

=
∂
∂

+−
∂
∂

x
WDM

x
D ϕ

;                                      (13)

 

                       
0

2
=−

∂
∂ ϕ
x
W

:  

and alternative boundary conditions    х2=0:  x2=l2:   

                             

0=ϕ

 

or ( ) ;01 2
1

2

=
∂
∂

−−
x
MvDM

 

                             (14) 

0=W   or ( ) .01 2
1

2

=
∂
∂

−+
x

vDQ ϕ

                                    

and   х1=0,     х1=l1,   

0=ϕ  or

 

( ) ;01 2
1

2

=
∂
∂

−−
x
MvDM

 
                                  0=W  or   ( ) 01 2

1

2

=
∂
∂

−+
x

vDQ ϕ
                                  (15) 
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Now consider the infinite along the axis х1 band with an arbitrary thickness 
changes h=h(x2). We seek a solution of problem (13) - (15) in the for

Notes



 
                    ( ) ( ) ( )txiTT eWMQWMQ ωαϕϕ −= 1,,,,,,

 

                (16) 

Describing the harmonic plane waves propagating along the axis х1. Here   

( )TWMQ ,,, ϕ –

 

complex amplitude - function; k

 

–

 

wave number;  С (С

 

= СR

 

+iCi )–

 
complex phase velocity;  ω

 

–

 

complex frequency.

 

To clarify their physical meaning, consider two cases:

 
1)

 

k = kR; С

 

=

 

СR

 

+iCi, ( IIR iωωω += )then the solution of differential equations (13) has the 

form of a sine wave at  х1, whose amplitude decays over time;

 

2)

 

k =

 

kR

 

+ikI; С

 

= СR, Then at each point  х1

 

fluctuations established, but х1

 

attenuated. 

 
In both cases, the imaginary part kI

 

or CI characterized by the intensity of the 
dissipative processes. Substituting (16) in (17), we obtain a system of first order 
differential equations solved for the derivative 

 

                       

( )
( )

0

;01
;01

;01

2

2

222

=−′

=−−′

=−′+−′
=−−′−−′

ϕ

αϕ

α
ωρϕαα

W

WM
D

WvDQМ
WhvDМQ

                        (17)

 

with boundary conditions at the ends of the band х2=0, l2, one of the four types 

 а.

 

swivel bearing: ;0== MW        

 

(18) 

б.

 

sliding clamp: 0==ϕQ

 

      (19) 

в.
 

anchorage: 0==ϕW                 (20) 

г.
 

free edge: 






=−−

=−+

0)1(
0)1(

2

2

ϕνα

να

DQ
WDM

   (21)

 

Thus, the spectral formulated task (17) and (21) the parameter α2, describes the 

propagation of flexural waves in planar waveguide made as a band with an arbitrary 

coordinate on the thickness change х2. It is shown that the spectral parameter α2

 
It 

takes complex values (in the case of ( )τ−tRЕn ≠0) If ( )τ−tRЕn =0, whereas the 

spectral parameter α2

 

It takes only real values. Transform this system (17). We have 

 
( ) ϕαα 22 1)1( vDWvDMQ −′+−′′+′′=′

 
From whence     

 

( ) 01 222 =−−−′′+′′ WhwMWvDM ραα
 

Moreover  

.01 2 =−− WM
D

W α
 

Thus, the conversion system is of the form                  
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( )( )







=−−′′

=−′′−−−′′

01
01

2

222

M
D

WW

WvDhMM

α

αωρα
                        (22) 

The boundary conditions (18) - (21) in alternating MW ,  it has the form:  

а.
 

swivel bearing:    ;0== MW                                       (23)
 

б.
 

sliding clamp:     ;0)1(2 =−′−′=′ WDMW να
 
              (24) 

в.
 

anchorage:         0=′=WW                                        (25)
 

г.
 
free edge:          

0)()1(
0)1(

2

2

=′−−′

=−+′

WDM
WDM

να

να
                       (26) 

at х2=0  or х2=+l2
 

Let

 

М and W
 

some own functions of the system (22) - (26) may have a 

complex meaning. Multiply the equation system (22) to function M


and W


, complex 

conjugate to М  and W . Identical converting the first equation, we integrate the 

resulting equality х2

 
and composed of the following linear combination

 

∫ ∫ ∫ −′′−+′′−−′′
2 2 2

0 0 0
2

2
2

2
2 )()1()()1(

l l l

dxWWDdxWWDdxWM


νανα
 

      
        +′′−−−− ∫∫∫

222

0
2

0

2
2

2

0
2

2 )1(
lll

dxWWDdxWWhdxWM


ναρωα               (27)
 

∫ ∫ ∫ =−−+
2 2 2

0 0 0
22

2
2 0"

l l l

dx
D
MMdxMWdxMW




α
 

Integrating (27) by parts,

 

[ ] +′+′−′−−′ ∫ 2
00

2 ]''[))(1(
22

dxWMWMWWDM
ll 

να

 

++′−′−+ ∫∫ 2
0

2

0
2

2 ][')1(
22

dxWMWMdxWWD
ll 

ανα
 

( ) 01)1(')1(2

0
)1(2

2
0

2
2

0

2
2

0

2

2

0
2

0
2

0

2
2

2

222

22 2

=′′−+′′−+′−+

+′+−−′′−+

∫∫∫

∫∫ ∫

dxWWDvdxWWDdxWWD

l
MWdx

D
MMdxWWhdxWWD

lll

ll l








ανανα

ρωνα  

or 
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( )( ) ( )

( )

( ) ( ) .0112
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2222

22

2
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0
2

2

0
2

2

0
2

2

0
2

0
2

2
2

0

0
2

0

2

=
′





′−+′′−−−−

−




 +−′′+′′−

′



 −++



 ′

−−′

∫∫∫∫

∫∫
eell

ll

ll

dxWWDvdxWWDvdxWWhdx
D
MM

dxMWMWdxWMWM

WWDvMWWDvM








ααρω

α

αα

  (28) 

It is easy to make sure that is the integral terms of (28) vanish at any 
combination of the boundary conditions (23) - (26). It should also be noted that all the 

functions under the integral valid at ( )τ−tRЕn =0. The expressing α2 (28) We find that 

∫ ∫ ∫

∫ ∫ ∫

′′−−′′−−+

++′′+′′

=
2 2 2

2 2 2

0 0 0
222

0 0 0
2

2
22

2

)()1()1(2)(

)(

l l l

l l l

dxWWDdxWWDdxWMWM

dxWWhdx
D
MMdxWMWM








νν

ρω
α - real number. 

Thus (with ( )τ−tRЕn =0), It is shown that the square of the wave number for 

own endless strip of varying thickness is valid for any combination of boundary 

conditions. If ( ) 0≠−τtRЕn , then 2α   It is a complex value for any combination of 

boundary conditions. 

II. Adjoin Spectral Problem, Orthogonality Condition 

The resulting spectral problem (17) - (21) is not self-adjoin. Built for her adjoin 
problem using this Lagrange formula [16] 

                              ∫∫ ⋅−=⋅
lll

UdxVLVUZdxVUL
000

,*)(**),(*)(   (29) 

where L and L* - direct and adjoin linear differential operators; U and V* - arbitrary 
decisions of relevant boundary value problems. 
In our case  
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( )









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






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
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


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−

−

−′−−

−−′−−

=

2

2

2

2

2

222

2

100

10

101

1

дх
д

дх
д

D

vD
дх
д

hvD
дх
д

L
α

α

ωραα

 ,  (30) 

on the left-hand side of equation (29) will be as follows  
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[

] 01)1(

')1(

2
22

0

222
2

=−′+−−′+−′+

+−+−−′−−′

••••••

••••••∫

dxWWWWM
D

MWD

MQMMQWhQDQMQQ
l

ϕϕαϕϕϕνα

ωρϕναα

           (31) 

 or, integrating parts       

       

]

] 0))1(

())1(()1

()(

2
22

22

0

2

0

22

=+−′−

−+
′

+−′++
′

++






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 ++++

′
−+++

••

••••••

••′•••••• ∫

dxWQhMD

WQDWM
D

QMQMQWWММQQ
ll

ωρνα

ϕαϕναϕϕ

αϕϕ

             (32)
 

Thus the conjugate (30) - (32), the system has the form

 

                        














=++−′−
=−′++

′

=++

=+

••••′

•••

•••′

••′

0)1(
0)1(

01
0

222

2

2

QhMDW
QDW

D
QM

MQ

ωρϕανα
ναϕ

ϕα  

                     (33) 

Moreover, we get the conjugate boundary conditions of equality to zero is 

integral members 
2

0
*),(

l

VUZ
 

expression in (32):

 

а.

 

swivel bearing: 22 ,0,0 lxQ === ••ϕ                                (34) 

б.

 

sliding clamp: 22 ,0,0 lxMW === ••                                (35) 

в.

 

anchorage: 22 ,0,0 lxQM === ••
                               (36) 

г.

 

free edge: 






==−−

=−+
••

••

22
2

2

,0,0)1(
,0)1(

lxMDW
QD

να

ναϕ

 

For conditions biorthogonality

 

solutions once again use the Lagrange formula 
(29) in the form 

 

                           

[ ] ,),()()(
0 0

2

∫ •••• =+
l l

VUZdxUVLVUL

 

                              (37) 

that leads to the consideration of the following integral
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 −′+−−′−−′ •••••∫ MMQWhQDQMQQ
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jijijiijiiji ωρϕναα

Notes
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222

2

2

22

=+−′−+

++−′++
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++
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•••

•••••

••••′••

•••••

dxWQhMWDW

WWQDWM
D

QMMMQMQQWWW
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D
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ijjijjij

jiijjijjiji

jijijijijjiji

jiijijijiiji

ωρναϕα

ϕναϕϕϕϕ

αϕ

ϕαϕϕϕνα

    

 

(38)

          

where T
iiii WMQ ),,( ,ϕ - own form, corresponding to the Eigen value αi

 

original spectral 

problem; 
T

jjjj WMQ ),,,( •••• ϕ - own form, corresponding to the Eigen value αj adjoin. 

Integrating (38) by parts

 

           

( ) ][ +





−−′+−′−−− ∫ ••••

2
0

22
2

)1()1( dxWMWDQDQM
l

jijiijjiji ϕνϕναα
 

               (39)

 

]



=−−−+ •• ,0

0
)1()1( 2lMWDQD jiij νϕν

 

where to  i≠j we have the condition biorthogonality forms:
 

         

[ ]

][ ijijji

l

jjijii

l

QMWD

dxMDWQDM

δϕν

νϕϕν

=−−+

+−′−+−′+

••

•••∫

2

0

2

)1(

))1(())1(
0

2

             (40)  

The expression ijji QMW ϕ•• −  zero, if the border is set to any of the conditions 

(18) - (21) in addition to the conditions of the free edge. 

III. Fixed Problem for a Semi-Infinite Strip of Variable Thickness. 

Consider a semi-infinite axial  x1 lane variable section, wherein at the end (x1 
=0) harmonic set time exposure of one of two types of: 

                   0x,)(,)( l2112 === ti
W

ti
W exfMexfW ωω

                    (41) 

or  

                        0,)(,)ex( 12121 === xexfQf ti
Q

ti ωω
ϕϕ                              (42) 

where  

                 







∂∂

∂
−+

∂
∂

=
∂
∂

= 2
21

3

3
1

3

1
1

1 )1(2,
xx

W
x
WDQ

x
W νϕ                              (43) 
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Transform the boundary conditions (41) so that they contain only selected our 

variables W,ϕ, M and Q  

,0,)(,)( 122
2

2

2
1

2

2 ==







∂
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∂
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M
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w
ωω ν  
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3

3
1

3

2
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==
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
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∂
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∂
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∂
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x
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x
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x
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x
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x
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x
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Q
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ϕ ν  

Of finally 

                            [ ] 0,)()1()(,)( 1222 =′′−+== xexfDxfMexfW ti
wM

ti
w

ωω ν     (44)  

           [ ] .0,)()1()(,)( 122
1

2
1

=′′−−=
∂
∂

=
∂
∂ xexfDxf

x
Mexf

x
W ti

Q
ti ω

ϕ
ω

ϕ ν  
   (45)

 

Assume that the desired solution of the no stationary problem can be expanded 
in a series in Eigen functions of the solution of the spectral problem. In the case of 
constant thickness it is evident, and in general, the question remains open.  

         The solution of the stationary problem (17) - (21) (41) - (42) will seek a  

                                         )(

2

2

2

2

1

1

)(
)(
)(
)(

txi

k

k

k

k
N

k
k

ke

xQ
xM
x
xW

a

Q
M

W

ωαϕϕ −−

=





















=



















∑
                           (46)  

where kkkk MW ,,, θϕ  -  biorthonormal own forms of the spectral problem (17) –  

(21). 

The representation (46) gives us the solution to the problem of non-stationary 
wave in the far field, i.e., where it has faded not propagating modes. The number of 
propagating modes used N course for each specific frequency ω, since the cutoff 
frequency is greater than the other ω. 

Consider two cases of excitation of stationary waves in the band:  

                           а) fw=0  –  antisymmetric  relative х1;  

                          б) fϕ=0  –  symmetric.  

In the case of antisymmetric excitation, substituting (46) into (44) and 
expressing fM(x2), obtain

 

                                            ∑
=

=
N

k
kkM xMxf

1
22 )()( α .                              (47) 
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Value biorthogonality (40) gives expression to determine the unknown coefficients 

( ) ( ) 2
0

22

2

dxxQxfa
e

kMk ∫ •= . 

In the case of a symmetrical excitation   ( )2xfQ  We obtain rearranging (46) to 
(45) in the following form 

                                      ∑
=

−=
N

k
kkkQ xMaixf

1
22 ))(()( α                                     (48) 

Biorthogonality ratio (30) gives 
 

                                          ∫ •=
2

0
22 )(

l

kQ
k

k dxQxfia
α                                        (49) 

IV. Testing Software System and Study the Properties of Propagation of 
Flexural Waves in a Band of Variable Thickness 

Testing program was carried out on the task of distributing the flexural waves in 
a plate of constant thickness. Consider the floor plate of constant thickness infinitely 
satisfying Kirchhoff-Love hypotheses, with supported long edges (Figure 1).  

at end face х1=0  specified: 

                                      w=f1(x2)e
iωt,  M11=f2(x2)e

iωt                (50) 

Spread along the axis х1 flexural wave is described by the differential control 
system (13) 

                                    

( )
















==−′

=
∂
∂

+−′

=−′

∂∂=′′=′′+
∂
∂

+′

0

2
1

2

22
2
1

2

,0

01
,0

,/0

hhw
x
wM

D

M

twwwh
x
MQ

ϕ

ϕ

θ

ρ

                         (51) 

with boundary conditions of the form (15) 

                                w=0, πν ,0,0)1( 2
1

2

2

==
∂
∂

−− x
x

wDM   .                          (52) 

Introducing the desired motion vector in the form of 

                                 
)( 1 txai ke

W

M
Q

w

M
Q

ω

ϕϕ
−−





















=



















                                  (53) 

Go to the spectral problem  
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












=−′

=−−′

=−′

=−−′

,0

,01
,0

,0

2

22

ϕ

αϕ

ρωα

W

WM
D

QM
WhMQ

                                     (54) 

with the boundary conditions  

παν ,0,0)1(,0 2
2 ==−+= xWDMW

 

or 

                                      π,0,0,0 2 === xMW .                              (55) 

Rewrite the system (54) as follows

 

                                      







=−−′′

=−−′′

,0

,01

22

2

WhMM

WM
D

W

ρωα

α
 

               

                    

(56) 

and   .,0,0,0 2 π=== xMW
 

We seek the solution of (56) in the form 
 

                                        

...),2,1(,sin

,sin

2

2

==

=

nxnaM

xnaW

M

w  

                                 (57) 

satisfying the boundary conditions (55).

 

We obtain an algebraic homogeneous system 

 

0122 =−−− MWW a
D

aan α ;  

                              

0222 =−−− wMM haaan ρωα . 

 

            (58)

 

For the existence of a nontrivial solution, which is necessary to require the 
vanishing of its determinant

 

,0
1

det
222

22

=
+

+

αρω

α

nh
D

n  

or 

                                 ,22
2,1

k
D

hn ρωα ±=+                                     (59,а) 
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where, when ( )τ−tRЕn =0 

                                .22
2,1 D

hn ρωα ±−=                                      (59,b) 

Ownership of constant thickness strip bending vibrations are of the form 
 

2
2,1 sin xnWn = ; 

                                  

2
2,1 sin xnDhM n ρω±= ;                               (60) 

2
2,1 cos xnnn =ϕ ; 

.cos 2
2,1 xnDhQn ρω=

 

We construct the solution of the problem adjoin to (54)-(55) 

                                         















=+
′

=++′

=+
′

=++
′

••

••

••

••

0

,01*

0

,0*

2

22

MQ

Q
D

M

W

QhW

αϕ

ϕ

ωρϕα

                                  (61) 

and  

                                 πϕ ,0,0*,0* 2 === xQ .                                     (62)

 

Transforming (61) - (62) we obtain the following system of first order differential 
equations  








=−−
″

=−−
″

•••

•••

,01
0

2

22

ϕα

ωρϕαϕ

D
QQ

Qh

 

                           
               .0,0:,02 === •• Qx ϕπ

 

                               (63) 

The solution of (63) in the form

 

                          22 sin,sin xnaQxna Q
•••• == ϕϕ

 

                          (64)

 

From whence 2
2,1α

 

It has the same form (59a), own forms of vibrations are of the form:

 

Ducting in Extended Plates of Variable Thickness

  

1

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
V
I   

Is
s u
e 

  
  
er

sio
n 

I
V

II
Y
ea

r
20

16

© 2016    Global Journals Inc.  (US)

45

  
 

( F
)

Notes



                                   

.cos

cos

,sin

,sin

2
2,1

2
2,1

2
2,1

2
2,1

xnnM

nxDphnW

xnQ

nxDph

n

n

n

n

=

±=

=

±=

•

•

•

•

ω

ωϕ

                              (65) 

For biorthogonality  conditions direct solutions and the adjoin problem is 
necessary to consider the following equation  

                     

] ijijijijjijiij

ijjiijijiijjijij

jijiijijjijiiji

dxWQhWWWWWWW

WM
D

MQM
D

MM

MQMMQMQQQWhQMQQ

δωρϕαϕϕ

ϕϕϕαϕϕϕαϕ

ρωα
π

=++
′

+−′++

+
′

+−−′+++
′

+


 +−′++

′
+−−′

••••••

•••••••

•••••••∫

2
22

22

0

22

11
     (66) 

where −iiii WMQ ,,, ϕ
 

own form for the direct problem, the corresponding Eigen 

values iα , and ••••
jjjj WMQ ,,, ϕ

 
- own form of the dual problem, the corresponding 

Eigen value αj. Integrating by parts in (66), using the boundary conditions (55) and 
(62) we obtain the desired condition:  

                                       [ ]∫ =+ ••
π

δϕ
0

2 ijjiji dxWQM .     (67) 

We now verify biorthogonality received their own forms (60) and (65) using the 
condition biorthogonality (67)  

[ ]

∫

∫

==

=+⋅

π

π

δρπρ

ρρ

0
222

2
0

2222

)()(2

)()()()(

ijDhdxjxSinixSinDh

dxjxSinixSinDhjxSinixSinDh
 

The normalized adjoin eigenvector on Dhρπ , we have a system of eigenvectors 

satisfying the condition (67).  

We now obtain the solution of the problem of the distribution of the stationary 

wave in the semi-infinite strip of constant thickness. Suppose that at the border  х1=0  

set the following stationary disturbance:  

                          

0,)sin(

,)sin(

12

2

===

==

xenxbeMM

enxbeWw

ti
M

ti

ti
W

ti

ωω

ωω

                                   (68) 

We seek a solution of a problem
 

                         ∑
∞

=

=
1

21 ),,(
k

kkWatxxw , ∑
∞

=

=
1

21 ),,(
k

kk MatxxM
 
                   (69) 
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where 

,)(,)( )(
2

)(
21

txai
k

txai
k

lklk exMMexWW ωω −−−− ==  

а kk MиW  - own form (60), corresponding to αk  

It is evident from the band at the end face at x1=0 decision (69) must satisfy the 
boundary conditions (68) 

∑
∞

=

=
1

22 ,)()sin(
k

ti
kk

ti
W exWaenxb ωω

 

∑
∞

=

=
1

22 ,)()sin(
k

ti
kk

ti
M exMaenxb ωω

 

or go to the amplitude values  

∑
∞

=

=
1

2 ,)sin(
k

kk
ti

w Waenxb ω  

                                   ∑
∞

=

=
1

2 ,)sin(
k

kk
ti

M Maеnxb ω                                (70) 

Consider the following integral 

            

[ ]

[ ] .
1 0

2

0
2

110
2

∑ ∫

∫ ∑∑∫
∞

=

••

•
∞

=

•
∞

=

••

=+=

=







+=+

k
jjkjkk

jk
k

kjk
k

kjj

adxWQMa

dxWaQMadxWQM

π

ππ

ϕ

ϕϕ
                     (71) 

On the other hand on the edge х1
 = 0 the same integral as follows  

                         [ ]∫ •• +
π

ϕ
0

222 )sin()sin( dxnxbQnxb jWjM                                (72) 

Substituting in (72) from the normalized own form (65) we obtain  

                   

[ ]

] 2
0

22

2
0

2222

)(sin)(sin

)(sin)(sin)sin(1)sin(

dxjxxn
b

Dh
b

dxjxxnbjx
Dh

xnb

wM

wM

∫

∫

⋅⋅











±=

=±

π

π

π
ω

ρπ

π
ω

ρπ
            (73) 

From a comparison of the formulas (71) and (73) it is clear that under such 
boundary conditions is excited only "n" - Single private form: 

                                 











±=±

22
ω

ρ
δ wM

njj
b

Dh
ba                                      (74) 
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Thus, the solution of the no stationary problem for a half-strip of constant 
thickness has the form  

                                
( )
( ) )(

)(

txi
nnnn

txi
nnnn

l

l

eMaMaM

eWaWaW

ωα

ωα

−−−−+−

−−−−++

+=

+=
                               

(75) 

where  

,sin,sin 22 xnDhMxnW nn ρω±=±= ±±
 а  ±

na  -  determined from the ratio (74).  

Now suppose that the steady influence on the border of semi-infinite strip х1=0  it 
has the form  

                                      ti
M

ti
w exfMexfw ωω )(,)( 22 ==                               (76) 

Let us expand the function wf and Mf   Fourier series of sinus in the interval  [0,π] 

                           ∑∑
∞

=

∞

=

==
1

22
1

22 )(sin)(,)(sin)(
k

k
MM

k

k
ww xkbxfxkBxf                (77)  

Using the results of the previous problem, we find that the solution can be 
represented as a Fourier series:  

( ) )(

1

txi

k
kkkk

leWaWaW ωα −−
∞

=

−−++∑ +=  

                                 ( ) )(

1

txi

k
kkkk

leMaMaM ωα −−
∞

=

−−++∑ +=                           (78)  

where 
±±± ±= kk

k
w

k
M

k MWa
b

Dh
ba ,,

22
ω

ρ
 determined from the ratio (60).  

V.  Numerical  Results  and  Analysis  

The numerical solution of spectral problems carried out by computer software 
system based on the method of orthogonal shooting S.K. Godunov [4] combined with 
the method of Muller. The results obtained in testing with the same software package 
analytically up to 4-5 mark frequency range from 0.01 to 100. Hereinafter, the entire 

analysis is conducted in dimensionless variables, in which the density of the material ρ, 
half the width of the waveguide l2  and E modulus taken to be unity, and the parameters 
of relaxation kernel  1,0;05,0;048,0 === αβA .  
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Figure 2 :

 

The dependence of the phase velocity on frequency

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 :
 
The dependence of the frequency of the wave

 

The calculation results are obtained when A = 0. Figure 2 shows the spectral 
curves of the lower modes of oscillation of constant thickness plate, the corresponding  
n=0, 1, 2, 3, 4, 5 for Poisson's ratio υ=0,25. Analysis of the data shows that the range 
of applicability of the theory of Kirchhoff-Love to a plate of constant thickness is 
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limited by the low frequency range. For example, for the first mode (h = 0), the range 

of application of the theory 0≤ω≤3 because of the unlimited growth of the phase 

propagation velocity with increasing frequency, for high frequencies Cf Cs  ∼ ω .   

At high frequencies, where the wavelength is comparable or less than the fashion 
of strip thickness, there is, as is well known, localized in the faces of the Rayleigh wave 
band at a speed slower speed Сs, however, as is obvious, this formulation of the 
problem, in principle, does not allow to obtain this result. However, it should be noted 
that in the application of the theory of Kirchhoff - Love platinum constant thickness is 
obtained the correct conclusion about the growth of the number of propagating modes 
with increasing frequency that is well seen from the spectral curves of Figure 2 and 
Figure 3, which shows the dependence of the wave number α  the frequency for the same 
modes of waves.  

Figure 4 shows the obtained numerical form for the above modes of oscillations 
coincided with the same accuracy (4-5 decimal places) in the division of bandwidth by 
90 equal segments.  

Figure 5 illustrates the solution of the stationary problem: the amplitude of the 

excited oscillation modes linearly depends on the frequency ω. 

We proceed to the propagation of flexural waves in a symmetric band Kirchhoff - 
Love of variable thickness. Let us first consider a waveguide with a linear thickness 
change, presented in Figure 6 and 7 which are free edges. Figure 8 shows the dispersion 

curves for the first mode, depending on the verge of tilt angle φ/2. Curve I corresponds 
to a strip of constant thickness h0=h1. Curve 2 corresponds to a waveguide with an 

angle of inclination of faces φ/2 =π/4  or tg φ/2=1 and curve 3 corresponds to a  

waveguide  tg φ/2=0,2. The figure shows that, unlike the bands in the case of constant 

cross-section of the waveguide with a small tapered angle at the base of the wedge α  
(Curve 3) there exists a finite limit of the phase velocity of the fashion spread, and  

2
2~lim ϕ

ω
tgCC sf =

∞→
 

where Сs
 -. The speed of shear waves, which coincides with the results of other 

studies [5,6,14,15] Thus, it is shown that -Lava Kirchhoff theory  provides a wave 
propagating in the waveguide is tapered with a sufficiently small angle at the base of 
the wedge-speed, lower shear wave velocity and different from the Rayleigh wave 
velocity. Moreover, these waves from a frequency distributed without dispersion. This  
wave  is  called "wave Troyanovskiy - Safarov" [10, 12,13].  

Figure 9 shows the waveform of the same frequency for ω=10, from which it 
follows that the strip of constant thickness behaves like a rod while at the wedge-shaped 
strip there is a significant localization of waves in the area of acute viburnum, and the 

more, the smaller the angle φ. The above fact explains the Kirchhoff theory -Lava 
applicability for studying wave propagation in waveguides is tapered, as the frequency 
increases with decreasing length of one side of the wave modes, with different wave 
localizes with the sharp edge of the wedge so that the ratio of the wavelength and the 
effective thickness of the material is in the field of applicability of the theory. This 
statement is  true, the smaller the angle at the base of the wedge.  

It should also be noted that the numerical analysis of the dispersion equation 
(33) does not allow to show the presence of strictly limit the speed of wave propagation 
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modes, since the computer cannot handle infinitely large quantities. We can only speak 
about the numerical stability result in a large frequency range, which is confirmed by 

research. For example, when  tgφ/2=0,2 value of the phase velocity of a measured 

without shear wave velocity at ω=3 and ω=40 It differs fifth sign that corresponds to 
the accuracy of calculations, resulting in test problem. 

In the example h0
 = 0,0001, it certainly gives an increase of the phase velocity 

when the frequency increases further, since such a strong localization of the wave to the 
thin edge of the wedge, starts to affect the characteristic dimension - the thickness of 
the truncated wedge, and Kirchhoff hypothesis -Lava stops working. To solve the 
problem of acute wedge numerically is not possible, since the dispersion equation 
contains a term D-1, and the thickness tends to zero flexural rigidity D behaves as a 
cube and the thickness goes to zero. This significantly increases the "rigidity" (ie the 
ratio between the small and large coefficient) system, increases dramatically the 
computing time and decreases the accuracy of the results. However, it is clear that you 

can trust the results obtained where the agreed parameters  h0 and α. We note also that 
the numerical experiment showed no significant dependence of the phase velocity of the 
first mode of the Poisson's ratio ν , and the fact that a family of dispersion curves with 
different apex angles of the wedge have a similarity property: the ratio of the phase 

velocity to the limit does not depend on the angle of the wedge φ. On the modes, 
starting from the second, the speed limit dependence on Poisson's ratio becomes 

noticeable - about 8.5% for the second mode when changing 0 ≤ν  ≤ 0,5. Generally, the 
limit speed increases with the stronger and the more the mode number. 

Figure 10 shows the dispersion curves for the first modal wedge tgφ/2=0,2. The 

figure shows that the speed of the first mode (curve I) is equal to zero for ω=0 and 

since the frequency  ω=1, virtually unchanged. The speed of the second mode (curve 2) 

is nonzero and finite for  ω=0  and stabilized at  ω=3. The rest of the modes (curve 
number matches the number of fashion) have a cut-off frequency, which can be easily 

determined from Figure 11 (the dependence of the wave number α of the frequency), 
and decreasing, stabilized (seen 3 and 4 modes) at top speed. 

Figure 12 shows the evolution of the first waveform with the frequency ω for 

frequencies ω=0,5; 1; 5 и 20. Pronounced localized form with increasing frequency. 
Figure 13-16 shows the own forms respectively for 2-4 modes of vibration for different 

frequencies: ω = 1, 2, 3 and 4 (the number of grid points corresponds to the number 
form). And here there are localized forms in the area of thin wedge edge. Figure 16 

gives an idea of the degree of localization of the forms at the frequency ω = 1, 
obviously, the lower the number of forms, the stronger it is localized at the edge of the 
wedge. 

Figures 17-19 shows the spectral curves of the first three events in the case of the 

nonlinear dependence of the thickness of the strip from the coordinates х2. 

,10,)( 2202 ≤〈+= xhxhxh p  
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where the parameter ρ It was assumed to be 1.5; 2; 2.5; 3 (curves 1, 2, 3, 4, 
respectively, curve "0" corresponds to p = 1 - linear relationship).

Notes



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4
 

:
 

Form for the higher oscillation modes 

From the equation of "0" with the remaining curve shows that they are located 
on the horizontal high-frequency asymptote, monotonically to zero. The midrange is 
observed a characteristic peak which is shifted to lower frequencies with an increase in 
"p". In accordance with the charts of waveforms at ris.20-22 quicker and localization of 
motion near the edge of the waveguide.  

Thus, it can be concluded that the phase velocity of the wave in the localized 
waveguide edge is defined as the frequency increases the rate of change of thickness in 
the vicinity of the sharp edge. 

Figures 23-28 illustrate the solution of the stationary problem for a wedge-shaped 

waveguide with a linear change in the thickness of the coordinates х2
 depending on the 

location of the excitation zone, from which it is clear that the main contribution  to the 
resulting solution brings a sharp edge excited waveguides. Analysis of figures 23-25 
shows that, if aroused sharp edge of the wedge is raised mostly first oscillation mode, 

and ratio α1
 increases with increasing frequency.  
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Figure 5 :
 
The amplitude of the excited mode depending on the frequency

 

The amplitude of the remaining modes is not more than 5% from the first (ω
 
= 

10). Upon excitation of the central waveguide portion (fig.26 and fig.27) the amplitude 
of oscillation is 20-50 times lower than when excited sharp edge and decreases with 
increasing frequency. On Figure 28 shows the factors driving modes when the excitation 
zone does not capture any region, the center of the waveguide. The oscillation 
amplitude is also here oscillations 20-50 times less than in the first case. 26-28 of the 
drawings can be made and another conclusion that in this case the entire frequency 
range can be divided into zones, in which one of the modes propagates mainly. For 
example, in the case of Figure 25:
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Figure 7  : The settlement scheme  

 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

Figure 8 :  The dependence of the real and imaginary parts of the phase velocity on 
frequency 
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Figure 9 : The forms of the coordinate fluctuations  Х2 
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Dependence of the real and imaginary parts of the phase velocity on 
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 Figure 11

 
: Dependence of the frequency of the wave

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      

 
 
 
 
 
   

 Figure 12 :

 

Changing the shape of the coordinate fluctuations Х1
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Figure 13 : Changing the shape of the coordinate fluctuations Х2 
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Changing the shape of the coordinate fluctuations
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Figure 15

 

: Changing the shape of the coordinate fluctuations

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 16

 

: Changing the shape of the coordinate fluctuations
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Figure 17 : Changing the phase velocity as a function of frequency 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 18
 
: Changing the phase velocity as a function of frequency
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 Figure 19 :

 

Changing the phase velocity as a function of frequency

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 20 :

 

Changing the shape of the coordinate fluctuations
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Figure 21 : Changing the shape of the coordinate fluctuations 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 22

 

: Changing the shape of the coordinate fluctuations
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       Figure 23 : The change factor а depending on the frequency 
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The change factor а depending on the frequency



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 25 :   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 26 : The change factor а depending on the frequency 
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The change factor а depending on the frequency



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 27

 

: The change factor а

 

depending on the frequency
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Notes



   On the basis of these results the following conclusions:

 ­
 

On the basis of the variation equations of elasticity theory, the mathematical 
formulation of the problem of wave propagation in the extended plates of variable 
thickness. A system of differential equations with the appropriate boundary 
conditions. 

­
 

Showing that the square of the wave number for own endless bands of variable 
thickness in any combination of the action of the boundary conditions.

 ­
 

Obtained spectral problem is not self-adjoin. Built conjugate problem for her. 
Coupling system consists of ordinary differential equations with the appropriate 
boundary conditions. With the help of the Lagrange formula obtained conditions 
biorthogonality forms. The problem is solved numerically by the method of 
orthogonal shooting S.K. Godunov in conjunction with the method of Muller.

 ­
 

Analysis of the data shows that the region with the imaginary theory of Kirchhoff-
Love to the plate of constant thickness is

 

limited by the low frequency range. At 
high frequencies, when wavelength comparable to fashion or less than the thickness 
of the plate theory Kirchhoff -Love does not yield reliable results.

 ­
 

For the phase velocity of propagation modes in the band of variable thickness, there 
is final repartition unlike the constant cross-section strip. 
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Abstract-
 
In this paper we have developed two summation formulae which are unique with the help of contiguous

 
relation.

 
Keywords: contiguous relation, summation formulae, prudnikov et al. 

I. Introduction and Results Required 
Special functions are very useful in Mathematical Analysis, Applied 

Mathematics, Physical sciences and so many other branches of science and engineering. 
The uses of summation formulae are spectacular. So many scientists are involved to 
develop summation formulae in the field of Hypergeometric function. Contiguous 
relations are also useful with summation formulae.  
Prudnikov et al[2,p.414] developed the following seven summation formulae 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

 

 

 

(7) 
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2
)

+
(a + 2c − 7)

Γ( c+a−3

2
) Γ( c−a

2
)

i

2F1

»

a, 5− a ;
c ;

1

2

–

=

√
π Γ(c)

2c−5{
4

Q

γ=1

(γ − a)}

h{2(c − 2)(c − 4) − (a − 1)(a − 4)}
Γ( c−a+1

2
) Γ( c+a−4

2
)

+
(12 − 4c)

Γ( c−a
2

) Γ( c+a−5

2
)

i

2F1

»

a, 6 − a ;
c ;

1

2

–

=

=

√
π Γ(c)

2c−6{
5

Q

δ=1

(δ − a)}

h (4c2 + 2ac − a2 − a − 34c + 62)

Γ( c−a
2

) Γ( c+a−5

2
)

− (4c2 − 2ac − a2 + 13a − 22c + 20)

Γ( c−a+1

2
) Γ( c+a−6

2
)

i2.
P

ru
d
n
ik

ov
, 

A
.P

.,
 B

ry
ch

k
ov

, 
Y

u
. 

A
. 

an
d
 M

ar
ic

h
ev

, 
O

.I
.;
 I

n
te

gr
al

 a
n
d
 S

er
ie

s 
V

ol
 3

: 
M

or
e 

S
p
ec

ia
l 
F
u
n
ct

io
n
s,

N
au

k
a,

 M
os

co
w

,
20

03
.



 

(8) 

Salahuddin et al[3,4,5] derived the following fifteen summation formulae
 

(9) 

(11) 
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The contiguous relation is defined as Abramowitz et al[1,p.558]

b 2F1

»

a, b + 1 ;
c ;

z

–

= (b − c + 1) 2F1

»

a, b ;
c ;

z

–

+ (c − 1) 2F1

»

a, b ;
c − 1 ;

z

–

2F1

»

a, 7 − a ;
c ;

1

2

–

=

=

√
π Γ(c)

2c−7{
6

Q

ς=1

(ς − a)}

h 1

Γ( c−a+1

2
) Γ( c+a−6

2
)
(−3a

2
c + 12a

2 + 21ac − 84a + 4c
3 − 48c

2 + 158c − 120)+

+
1

Γ( c−a
2

) Γ( c+a−7

2
)
(2a

2 − 14a − 8c
2 + 64c − 108)

i

2F1

»

a, 8 − a ;
c ;

1

2

–

=

=

√
π Γ(c)

2c−8{
7

Q

ξ=1

(ξ − a)}

h 1

Γ( c−a
2

) Γ( c+a−7

2
)
(−a

3 − 4a
2
c + 30a

2 + 4ac
2 − 4ac − 107a + 8c

3 − 124c
2 + 576c − 762)+

+
1

Γ( c−a+1

2
) Γ( c+a−8

2
)
(−a

3 + 4a
2
c − 6a

2 + 4ac
2 − 68ac + 181a − 8c

3 + 92c
2 − 288c + 210)

i

2F1

»

a, 9 − a ;
c ;

1

2

–

=

(10) 

=

√
π Γ(c)

2c−9{
8

Q

$=1

($ − a)}

h 1

Γ( c−a+1

2
) Γ( c+a−8

2
)
(a4 − 18a

3 − 8a
2
c
2 + 80a

2
c − 85a

2 + 72ac
2 − 720ac + 1494a + 8c

4−

−160c3+1056c2−2560c+1680)+
1

Γ( c−a
2

) Γ( c+a−9

2
)
(8a2c−40a2−72ac+360a−16c3 +240c2−1072c+1360)

i

2F1

»

a, 10 − a ;
c ;

1

2

–

=

=

√
π Γ(c)

2c−10{
9

Q

υ=1

(υ − a)}

h 1

Γ( c−a+1

2
) Γ( c+a−10

2
)
(−a

4 − 4a
3
c + 42a

3 + 12a
2
c
2 − 72a

2
c − 107a

2 + 8ac
3 − 252ac

2+

+1772ac− 3054a− 16c
4 +312c

3 − 2000c
2 +4704c− 3024)+

1

Γ( c−a
2

) Γ( c+a−9

2
)
(a4 − 4a

3
c +2a

3 − 12a
2
c
2 +192a

2
c−

−553a
2 + 8ac

3 − 12ac
2 − 868ac + 3406a + 16c

4 − 392c
3 + 3320c

2 − 11224c + 12264)
i

2F1

»

a, 11 − a ;
c ;

1

2

–

=

=

√
π Γ(c)

2c−11{
10
Q

ϕ=1

(ϕ − a)}

h 1

Γ( c−a+1

2
) Γ( c+a−10

2
)
(5a

4
c − 30a

4 − 110a
3
c + 660a

3 − 20a
2
c
3 + 360a

2
c
2 − 1305a

2
c−

−810a
2 + 220ac

3 − 3960ac
2 + 21010ac − 31020a + 16c

5 − 480c
4 + 5240c

3 − 25200c
2 + 50544c − 30240)+

+
1

Γ( c−a
2

) Γ( c+a−11

2
)
(−2a

4 +44a
3 +24a

2
c
2 − 288a

2
c +530a

2 − 264ac
2 +3168ac− 8492a− 32c

4 +768c
3 − 6352c

2+

+20928c − 22320)
i

2F1

»

a, 12 − a ;
c ;

1

2

–

=

(13)  

(12) 
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=

√
π Γ(c)

2c−12{
11
Q

χ=1

(χ − a)}

h 1

Γ( c−a+1

2
) Γ( c+a−12

2
)
(a5 − 6a

4
c + 9a

4 − 12a
3
c
2 + 300a

3
c − 1103a

3 + 32a
2
c
3−

−408a
2
c
2 +46a

2
c +6351a

2 +16ac
4 − 800ac

3 +10364ac
2 − 46852ac +62182a− 32c

5 +944c
4 − 10112c

3 +47656c
2−

−93776c + 55440) +
1

Γ( c−a
2

) Γ( c+a−11

2
)
(a5 + 6a

4
c − 69a

4 − 12a
3
c
2 + 12a

3
c + 769a

3 − 32a
2
c
3 + 840a

2
c
2−

−5662a
2
c + 8301a

2 + 16ac
4 − 32ac

3 − 4612ac
2 + 42380ac − 96002a + 32c

5 − 1136c
4 + 15104c

3−

−92536c
2 + 255392c − 245640)

i

2F1

»

a, 13 − a ;
c ;

1

2

–

=

=

√
π Γ(c)

2c−13{
12
Q

β=1

(β − a)}

h 1

Γ( c−a+1

2
) Γ( c+a−12

2
)
(−a

6 + 39a
5 + 18a

4
c
2 − 252a

4
c + 275a

4 − 468a
3
c
2 + 6552a

3
c

−18135a
3 − 48a

2
c
4 + 1344a

2
c
3 − 9834a

2
c
2 + 5964a

2
c + 74246a

2 + 624ac
4 − 17472ac

3 + 167388ac
2 − 631176ac

+752856a + 32c
6 − 1344c

5 + 21824c
4 − 172032c

3 + 674384c
2 − 1187424c + 665280)+

+
1

Γ( c−a
2

) Γ( c+a−13

2
)
(−12a

4
c + 84a

4 + 312a
3
c − 2184a

3 + 64a
2
c
3 − 1344a

2
c
2

+6620a
2
c − 2436a

2 − 832ac
3 + 17472ac

2 − 112424ac + 216216a − 64c
5 + 2240c

4 − 29312c
3 + 176512c

2−
−478752c + 453600)

i

2F1

»

a, 14 − a ;
c ;

1

2

–

=

=

√
π Γ(c)

2c−14{
13
Q

γ=1

(γ − a)}

h 1

Γ( c−a+1

2
) Γ( c+a−14

2
)
(a6 + 6a

5
c − 87a

5 − 24a
4
c
2 + 150a

4
c + 925a

4 − 32a
3
c
3 + 1392a

3
c
2

−12706a
3
c + 24615a

3 + 80a
2
c
4 − 1728a

2
c
3 + 5368a

2
c
2 + 58986a

2
c − 242486a

2 + 32ac
5 − 2320ac

4 + 47328ac
3

−391568ac
2 + 1344076ac − 1496568a − 64c

6 + 2656c
5 − 42560c

4 + 330752c
3 − 1278144c

2 + 2222160c − 1235520)+

+
1

Γ( c−a
2

) Γ( c+a−13

2
)
(−a

6 + 6a
5
c−

−3a
5+24a

4
c
2−570a

4
c+2225a

4−32a
3
c
3+48a

3
c
2+7454a

3
c−39225a

3−80a
2
c
4+3072a

2
c
3−35608a

2
c
2+133626a

2
c−

−68104a
2 +32ac

5 −80ac
4 −19872ac

3 +313808ac
2 −1676564ac+2856228a+64c

6 −3104c
5 +59360c

4 −566848c
3+

+2810304c
2 − 6724560c + 5897520)

i

2F1

»

a, 15 − a ;
c ;

1

2

–

=

=

√
π Γ(c)

2c−15{
14
Q

ε=1

(ε − a)}

h 1

Γ( c−a+1

2
) Γ( c+a−14

2
)
(−7a

6
c + 56a

6 + 315a
5
c − 2520a

5 + 56a
4
c
3 − 1344a

4
c
2 + 5103a

4
c+

+16520a
4−1680a

3
c
3+40320a

3
c
2−271215a

3
c+449400a

3−112a
2
c
5+4480a

2
c
4−54040a

2
c
3+150080a

2
c
2+845824a

2
c−

−3383296a
2 +1680ac

5−67200ac
4 +999600ac

3−6787200ac
2 +20482140ac−21070560a+64c

7 −3584c
6 +80864c

5−

−940800c
4 +5987520c

3−20296192c
2 +32464368c−17297280)+

1

Γ( c−a
2

) Γ( c+a−15

2
)
(2a

6−90a
5−48a

4
c
2+768a

4
c−

−1474a
4 + 1440a

3
c
2 − 23040a

3
c + 77970a

3 + 160a
2
c
4 − 5120a

2
c
3 + 46640a

2
c
2 − 90880a

2
c− 226192a

2 − 2400ac
4+

+76800ac
3 − 861600ac

2 + 3955200ac − 6138120a − 128c
6 + 6144c

5 − 116160c
4 + 1095680c

3 − 5363584c
2+

+12679168c − 11009376)
i

2F1

»

a, 16 − a ;
c ;

1

2

–

=

(14) 

(15) 

(16) 

(17) 
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+41722740a − 128c
7 + 7104c

6 − 158720c
5 + 1827360c

4 − 11505152c
3 + 38596416c

2 − 61194240c + 32432400)+

+
1

Γ( c−a
2

) Γ( c+a−15

2
)
(−a

7−8a
6
c+124a

6+24a
5
c
2−24a

5
c−2818a

5+80a
4
c
3−3000a

4
c
2+26360a

4
c−40760a

4−80a
3
c
4+

+160a
3
c
3+45080a

3
c
2−534760a

3
c+1499471a

3−192a
2
c
5+10080a

2
c
4−175760a

2
c
3+1189560a

2
c
2−2226480a

2
c−

−2760884a
2 +64ac

6−192ac
5−75120ac

4 +1782560ac
3−16394608ac

2 +65703616ac−93008652a+128c
7 −8128c

6+

+210944c
5 − 2878240c

4 + 22080512c
3 − 94015552c

2 + 202146816c − 165145680)
i

2F1

»

a, 17 − a ;
c ;

1

2

–

=

=

√
π Γ(c)

2c−17{
16
Q

ϑ=1

(ϑ − a)}

h 1

Γ( c−a+1

2
) Γ( c+a−16

2
)
(a8−68a

7−32a
6
c
2+576a

6
c−638a

6+1632a
5
c
2−29376a

5
c+101320a

5+

+160a
4
c
4 − 5760a

4
c
3 + 44640a

4
c
2 + 129600a

4
c − 1341071a

4 − 5440a
3
c
4 + 195840a

3
c
3 − 2303840a

3
c
2+

+9743040a
3
c − 9832052a

3 − 256a
2
c
6 + 13824a

2
c
5 − 246560a

2
c
4 + 1411200a

2
c
3 + 4297408a

2
c
2 − 64103040a

2
c+

+143207628a
2 +4352ac

6 − 235008ac
5 +4977600ac

4 − 52289280ac
3 +282566656ac

2 − 727036416ac +670152240a+

+128c
8 − 9216c

7 +275456c
6 − 4423680c

5 +41249792c
4 − 224907264c

3 +683065344c
2 − 1014128640c +518918400+

+
1

Γ( c−a
2

) Γ( c+a−17

2
)
(16a

6
c − 144a

6 − 816a
5
c + 7344a

5 − 160a
4
c
3 + 4320a

4
c
2 − 22480a

4
c − 30960a

4 + 5440a
3
c
3−

−146880a
3
c
2 + 1157360a

3
c − 2484720a

3 + 384a
2
c
5 − 17280a

2
c
4 + 247840a

2
c
3 − 1092960a

2
c
2 − 1901760a

2
c+

+15669504a
2 −6528ac

5 +293760ac
4 −4999360ac

3 +39804480ac
2 −146267456ac+194890176a−256c

7 +16128c
6−

−414976c
5 + 5610240c

4 − 42628864c
3 + 179788032c

2 − 383195904c + 310867200)
i

2F1

»

a, 18 − a ;
c ;

1

2

–

=

=

√
π Γ(c)

2c−18{
17
Q

η=1

(η − a)}

h 1

Γ( c−a+1

2
) Γ( c+a−18

2
)
(−a

8 −8a
7
c+148a

7 +40a
6
c
2−256a

6
c−3362a

6 +80a
5
c
3−4440a

5
c
2+

+49664a
5
c−103400a

5−240a
4
c
4+5520a

4
c
3+18760a

4
c
2−849520a

4
c+3240271a

4−192a
3
c
5+17760a

3
c
4−440560a

3
c
3+

+4091160a
3
c
2 − 12923320a

3
c + 3622852a

3 + 448a
2
c
6 − 20352a

2
c
5 + 253360a

2
c
4 + 576240a

2
c
3 − 31091248a

2
c
2+

+192701168a2c− 344444908a2 +128ac7 − 16576ac6 +660032ac5 − 12228640ac4 + 118499872ac3 − 604789504ac2+

+1488844864ac−1324543920a−256c
8+18304c

7−542976c
6+8650240c

5−79993344c
4+432549376c

3−1303568384c
2+

+1923025920c−980179200)+
1

Γ( c−a
2

) Γ( c+a−17

2
)
(a8−8a

7
c+4a

7−40a
6
c
2+1264a

6
c−6214a

6 +80a
5
c
3−120a

5
c
2−

−32416a
5
c+213904a

5+240a
4
c
4−12720a

4
c
3+186440a

4
c
2−743120a

4
c−456391a

4−192a
3
c
5+480a

3
c
4+216080a

3
c
3−

−4278120a
3
c
2 + 27569480a

3
c− 52277444a

3 − 448a
2
c
6 + 30720a

2
c
5 − 745840a

2
c
4 + 7817520a

2
c
3 − 30345632a

2
c
2−

−19224224a
2
c + 253516684a

2 + 128ac
7 − 448ac

6 − 259264ac
5 + 8556320ac

4 − 118218848ac
3 + 813195488ac

2−

−2692403360ac+3335839536a+256c
8−20608c

7+696192c
6−12817024c

5+139638144c
4−913535872c

3+3463541888c
2−

−6848013696c + 5284782720)
i

2F1

»

a, 19 − a ;
c ;

1

2

–

=

(18)

 

(20)

 

(19) 

+6280a
4
c− 66600a

4 − 80a
3
c
4 +5280a

3
c
3− 85480a

3
c
2 +435480a

3
c− 458929a

3 +192a
2
c
5 − 6240a

2
c
4 +45200a

2
c
3+

+271560a
2
c
2−3746640a

2
c+8942052a

2 +64ac
6−6336ac

5 +186000ac
4−2408160ac

3 +15005072ac
2−42553152ac+
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=

√
π Γ(c)

2c−16{
15
Q

ζ=1

(ζ − a)}

h 1

Γ( c−a+1

2
) Γ( c+a−16

2
)
(−a

7 + 8a
6
c− 12a

6 +24a
5
c
2 − 792a

5
c + 3710a

5 − 80a
4
c
3 +1080a

4
c
2+



 
 

 
 

 
 
 
 
 
 
 
 
 
 

+40320a
2
c
6−992880a

2
c
5+9324000a

2
c
4+4429536a

2
c
3−636886080a

2
c
2+3695816316a

2
c−6211091160a

2+10944ac
7−

−766080ac
6+21827808ac

5−325310400ac
4+2707726176ac

3−12394025280ac
2+28254838896ac−23908836960a+256c

9−
−23040c

8+880512c
7−18627840c

6+238347264c
5−1891123200c

4+9158978048c
3−25507261440c

2+35661692160c−

−17643225600)+
1

Γ( c−a
2

) Γ( c+a−19

2
)
(−2a

8+152a
7+80a

6
c
2−1600a

6
c+3148a

6−4560a
5
c
2+91200a

5
c−371488a

5−

−480a
4
c
4+19200a

4
c
3−185680a

4
c
2−126400a

4
c+4559182a

4+18240a
3
c
4−729600a

3
c
3+9799440a

3
c
2−50068800a

3
c+

+73373288a
3 +896a

2
c
6 − 53760a

2
c
5 + 1107680a

2
c
4 − 8467200a

2
c
3 − 743936a

2
c
2 +274718720a

2
c− 822056088a

2−

−17024ac
6 + 1021440ac

5 − 24338240ac
4 + 292569600ac

3 − 1853708096ac
2 + 5798641920ac − 6885423072a−

−512c
8 + 40960c

7 − 1374464c
6 + 25123840c

5 − 271685888c
4 + 1764075520c

3 − 6639757056c
2 + 13042437120c−

−10013310720)
i

2F1

»

a, 20 − a ;
c ;

1

2

–

=

=

√
π Γ(c)

2c−20{
19
Q

Υ=1

(Υ − a)}

h 1

Γ( c−a+1

2
) Γ( c+a−20

2
)
(33522128640 + 47215599696a + 14182895460a

2 + 345040520a
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II. Main Summation Formulae
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III. Derivation of the Main Formulae

Involving the contiguous relation (8) and the formula of Salahuddin et al(23), 
one can established the result(24) and on the same way result(25) can be established.
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I.

 

INTRODUCTION

 

The distribution center only ship merchandise after they receive direct orders 
from customers, who may be wholesalers, supermarkets or large-scale stores. The 
wholesalers then ship merchandise to retailers, who in turn sell the merchandise to 
consumers. The supermarkets and other large-scale stores, on the other hand, sell the 
merchandise directly to consumers. Generally, the sale of merchandise directly to 
ultimate consumers fluctuates widely according to the characteristics of the 
merchandise. For this reason, the amounts shipped from distribution center to their 
customers and the times of shipment also vary greatly. The commodity goods (Foods, 
confectionery, dairy products, such as public cosmetic pharmaceutical products) do 
irregular changes at the distribution center dealing with the general consumer goods. 
Therefore, the forecast of the shipment time and the shipment volume are difficult. It 
cannot be applied to the shipment of the commodity by the conventional inventory 
management techniques. For this reason, we have proposed a method of performing with 
the cumulative flow graph[1][2]. The irregular shipment characteristics of goods, we have 
proposed a theoretical formula that determines the order timing and order quantity. 
The cumulative inflow corresponds to the order quantity in inventory management. 
Here, it proposes three methods. 1) Power method, 2) Polynomial method[3] and 3) 

Revised Holt’s linear method that forecasts data with trends that is a kind of 
exponential smoothing method. This paper compares the economics of the conventional 
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method, which is managed by the experienced and three new proposed methods. And, 
the effectiveness of the proposal method is verified for the real distribution center.  

II.  CUMULATIVE  CURVE  

Distribution center ship merchandise in direct response to orders from customers, 
be they wholesalers, supermarkets or other large-scale stores. The merchandise shipped 
from the distribution centers to wholesalers is then shipped by the wholesalers to 
retailers, as shown in Figure 1. Then the merchandise is sold by retailers to consumers. 
The merchandise shipped from distribution centers to supermarkets and other large-
scale stores is sold directly to consumers at the supermarkets and those large-scale 
stores. Movement of warehouses and distribution center can be expressed by the 
cumulative flow curve. The cumulative flow curve is composed of the inflow, the 
outflow, and the processing line of the distribution center.  Movement of the product 
can be represented by the inflow and outflow as shown in Figure 2[4][5]. Cumulative 
flow curve is a graph obtained by the cumulative value of the inflow and outflow of 
goods. Vertical interval of the cumulative line becomes the inventory volume and 
horizontal line becomes the lead time[6].  

 

Fig. 1 : Relation between inflow and outflow in distribution center
 

Figure 2 shows a state in which store them in stock products in distribution 
centers there. Figure 2 shows cumulative flow curve by orders from customers, and are 
shipping the goods from distribution centers. Figure 2 also shows that the inventory 
quantity Qa is increasingly July and August. And, inventory quantity Qb has become 
less in October. Figure 3 shows the inventory quantity calculated from the inflow and 
outflow of the cumulative flow curve. Inventory levels in Figure 3 are changed to ship 
the order from the customer on a monthly.  In the distribution center, processing time 
of machine transport number of forklift, man-hours of loading and unloading work, such

 

as conveyor come determined by the amount of stock[7].
 

 

Fig. 2 : Cumulative flow curve at distribution center
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Fig. 3 : Amount of inventory to be changed every month

 

III.

 
CHARACTERISTIC OF

 

SHIPMENT

 

DATA

 

The amount and the time of the products shipped from the distribution center to 
the supermarket, the large-scale retail stores, and the wholesale make a big change. The 
reason for change is because the direct product to ship is intended for consumer food, 
confectionery, dairy products, cosmetics, and pharmaceuticals. In the distribution 
center, product management, inventory management, shipment planning, delivery 
vehicle planning, labor management is difficult as compared to the production plant for 
the change of the product sales of shipping to large. Production planning and inventory 
control in the production plant can easily control for planning and management since 
the fluctuation is little[3]. There are various patterns in shipping time by customer. In 
one pattern, the time of shipments is concentrated at

 

the beginning of month, whereas 
shipment time focuses at the end of a month in another pattern. In still another type of 
patterns, shipments are made almost every day. The shipment amount patterns also 
vary in a similar way to the shipping time patterns: large volume may be concentrated 
at the beginning of a month or at the end of month, or they can be almost same every 
day or differ every day. The shipping pattern can be classified as follows.

 

1)

 
There are shipments every day, shipments to the normal distribution. 

 

2)

 
Shipment shall be concentrated at the beginning of a month. 

 

3)

 
There is a ship at the end of the month. 

 

4)

 
Those to be shipped to day irregular. 

 

5)

 
There is a shipping amount on the day of at the beginning of a month, shipment 
shall disappear from the end of the month. 

 

6)

 
There are shipments amount at the end of the month, that there is no ship of a 
beginning month. 

 

7)

 
The various combinations of shipping these patterns exist. Inventory management of 
goods with shipping such properties is difficult and is not available, such as reorder 
point method in the past. Therefore, the method for inventory control, shipment 
management, storage management using the cumulative flow curves in the 
distribution center is proposed.

 

IV.

 

RELATIONSHIP OF

 

CUMULATIVE

 

INFLOW

 

AND

 

CUMULATIVE

 

OUTFLOW

 

Cumulative flow curve is made from the cumulative outflow and cumulative 
inflow as shown in Figure 4. In Figure 4, the top line of the graph represents the 
cumulative inflow, the lower line indicates the cumulative outflow. The vertical axis in 
figure 4 shows the amount of stock. The horizontal axis shows the date of arrival of 
goods. R1, R2, and R3 are the volume of inventories.

 

Inventory Management for Irregular Shipment of Goods in Distribution Center

  

1

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
V
I   

Is
s u
e 

  
  
er

sio
n 

I
V

II
Y
ea

r
20

16

© 2016    Global Journals Inc.  (US)

77

  
 

( F
)

Ref

3.
L
i  

J
.,
 
K

it
ao

k
a 

M
.,
 
an

d
 
S
u
zu

k
i 

S
,

20
04

,
T

im
es

 
se

ri
es

 
A

n
al

ys
is

 
of

 
S
h
ip

m
en

ts
 
an

d
 

re
ce

ip
ts

 f
or

 D
is

tr
ib

u
ti
on

 C
en

te
r 

u
si
n
g 

G
R

E
Y

 T
h
eo

ry
 a

n
d
 E

IQ
 T

ab
le

  
IC

L
S
,2

46
-2

52
.



Q1, Q2, and Q3 are the amounts of arrival of goods that the distribution center ordered 
the supplier.  
The t1 of the horizontal axis represents the day of order quantity Q1 is in-stock.  

 

Fig. 4 : The cumulative inflow and outflow curve and the inventory  

The following relations are approved between volume of  inventories R and 
amount Q of the order.  

                                              ;

;

2 1 1 3 2 2

54 3 3 4 4

Q Q
Q Q

R R R R
R R R R

= + = +

= + = +

                                    (1)  

The difference between the two graphs of the upper cumulative inflow and lower 
cumulative outflow is to the volume of inventories. The inventory control in the 
distribution center becomes a problem of deciding amount Q of the order.  

V.  CUMULATIVE FLOW  CURVE  OF  SHIPPING  CHARACTERISTICS  

a)  Cumulative shipments characteristics shipment characteristics  
The data must  be cumulative in order to draw the cumulative flow curves of the 

product for the irregular shipment characteristics.  Cumulative flow curve can be 
controlled by the amount of quantity and timing of arrival[8]. However, it is not 
possible to control the shipment quantity and shipment time. Because this is an order 
from the customer, it is not possible to control freely. It is necessary to examine the 
pattern at the shipment amount and the shipment time according to the product. Three 
shipments of the kind of product and patterns at the shipment time are shown here as a 
typical example.  

 

Fig. 5 : Shipping is concentrated in the beginning of the month  (Item 1) 
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1) Figure 5 is a product it ships at the beginning of the month, and without the 
shipment until the end of the month. The shipment of the cumulative flow curve is 
shown in figure 6[8][9][10].  

2) Figure 7 is a product it ships at the end of the month, and without the shipment 
until the end of the month. The shipment of the cumulative flow curve is shown in 
figure 8. 

3) Figure 9 is a product regularly shipped.  The shipment of the cumulative flow curve 
is shown in figure 10. 

 

Fig. 6 : Cumulative flow curve for figure 3 

 

Fig. 7 : Shipping is concentrated in the end of the month (Item 2) 

 

Fig. 8 : Cumulative flow curve for figure 5
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Fig. 9 : The product is evenly shipped (Item 3) 

 

Fig. 10 : Cumulative flow curve for fig 7 

b)

 

Inventory control that uses cumulative flow curve in distribution center

 

The current state of the inventory control that uses cumulative flow curve at the 
distribution center is examined here. Figure 11 is cumulative flow curve of item I4. The 
volume of inventories at this time is shown in figure 12, and the total of the volume of 
inventories becomes 12549. Cumulative flow curve of item 5 is similarly shown to figure 
13. The volume of inventories is shown in

 

figure 14. The total of the volume of 
inventories becomes 16507. The judgment whether this volume of inventories is a lot or 
is little cannot be judged because there is no technique of a scientific inventory 
management. However, because the shipment time and the shipment are irregular. It 
becomes possible to stock a lot of inventory in the distribution center[8][9][10].
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Fig. 11 : Cumulative flow curve of Item I4 

 

Fig. 12 : Volume of inventories of Item I4
 

 

Fig. 13 : Cumulative flow curve of Item I5
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Fig.

 
14 : Inventory volume of Item I5  

c)  Inventory control for irregular demand  
The formula of Economic Order Quantity is used for the inventory control. The 

EOQ calculation is the most important analysis of inventory control. We start with a 
basic model that  makes a number of assumptions.  

1)  The quantity demanded is known exactly and continuous and is constant over time;  

2)  All costs are already known exactly and do not vary;  

3)  No shortage is allowed, and lead time is zero.  

However, the formula of the EOQ cannot be applied to irregular shipment time 
and the shipment. The EOQ formula becomes the assumption that the amount of the 
demand is constant succession. However, the amount of the order and the order time in 
distribution center are irregular. For this reason, the EOQ equation prerequisites are 
greatly different. Therefore the formula of the EOQ cannot be applied. The inventory 
control of such irregular demand is generated in the inventory control of the spare parts 
of the mechanical equipment. The failure of the  mechanical equipment occurs only 
unusually. It becomes so-called intermittent demand. The order quantity is calculated 
by using the shortage probability also for such inventory control on the assumption of 
normal distribution. However the distribution center shipping time is irregular, and 
shipment volume is also irregular. Moreover, the order for a lot of amounts is irregularly 
generated in the distribution center. For this reason it cannot be solved by conventional 
inventory control techniques. Here it is necessary to the new inventory control 
techniques.  

VI.  CUMULATIVE
 INFLOW

 CURVE
 

AND
 VOLUME

 
OF

 INVENTORIES
 

a)  Decision of cumulative inflow curve  

The inventory control is carried at the distribution center is a method by a past 
experience and intuition. In Figure 11 is the cumulative flow curve for item I4 and the 
Figure 12 is the volume of inventories. Figure 13 is the cumulative flow curve for item 
I5 and the Figure 14 is the volume of inventories. It is necessary to ship the amount 
(Outflow) of cumulative outflow by the order from the customer. Then, we can control 
at the distribution center is only an amount of the cumulative inflow from the vendor. 
The cumulative inflow (Inflow) Q shown in the upper row of figure 4 shows the amount 
of received of goods from the vendor. The problem is the method of deciding amount 
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(Inflow) of the cumulative inflow curve in figure 4. It is necessary to decide the method 
how the time of received of goods and the amount of cumulative inflow. The volume of 
inventories can be reduced by efficiently doing the amount of received of goods and 
time of received of goods. The relation of the cumulative inflow amount > amount of the 
cumulative outflow is approved from figure 4. The volume of inventories becomes the 
difference between the amount of cumulative inflow and the amount of the cumulative 
outflow. It proposes a new method of controlling the amount of the cumulative inflow 
to reduce the volume of inventories. When the difference is reduced, the volume of 
inventories is minimized. To reduce the volume of inventories, it proposes a new 
method here about time and inlet flow Q of the order to the amount of the 
accumulation inflow, that is, the vendor. When this difference is reduced, the volume of 
inventories is minimized. To reduce the volume of inventories, it proposes a new 
method here about time and inlet flow Q of the order to the amount of the 
accumulation inflow, that is, the vendor[11]. 

b) Inventory control by cumulative flow graph 
Cumulative flow graph puts out the order with t01 as shown in Figure 15. The 

commodity arrives to tR1. The lead time at this time becomes tR1-t01. However, the 
commodity handled here is a general consumption material. Therefore, it will be 
delivered the next day when ordering. Therefore, it is thought that there is no lead 
time. Amount Q of the order is assumed to take the periodic reordering method. The 
reorder cycle is assumed to be TC. Amount Q of the order will be decided with 
forecasting of the actual data. The forecast period becomes TC. The forecasting value is 
calculated for actual data of Figure 15. At this time, the safety stock SS is put in the 
forecasting value or the safety stock is separately installed. 

 

Fig. 15 : Order quantity of accumulative 

In this research paper, the method of demand forecasting to validate the two 
methods according to the Holts exponential smoothing method and power 
approximation, polynomial approximation[11]. 

c) Order quantity of cumulative inflow by power and polynomial method 
The forecast period is assumed to be TC. The forecast shows period p cycle TC 

by n. The predictive value becomes amount Q of the order. Amount Q of the order uses 
the forecast value by the exponential approximation and the polynomial approximation. 
The forecast time is assumed to be x. Stock shortage is caused when the forecast value 

is small. Therefore, the safety value Pσ of the upper bound is given to the forecast 
value. The expression of the forecast is calculated by using the past data. It forecasts p 
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period ahead by the expression of the forecast of the past data of n period. As a result, 
the forecast by the power and the polynomial forecast becomes the next 
expression[8][9][10].  

                                ( )
( ) 2

2 3( (1

( )

) )

ˆ
ˆ

Bt p A t p p

t p A A t p A t p x p

x
x

σ

σ+

+ = + +

+ = + + + +
                              (2)  

 

Fig. 16 : Forecast for order quantity  

It applies to the commodity of Item3 shown in figure 9 to verify the proposed 
forecast method.  The cumulative curve of Item3 becomes figure 10.  

[Numerical Example 1]  

(1)  Power forecast method  

It forecasts to the shipment data of eight days in the past by the Power method. 
The expression of the forecast becomes as follows.  

                                       ( ) 0.928215.843ˆ t t px σ= ⋅ +                                    (3)  

Order quantity adds and calculates safety stock Pσ  in the expression of the 
forecast. As a result, order quantity became 82. Next, the prediction error occurs 
between a predictive value and actual value as shown in figure 17. Table 1 has shown 
the volume of inventories. The total of the volume of inventories becomes 158.  

Table 1 : Inventory and order quantity with power method  

week  8 9 10 

Inventory  82 40 16 

week  11 12 Total 

Inventory  16  158 
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Fig. 17 : Power forecast of demand and order quantity 

(2) Polynomial forecast method 
In the same way as the power method to calculate it forecasts by polynomial to 

the shipment data of the past eight days. The expression of the forecast becomes as 
follows. 

                              ( ) 28.5893 11.196 0.1726ˆ t t t px σ+= ⋅ + ⋅ +                              (4) 

Order quantity is calculated by adding the safety stock Pσ in the equation of 
prediction. As a result, order quantity became 108. Figure 17 has shown an expression 
of the forecast and actual data. Figure 17 has shown the relation between the safety 
stock and the volume of inventories when Order quantity is 100. Table 4 has shown the 
volume of inventories. The total volume of inventories becomes 218. 

Table. 2 : Inventory and order quantity with polynomial method  

 

 

week

 

8 9 10 
Inventory 94 52 28 

week

 

11 12 Total 
Inventory 28 16 218 
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Fig. 18 : Polynomial forecast of demand and order quantity



 Order quantity of cumulative inflow by Improved Holt’s linear method  
Linear exponential smoothing is found using two constants,  and , and three 

equations. The equation is given as follow[8][9][10].  

                                
(1 )( )1 1

( ) (1 )1 1

L Y Lt t t t
b L Lt t t t
Q L b k Z kt t tt k

b
b

α α

β β

= ⋅ + − +− −
= − + −− −

= + ++

                                  (5) 

tL  denotes an estimate of the level and tb  denotes an estimate of slope of the 

time series at time t.  

tL  adjusts for the trend of previous period. 1tb −  by adding it to the last 

smoothed value, 1tL − . Equation tb
 

the updates the trend, which is expressed as the 

difference between the last two smoothed values.
 

The trend is modified by smoothing with β
 

the trend in the last period   

( 1t tL L− − ), and adding that to the previous estimate of the trend multiplied by (1 )β− . 

Finally Qt k+
 

is used to forecast ahead. This equation is different for Holt’s linear 

method. The trend tb
 

is multiplied by the number of periods ahead to forecast k, and 

added to the base value of tL [11].

 [Numerical Example 2]

 
The predictor equation of Holt was calculated by using data here for eight weeks. 

Figure 19 shows the procedure for requesting the amount of the accumulation inflow 
from the forecast type of Holt of Item I1. The forecast value of t=8 and k=4 is 

calculated as α=0.8 and β=0.08. The forecast value of the seventh week becomes Q=67. 
In graph, triangle indicates the predicted value round is in the actual value. Table 7 
shows the volume of inventories at this time.

 

 
Fig. 19 : Forecast of demand and order quantity

 
Table. 3 : Inventory and order quantity with improved Holt’s method

 
week

 
8 9 10 

Inventory  78 36 12 
week

 
11 12 Total 

Inventory  12 0 138 
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V. COMPARISON BETWEEN CURRENT METHOD AND IMPROVEMENT METHOD 

The volume of inventories of three proposed methods and current methods are 
compared. Table 4 is a method by the experience of the current method. The volume of 
inventories is examined for five week. The volume of inventories in the stock control 
managed in the distribution center experiencing becomes 1180. Compared to other 
methods of Table 5, the current management methods is clear that the amount of 

inventory is large. The improved Holt’s method[7][8] is the most excellent clearly from 
Table 5. Because other forecasting methods are used power and straight line, the 
demand that fluctuates not adapted. For this, the prediction error grows. Power 
method is more excellent than the polynomial method because there are a lot of 
quantity safety stocks. The volume of inventories changes by setting the safety stock. 
Therefore, it is difficult to judge which of these two methods is excellent. 

Table. 4 : Inventory quantity for current method  

week 8 9 10 
Inventory 275 233 209 
week 11 12 Total 

Inventory 239 227 1183 

Table. 5 : Comparison between current method and proposed method 

 Inventory quantity 

Current method 1183 
Power method 158 

Polynomial method 218 

Improved Holt’s method 138 

VI. Conclusion 

Up to now, the method of theoretically computing the order quantity in the 
cumulative flow curve has not been proposed. This paper proposed the method of 
deciding the order quantity of the inventory control by the cumulative flow curve. 
Three proposed methods are shown in the calculation of the order quantity. The time 
and volumes of the shipments from the distribution center to the customers are 
irregular. With the cumulative flow curve, it is possible to inventory control of products 
that the irregular shipping. To provide useful forecasts of such irregular shipping times 

and volumes, a method utilizing the power, polynomial method and improved Holt’s 
method are presented. The volume of inventories of three proposed methods and 
current methods are compared. By applying the cumulative flow curves, it is clarified 
that the inventory control is possible for irregular shipment products. 

References  Références Referencias 

1. Kitaoka M, and Usuki J, 2006,  Inventory Control of Distribution Center using Grey 
Theory and Accumulated Curve, International Conference on Logistics and SCM 
Systems (ICLS2006),  pp.29-38. 

2. Kitaoka M, Takeda H and Usuki J, 2003, Cumulative Curve Analysis in the supply 
chain using Grey, International Conference on Production Research, CD-ROM.  

3. Li J., Kitaoka M., and Suzuki S, 2004, Times series Analysis of Shipments and 
receipts for Distribution Center using GREY Theory and EIQ Table  ICLS,246-252. 

Inventory Management for Irregular Shipment of Goods in Distribution Center

  

1

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
V
I   

Is
s u
e 

  
  
er

sio
n 

I
V

II
Y
ea

r
20

16

© 2016    Global Journals Inc.  (US)

87

  
 

( F
)

Ref

7.
M

ak
ri
d
a
k
is

 
S
,

W
h
ee

lw
ri
gh

t 
S
 
a
n
d
 
H

y
n
d
m

an
 
V

,
19

9
8,

F
or

ec
as

ti
n
g:

M
et

h
od

 
an

d
 

A
p
p
li
ca

ti
on

s 
( J

oh
n
-W

il
ey

 a
n
d
 S

on
).



4.  Usuki J, Kitaoka M, and  Matsuura H, 2015, GERT and Petri net Analysis for 

Performance Evaluation of Distribution Center Information –An International 
Interdisciplinary Journal, Vol.18, No.2, pp.735-751.  

5.  Kitaoka M, Iwase H, Usuki J and Nakamura R, 2010, Capability Measures and 
Estimation using Control Chart for Distribution Management Index Vol.3,No.1, J. 
Logistics and SCM  Systems.  

6.  Kitaoka M and Usuki J, 2002, Inventory Control of Distribution Center Using Grey 
Theory and Accumulated Curve, Proc, 18th, ICPR,  Taiwan.  

7.  Makridakis  S, Wheelwright S and Hyndman V, 1998, Forecasting: Method and 
Applications (John-Wiley and Son).  

8.  Abraham B. and Ledolter J, 2005, Statistical Methods for Forecasting  (Wiley Inter- 
Science).  

9.  Vollmann T, Berry W, Whybark D and Jacobs F, 2005, Manufacturing Planning 
Systems for Supply Chain Management  (McGraw-Hill).  

10.  Donald W., 2003, Inventory Control Management (John Wiley&Sons).  
11.  Simichi D.Levi P,  Kaminskty and Simichi E., 2008, Designing and Managing the 

Supply Chain  (McGraw-Hill).  
 

 

Inventory Management for Irregular Shipment of Goods in Distribution Center

© 2016    Global Journals Inc.  (US)

88

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
Y
ea

r
20

16
X
V
I   

Is
s u

e 
  
  
er

sio
n 

I
V

II
( F

)

Notes



© 2016. Vedula Perraju. This is a research/review paper, distributed under the terms of the Creative Commons Attribution-
Noncommercial 3.0 Unported License http://creativecommons.org/licenses/by-nc/3.0/), permitting all non commercial use, 
distribution, and reproduction in any medium, provided the original work is properly cited. 

Global Journal of Science Frontier Research: F 
Mathematics and Decision Sciences 
Volume 16  Issue 2 Version 1.0  Year  2016 
Type : Double Blind Peer Reviewed International Research Journal 
Publisher: Global Journals Inc. (USA) 
Online ISSN: 2249-4626 & Print ISSN: 0975-5896 

 
 
Existence of Fixed Points of a Pair of Self Maps under Weak 
Generalized Geraghty Contractions in Complete Partially 
Ordered Partial b - Metric Spaces          

By Vedula Perraju 
Mrs. A. V. N. College, India    

Abstract- We introduce the notion of (α, φ, β) - weak generalized Geraghty contractions in 
complete partially ordered partial b - metric spaces via triangular α-admissible mappings. We 
obtain sufficient conditions for the existence of fixed points of such maps in complete partially 
ordered partial b - metric spaces with coefficient s ≥ 1, where φ is an altering distance function 
and     β ∈ Ω where Ω = {β : (0,∞) → [0, 1) satisfying β(tn) → 1 ⇒ tn → 0}. Examples are 
provided to illustrate our results. 

Keywords: fixed points, weak contraction, altering distance function, geraghty type contraction. 
coupled α − admissible, partial b - metric, complete partially ordered partial b - metric space. 

GJSFR-F Classification : MSC 2010: 30L05 

ExistenceofFixedPointsofaPairofSelfMapsunderWeakGeneralizedGeraghtyContractionsinCompletePartiallyOrderedPartialBMetricSpaces
 

 

Strictly as per the compliance and regulations of : 

 
 
 

 



 
 
 

Existence of Fixed Points of a Pair of Self 
Maps under Weak Generalized Geraghty 

Contractions in Complete Partially Ordered 
Partial b - Metric Spaces 

Vedula Perraju  

Author:

 

Associate Professor Department of Mathematics, Mrs. A.V.N. College, Visakhapatnam -530 001, India.   
e-mail: perrajuvedula2004@gmail.com 

Abstract- We introduce the notion of (α, φ, β) -

 

weak generalized Geraghty contractions

 

in complete partially ordered 
partial b - metric spaces via triangular α-admissible

 

mappings. We obtain sufficient conditions for the existence of fixed 
points of such

 

maps in complete partially ordered partial b - metric spaces with coefficient s ≥ 1,

 

where φ

 

is an altering 
distance function and     β

 

∈

 

Ω

 

whe re

 

Ω

 

= {β

 

: (0,∞) →

 

[0, 1)

 

satisfying β(tn) →

 

1 ⇒

 

tn

 

→

 

0}. Examples are provided to 
illustrate our results.

 
                     

   
I.

 

Introduction and

 

Preliminaries

 

 
 
 
 

 
 
 
 

 
 
 
 

 
 
 

  

  

1

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
V
I   

Is
s u
e 

  
  
er

sio
n 

I
V

II
Y
ea

r
20

16

© 2016    Global Journals Inc.  (US)

89

  
 

( F
)

Most of the fixed point theorems in nonlinear analysis usually start with Banach [9]

contraction principle. A huge amount of literature is witnessed on applications, gen-

eralizations and extensions of this principle carried out by several authors in different

directions like weakening the hypothesis and considering different mappings. But all

the generalizations may not be from this principle. In 1989, Bakktin [ 8 ] introduced

the concept of a b - metric space as a generalization of a metric space. In 1993,

Czerwik[11] extended many results related to the b - metric space. In 1994, Matthews

[20] introduced the concept of partial metric space in which the self distance of any

point of space may not be zero. In 1996, O’Neill [28] generalized the concept of partial

metric space by admitting negative distances. In 2013, Shukla [35] generalized both the

concepts of b - metric and partial metric space by introducing the notation of partial

b - metric spaces. Many authors recently studied the existence of fixed points of self

maps in different types of metric spaces [16,35,23,32,38]. Some authors [4,20,24,30,31]

obtained some fixed point theorems in b - metric spaces . After that some authors

proved α − versions of certain fixed point theorems in different types of metric
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spaces [3,16]. Recently Samet et.al [29] and Jalal Hassanzadeasl [14] obtained fixed

point theorems for α− contractive mappings . Mustafa [24] gave a generalization of

Banach contraction principle in complete ordered partial b - metric space by using the

notion of a generalized α− weakly contractive mapping. Babu et.al[5] proved

coupled fixed point theorems by using (α, φ, β) - weak generalized Geraghty

contraction. In 2012, Mohammad Mursaleen et.al [ 22 ] proved coupled fixed point

theorems for α - contractive type mappings in partially ordered metric spaces.

In this paper we extend the concepts of G. V. R. Babu. et.al.[6] to complete partially

ordered partial b- metric space with coefficient s ≥ 1 and obtain sufficient conditions for

the existence of fixed points of weak generalized Geraghty contractions in a complete

partially ordered partial b - metric space with coefficient s ≥ 1. A supporting example

is also given. Further an open problem is also given at the end of this paper.

Shukla [35] introduced the notation of a partial b - metric space as follows.

(S.Shukla [35]) Let X be a non empty set and let s ≥ 1 be a given

real number. A function p : X ×X → [0,∞) is called a partial

b - metric if for all x, y, z ∈ X the following conditions are satisfied.

(i) x = y if and only if p(x, x) = p(x, y) = p(y, y)

(ii) p(x, x) ≤ p(x, y)

(iii) p(x, y) = p(y, x)

(iv) p(x, y) ≤ s{p(x, z) + p(z, y)} − p(z, z)

The pair (X, p) is called a partial b - metric space.

The number s ≥ 1 is called a coefficient of (X, p).

(Z.Mustafa.et.al.[24]) A sequence {xn} in a partial b - metric space

(X, p) is said to be:

(i) convergent to a point x ∈ X if lim
n→∞

p(xn, x) = p(x, x)

(ii) a Cauchy sequence if lim
n,m→∞

p(xn, xm) exists and is finite

(iii) a partial b - metric space (X, p) is said to be complete if every Cauchy sequence

{xn} in X converges to a point x ∈ X such that

lim
n,m→∞

p(xn, xm) = lim
n→∞

p(xn, x) = p(x, x).

(E.Karapinar. et.al [18]) Let (X,≤) be a partially ordered set. A

sequence {xn} ∈ X is said to be non decreasing,

if xn ≤ xn+1∀ n ∈

(Z.Mustafa.et.al.[24]) A triple (X,≤, p) is called an ordered

partial b - metric space if (X,≤) is a partially ordered set and p is a partial

b - metric on X. In Sastry et.al[30], the notion of a partially ordered partial metric

space is introduced.

Definition 1.1. 

Definition 1.2. 

Definition 1.3. 

Definition 1.4. 
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For definiteness sake Sastry et.al[30](Definition 2.1) adopting the definition 1.1 for par-

tial metric and defined the triple (X,≤, p) as partially ordered partial metric space.

A partially ordered partial metric space (X,≤, p) is said to be complete if every Cauchy

sequence is convergent.

The following notation is used throughout this paper.

(X,≤, p) be a complete partially ordered partial b - metric space with coefficient s ≥ 1

and we write it as X. Let T : X → X be a self map of X and let Fix(T ) denote the

set of all fixed points of T . We denote Ω = {β : (0,∞) → [0, 1)/β(tn) → 1 ⇒ tn → 0},
and that Φs = {φ : [0,∞) → [0,∞)/φ is non-decreasing, continuous, lim

t→r+
φ(t) < r

s
and

φ(t) = 0 ⇔ t = 0}. We call the elements of Φs as altering distance functions.

Further, we use the following notation: for any sequences {an} and {bn} in X with

pn = p(an, bn) ̸= 0,

we write ∆n = p(T (an),T (bn))
pn

and ∆φ
n = φ(sp(T (an),T (bn)))

φ(pn)
∀ n,

We denote the set of all real numbers by R, the set of all nonnegative reals by R+ and

the set of all natural numbers by N.

(I.Beg and A.R.Butt [ 10 ] ) Let (X, ≤ ) be a partially ordered set and

S, T : X → X be such that Sx ≤ TSx and Tx ≤ STx ∀x ∈ X. Then S and T are said

to be weakly increasing mappings.

(B.Samet et.al.[29])Let T : X → X be a self map and α : X ×X → R
be a function. Then T is said to be α - admissible if α(x, y) ≥ 1 ⇒ α(Tx, Ty) ≥ 1.

(JalalHassanzadeasl., [14] ) Let T, S : X → X, and let

α : X ×X → [0,+∞). We say that T, S are coupled α − admissible if

α(x, y) ≥ 1 ⇒ α(Tx, Sy) ≥ 1 and α(Sx, Ty) ≥ 1 for all x, y ∈ X

(E. Karapinar. et.al. [18]) An α - admissible map T is said to be

triangular α − admissible if α(x, z) ≥ 1 and α(z, y) ≥ 1 ⇒ α(x, y) ≥ 1.

(E.Karapinar. et.al.[18]) Let T : X → X be triangular α − admissible

map. Assume that there exists x1 ∈ X ∋ α(x1, Tx1) ≥ 1. Define the sequence {xn} by

xn+1 = Txn, n = 0, 1, 2, .... Then we have α(xn, xm) ≥ 1 for all m,n ∈ with n < m.

For more details and examples on α − admissible and coupled α − admissible maps,

one can refer [17], [18] and [29].

The following lemma can be easily established.

(S. H. Cho. et.al.[13]) Let (X, d) be a metric space, and let

α : X × X → R be a function. A map T : X → X is called an α − Geraghty type

contraction if there exists β ∈ such that

α(x, y)d(Tx, Ty) ≤ β(d(x, y))d(x, y) for all x, y ∈ X. (1.10.1)

Notation:  

Definition 1.5. 

Definition 1.6. 

Definition 1.7. 

Definition 1.8. 

Lemma 1.9. 

Definition 1.10. 
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(G. V. R. Babu. et.al.[6]) Let (X, d) be a metric space and

T : X → X be a self map. If there exist α : X ×X → R, φ ∈ Φ and L ≥ 0 such that

α(x, y)φ((d(Tx, Ty))) < φ((M(x, y)))+L.N(x, y) (1.11.1)

for all x, y ∈ X, x ̸= y where

M(x, y) = max{d(x, y), d(x, Tx), d(y, Ty), 1
2
[d(x, Ty) + d(y, Tx)]},

and N(x, y) = min{d(x, Tx), d(x, Ty), d(y, Tx)}, then we say that T is an almost

generalized α − contractive map with respect to an altering distance function φ.

(G. V. R. Babu. et.al.[6]) Let (X, d) be a metric space let T : X → X

be a self map. If ∃ α : X ×X → R, β ∈ Ω, φ ∈ Φ and L ≥ 0 ∋ α(x, y)φ((d(Tx, Ty))) ≤
β(φ(M(x, y)))φ(M(x, y)) + L.N(x, y) (1.12.1)

for all x, y ∈ X, where

M(x, y) = max{d(x, y), d(x, Tx), d(y, Ty), 1
2
[d(x, Ty) + d(y, Tx)]},

N(x, y) = min{d(x, Tx), d(x, Ty), d(y, Tx)},
then we say that T is (α, φ, β) - weak generalized Geraghty contractive map.

The following theorems are established in ( K.P.R,Sastry et.al.[32]).

( K.P.R,Sastry et.al.[32]) Let T be a self map on a complete partially

ordered partial b - metric space (X,≤, p) with coefficient s ≥ 1. Let α : X ×X → R be
a continuous function and

α(x, x) > 1 ∀ x ∈ X.

Assume that there exists φ ∈ Φs such that

α(x, y)φ(sp(Tx, Ty)) < φ(M(x, y))

for all x, y ∈ X, p(x, y) ̸= 0 where

M(x, y) = max{p(x, y), p(x, Tx), p(y, Ty), 1
2s
[p(x, Ty) + p(Tx, y)]}

Further, assume that

(i) T is triangular α - admissible, and

(ii) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1

and set xn = Txn−1 for n = 1, 2, 3, ... .

(iii) for any two sequences {an} and {bn} in X with pn = p(an, bn) ̸= 0, we have that

∆φ
n → 1 ⇒ φ(pn) → 0 as n→ ∞.

Then {xn} is a Cauchy sequence. And if xn → z then z is a fixed point T in X. Further

if y, z are fixed point of T in X, then either α(y, z) < 1 or y = z.

( K.P.R,Sastry et.al.[32]) Let T be a self map on a complete partially

ordered partial b - metric space X. Let α : X ×X → R be a continuous function.

Assume that there exists φ ∈ Φs such that

α(x, y)φ(sp(Tx, Ty)) < φ(M(x, y))

for all x, y ∈ X, p(x, y) ̸= 0 where

M(x, y) = max{p(x, y), p(x, Tx), p(y, Ty), 1
2s
[p(x, Ty) + p(Tx, y)]}

Definition 1.11. 

Definition 1.12. 

Theorem 1.13. 

Corollary 1.14. 
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Further, assume that

(i)T is α - triangular admissible,

(ii) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1

and set xn = Txn−1 for n = 1, 2, 3, ....

(iii)for any two sequences {an} and {bn} of X with pn = p(an, bn) ̸= 0, we have that

∆φ
n → 1 ⇒ φ(pn) → 0 as n→ ∞

Then the sequence {xn} is a Cauchy sequence. Suppose {xn} converges to z and

α(z, z) > 1. Then z is a fixed point of T in X.

( K.P.R,Sastry et.al.[32]) Let (X,≤, p) be a complete partially or-

dered partial b - metric space with coefficient s ≥ 1,and T : X → X be a self map. Let

α : X ×X → R be a continuous function and β ∈ Ω, φ ∈ Φs.

Suppose the following conditions hold:

(i) T is (α, φ, β) - weak generalized Geraghty contraction map i.e.,

α(x, y)φ(sp(Tx, Ty)) ≤ β(φ(M(x, y)))φ(M(x, y)) ∀ x, y ∈ X, p(x, y) ̸= 0

where

M(x, y) = max{p(x, y), p(x, Tx), p(y, Ty), 1
2s
[p(x, Ty) + p(Tx, y)]}

(ii) T is triangular α - admissible, and

(iii) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1

and set xn = Txn−1 for n = 1, 2, 3, ...

Then {xn} is a Cauchy sequence. Suppose {xn} converges to x

and α(x, x) > 1. Then x is a fixed point of T in X

These results are extended to partially ordered partial b - metric space for a pair of

In this section we continue our study to extend the concepts of G. V. R. Babu. et.al.[6]

to complete partially ordered partial b- metric space with coefficient s ≥ 1 and obtain

sufficient conditions for the existence of fixed points of weak generalized Geraghty con-

tractions in a complete partially ordered partial b- metric space with coefficient s ≥ 1.

A supporting example is given. Further an open problem is also given at the end of

this paper.

We begin this section with the following definition.

( K.P.R,Sastry et.al.[30]) Suppose (X, ≤ ) is a partially ordered set

and p is a partial b - metric on X as in definition 1.1 with coefficient s ≥ 1. Then we

say that the triplet (X,≤, p) is a partially ordered partial b - metric space. Notions

of convergence of a sequence and Cauchy sequence are as in definition 1.2. A partially

ordered partial b - metric space (X,≤, p) is said to be complete if every Cauchy sequence

in X is convergent .

II. Main Result

Theorem 1.15. 

Definition 2.1.

Existence of Fixed Points of a Pair of Self Maps under Weak Generalized Geraghty Contractions in 
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Now we state the following useful lemmas, whose proofs can be found in Sastry. et.

al.[30].

Let (X,≤, p) be a complete partially ordered partial b - metric space. Let

{xn} be a sequence in X such that lim
n→∞

p(xn, xn+1) = 0. Suppose lim
n→∞

xn = x and lim
n→∞

xn = y

Then (a) lim
n→∞

p(xn, x) = lim
n→∞

p(xn, y) = p(x, y) and hence x = y

(b) (i) {xn} is a Cauchy sequence ⇒ lim
m,n→∞

p(xm, xn) = 0.

(ii) {xn} is not a Cauchy sequence ⇒ ∃ ϵ > 0 and sequences {mk}, {nk} ∋ mk > nk >

k ∈ N ; p(xnk
, xmk

) > ϵ and p(xnk
, xmk−1) ≤ ϵ

(a) p(x, y) = 0 ⇒ x = y

(b) p(xnk−1, xmk−1) ̸= 0

Proof. : Suppose p(xnk−1, xmk−1) = 0

⇒ xnk−1 = xmk−1

⇒ Txnk−1 = Txmk−1

∴ xnk
= xmk

Now ϵ < p(xnk
, xmk

) = p(xnk
, xnk

) < p(xnk
, xnk−1)

Allowing k → ∞
ϵ ≤ lim

k→∞
p(xnk

, xnk−1) = 0, a contradiction.

∴ p(xnk−1, xmk−1) ̸= 0

If φ ∈ Φs then

(i) lim
n→∞

φn(t) = 0 ∀ t > 0

(ii) φ(t) < t
s
∀ t > 0 where s ≥ 1 is the coefficient of (X, p)

Let (X, ≤ , p) be a complete partially ordered partial b - metric space

with coefficient s ≥ 1. Let T : X → X be a self map. If there exist α : X × X →
R, β ∈ Ω, φ ∈ Φs such that

α(x, y)φ(sp(Tx, Sy)) ≤ β(φ(M(x, y)))φ(M(x, y)) (2.5.1)

for all x, y ∈ X, where

M(x, y) = max{p(x, y), p(x, Tx), p(y, Ty), 1
2s
[p(x, Ty) + p(Tx, y)]}. Then we say that

T is (α, φ, β) - weak generalized Geraghty contractive map.

The following notation is used throughout this paper.

(X,≤, p) be a complete partially ordered partial b - metric space with coefficient s ≥ 1

and we write it as X. Let S, T : X → X be a self map of X and let Fix(T ) denotes

the set of all fixed points of S and T . We denote Ω = {β : (0,∞) → [0, 1)/β(tn) →
1 ⇒ tn → 0}, and that Φs = {φ : [0,∞) → [0,∞)/φ is non-decreasing, continuous,

lim
t→r+

φ(t) < r
s
and φ(t) = 0 ⇔ t = 0}. We call the elements of Φs as altering distance

functions.

Lemma 2.2. 

Lemma 2.3. 

Lemma 2.4. 

Definition 2.5. 

Notation:  
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Further, we use the following notation: for any sequences {an} and {bn} in X with

pn = p(an, bn) ̸= 0,

we write ∆n = p(S(an),T (bn))
pn

and ∆φ
n = φ(sp(S(an),T (bn)))

φ(pn)
∀ n,

We denote the set of all real numbers by R, the set of all nonnegative reals by R+ and

the set of all natural numbers by N.

Let S, T be weakly increasing self maps on a complete partially ordered

partial b - metric space (X,≤, p) with coefficient s ≥ 1. Let α : X × X → R be a

continuous function and

α(x, x) > 1 ∀ x ∈ X.

Assume that there exists φ ∈ Φs such that

α(x, y)φ(sp(Tx, Sy)) < φ(M(x, y))

for all x, y ∈ X, p(x, y) ̸= 0 where

M(x, y) = max{p(x, y), p(x, Tx), p(y, Sy), 1
2s
[p( , T ) + p(Sy, x)]}

Further, assume that

(i) S, T are weakly increasing

(ii) S, T are coupled and triangular α - admissible,

(iii) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1

and set xn = Txn−1 for n = 1, 2, 3, ... .

(iv) for any two sequences {an} and {bn} in X with pn = p(an, bn) ̸= 0, we have that

∆φ
n → 1 ⇒ φ(pn) → 0 as n→ ∞.

Then {xn} is a Cauchy sequence. And if xn → z then z is a common fixed point T and

S in X. Further if y, z are fixed point of T in X, then either α(y, z) < 1 or y = z.

Proof. We first prove that any fixed point of T is also a fixed point of S and conversely.

Let x be a fixed point of T .

Then Tx = x

Now M(x, x) =max{p(x, x), p(Tx, x), p(Sx, x), 1
2
[p(Tx, x) + p(Sx, x)]}

= p(Sx, x)

∴ φ(p(x, Sx)) = φ(d(Tx, Sx))

≤ α(x, x)φ(d(Tx, Sx))

<φ (M(x, x)))

= φ (p(x, Sx)))

a contradiction, if p(x, Sx) ̸= 0

∴ p(x, Sx) = 0

∴ by lemma 2.3 Sx = x

Similarly if Sx = x then Tx = x.

Further we show that if T and S have a common fixed point then it is unique.

Let Tx = Sx = x and Ty = Sy = y

Now we state our first main result :

Theorem 2.6. 
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Suppose α(x, y) < 1 then there is nothing to prove.

To show that x = y. Suppose x ̸= y

We have M(x, y) =max{p(x, y), p(Tx, x), p(Sy, y), 1
2
[p(Tx, y) + p(Sy, x)]}

= p(x, y)

∴ φ(p(x, y)) = φ(p(Tx, Sy))

≤ α(x, y)φ(M(x, y))

= α(x, y)φ (p(x, y)) < φ (p(x, y)) , a contradiction

∴ φ(p(x, y)) = 0 ⇒ p(x, y) = 0 ⇒ x = y

Let x0 ∈ X and x2n+1 = Tx2n;

x2n+2 = Sx2n+1; n = 0, 1, 2...

For any n suppose xn+1 = xn

Now n = 2m

⇒ x2m+1 = x2m

⇒ Tx2m = x2m

⇒ xn is a fixed point of T .

n = 2m+ 1

⇒ x2m+2 = x2m+1

Sx2m+1 = x2m+1

⇒ xn is a fixed point of S

∴ For any n if xn+1 = xn then xn is a common fixed point of T and S.

Hence for any n,we suppose that xn+1 ̸= xn for all n ∈ N
Since S and T are weakly increasing,

x1 = Tx0 ≤ STx0 = Sx1 = x2 ≤ TSx1 = Tx2 = x3 ....

∴ x1 ≤ x2 ≤ x3 ≤ ... Thus {xn} is increasing.

Let x0 ∈ X be such that α(x0, Tx0) ≥ 1 by (iii). Without loss of generality, we

assume that xn ̸= xn+1 for all n ∈ N. By using the α - admissibility of T, we have

α(x0, x1) = α(x0, Tx0) ≥ 1 ⇒ α(x1, x2) = α(Tx0, Sx1) ≥ 1. Now, by mathematical

induction, it is easy to see that α(xn, xn+1) ≥ 1 for all n ∈ N.
Let n be even and by taking x = xn−1 and y = xn in the inequality (2.6.1), and

observing that p(xn−1, xn) ̸= 0 by lemma 2.3,

we get

φ(p(xn, xn+1))

≤ φ(sp(xn, xn+1))

= φ(sp(Sxn−1, Txn))

≤ α(xn−1, xn)φ(sp(Sxn−1, Txn))

< φ(M(xn, xn−1)) (2.6.2)

where

M(xn, xn−1)

= max{p(xn−1, xn), p(xn−1, Sxn−1), p(xn, Txn),
1
2s
[p(xn−1, Txn) + p(xn, Sxn−1)]}
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= max{p(xn−1, xn), p(xn−1, xn), p(xn, xn+1),
1
2s
[p(xn−1, xn+1) + p(xn, xn)]}

≤ max{p(xn−1, xn), p(xn, xn+1),
1
2s
[sp(xn−1, xn) + sp(xn, xn+1)− p(xn, xn) + p(xn, xn)]}

= max{p(xn−1, xn), p(xn, xn+1),
1
2
[p(xn−1, xn) + p(xn, xn+1)]}

= max{p(xn−1, xn), p(xn, xn+1)}
Ifmax{p(xn−1, xn), p(xn, xn+1)} = p(xn, xn+1) for some n ∈ N (2.6.3)

then from (2.6.2) and (2.6.3), we have

φ(sp(xn, xn+1)) < φ(M(xn−1, xn)) = φ(p(xn, xn+1)), a contradiction.

Thus, we have M(xn−1, xn) = max{p(xn−1, xn), p(xn, xn+1)} = p(xn−1, xn) Similarly,

Let n be odd and by taking x = xn−1 and y = xn in the inequality (2.6.1), and

observing that p(xn−1, xn) ̸= 0 by lemma 2.3,

we get

φ(p(xn, xn+1))

≤ φ(sp(xn, xn+1))

= φ(sp(Txn−1, Sxn))

≤ α(xn−1, xn)φ(sp(Txn−1, Sxn))

< φ(M(xn−1, xn)) (2.6.4)

where

M(xn−1, xn)

= max{p(xn−1, xn), p(xn−1, Txn−1), p(xn, Sxn),
1
2s
[p(xn−1, Sxn) + p(xn, Txn−1)]}

= max{p(xn−1, xn), p(xn−1, xn), p(xn, xn+1),
1
2s
[p(xn−1, xn+1) + p(xn, xn)]}

≤ max{p(xn−1, xn), p(xn, xn+1),
1
2s
[sp(xn−1, xn) + sp(xn, xn+1)− p(xn, xn) + p(xn, xn)]}

= max{p(xn−1, xn), p(xn, xn+1),
1
2
[p(xn−1, xn) + p(xn, xn+1)]}

= max{p(xn−1, xn), p(xn, xn+1)}
Ifmax{p(xn−1, xn), p(xn, xn+1)} = p(xn, xn+1) for some n ∈ N (2.6.5)

then from (2.6.2) and (2.6.3), we have

φ(sp(xn, xn+1)) < φ(M(xn−1, xn)) = φ(p(xn, xn+1)), a contradiction.

Thus, we haveM(xn−1, xn) = max{p(xn−1, xn), p(xn, xn+1)} = p(xn−1, xn) for all n ∈ N
and hence, p(xn, xn+1) < p(xn−1, xn) for all n ∈ N. (2.6.6)

Thus it follows that {p(xn, xn+1)} is a non-negative, decreasing sequence of real num-

bers. Suppose that lim
n→∞

p(xn, xn+1) = r, r ≥ 0

Now we prove that r = 0.

Assume that r > 0.

Now by (2.6.2)

φ(p(xn, xn+1))

≤ φ(sp(xn, xn+1))

< φ(M(xn−1, xn))

= φ(p(xn−1, xn)) for all n ∈ N

On taking limits as n→ ∞,
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we have,

lim
n→∞

φ(p(xn, xn+1))

≤ lim
n→∞

φ(sp(xn, xn+1))

≤ lim
n→∞

φ(p(xn−1, xn))

⇒ φ(r) ≤ φ(sr) ≤ φ(r)

⇒ φ(r) = φ(sr)

Let n be odd. By choosing an = xn, bn = xn+1,

∆φ
n = φ(sp(T (xn−1),S(xn))

φ(p(xn−1,xn))

∴ lim
n→∞

∆φ
n

= lim
n→∞

φ(sp(xn,xn+1))
φ(p(xn−1,xn))

=
lim

n→∞
φ(sp(xn,xn+1))

lim
n→∞

φ(p(xn−1,xn))

=
φ(s lim

n→∞
p(xn,xn+1))

φ( lim
n→∞

p(xn−1,xn))

= φ(sr)
φ(r)

= 1(since φ(r) = φ(sr)) (2.6.7)

Hence by our assumption φ(pn) → 0 as n→ ∞ i.e.,

lim
n→∞

φ(p(xn−1, xn)) = 0

⇒ φ(r) = 0

⇒ r = 0, a contradiction for our assumption r > 0

Hence r = 0.

Similarly,

Let n be even. By choosing an = xn, bn = xn+1,

∆φ
n = φ(sp(S(xn−1),T (xn))

φ(p(xn−1,xn))

∴ lim
n→∞

∆φ
n

= lim
n→∞

φ(sp(xn,xn+1))
φ(p(xn−1,xn))

=
lim

n→∞
φ(sp(xn,xn+1))

lim
n→∞

φ(p(xn−1,xn))

=
φ(s lim

n→∞
p(xn,xn+1))

φ( lim
n→∞

p(xn−1,xn))

= φ(sr)
φ(r)

= 1(since φ(r) = φ(sr)) (2.6.8)

Hence by our assumption φ(pn) → 0 as n→ ∞ i.e.,

lim
n→∞

φ(p(xn−1, xn)) = 0 ∀ n ∈ N
⇒ φ(r) = 0

⇒ r = 0, a contradiction for our assumption r > 0

Hence r = 0.

Now, we show that {xn} is a Cauchy sequence in X. Suppose that {xn} is not a Cauchy

sequence. Then by Lemma 2.2(b), there exist some ϵ > 0, and sub-sequences {xmk
}
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and {xnk
} of {xn} with mk > nk > k such that p(xmk

, xnk
) ≥ ϵ and p(xmk−1, xnk

) < ϵ

and by lemma 1.9

We have Case(i): Let mk is odd and nk is even

∴ sϵ ≤ sp(xmk
, xnk

)

⇒ φ(sϵ) ≤ φ(sp(xmk
, xnk

))

= φ(sp(Txmk−1, Sxnk−1))

≤α(xmk−1, xnk−1) φ(sp(Txmk−1, Sxnk−1))

( by lemma 1.9, α(xmk−1, xnk−1) ≥ 1)

< φ(M(xmk−1, xnk−1)) (2.6.9)

where M(xmk−1, xnk−1)

= max[p(xmk−1, xnk−1), p(xnk−1, Sxnk−1), p(xmk−1, Txmk−1),

1
2s

{p(xmk−1, Sxnk−1) + p(Txmk−1, xnk−1)}]

= max[p(xmk−1, xnk−1), p(xnk−1, xnk
), p(xmk−1, xmk

), 1
2s

{p(xmk−1, xnk
)+p(xmk

, xnk−1)}]

≤max[p(xmk−1, xnk−1), p(xnk−1, xnk
), p(xmk−1, xmk

), 1
2s
{sp(xmk−1, xnk−1)+sp(xnk−1, xnk

)−

p(xnk−1, xnk−1) + sp(xmk−1, xnk−1) + sp(xmk−1, xmk
)− p(xmk−1, xmk−1)}]

≤max[p(xmk−1, xnk−1), p(xnk−1, xnk
), p(xmk−1, xmk

), 1
2s
{2sp(xmk−1, xnk−1)+sp(xnk−1, xnk

)+

sp(xmk
, xmk−1)}]

≤ p(xmk−1, xnk−1) + p(xnk−1, xnk
) + p(xmk

, xmk−1)

≤ sp(xmk−1, xnk
) + sp(xnk

, xnk−1)− p(xnk
, xnk

) + p(xnk−1, xnk
) + p(xmk

, xmk−1)

≤ sp(xmk−1, xnk
) + sp(xnk

, xnk−1) + p(xnk−1, xnk
) + p(xmk

, xmk−1)

∴ φ(sϵ)

≤ φ(sp(xmk
, xnk

))

< φ(M(xmk−1, xnk−1)

≤ φ(p(xmk−1, xnk−1) + p(xnk−1, xnk
) + p(xmk

, xmk−1))

≤ φ(sp(xmk−1, xnk
)+sp(xnk

, xnk−1)+p(xnk−1, xnk
)+p(xmk

, xmk−1)) (2.6.10)

Allowing k → ∞,

φ(sϵ) ≤ lim
k→∞

φ(sp(xmk
, xnk

))

≤ lim
k→∞

φ(M(xmk−1, xnk−1)

≤ lim
k→∞

φ(p(xmk−1, xnk−1))≤ φ(sϵ)

∴ lim
k→∞

φ(p(xmk
, xnk

))

= lim
k→∞

φ(M(xmk−1, xnk−1))

= lim
k→∞

φ(p(xmk−1, xnk−1))

= φ(sϵ) (2.6.11)
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∴ lim
n→∞

∆φ
n

= lim
n→∞

φ(sp(Txmk−1,Sxnk−1))

φ(pn)

=
lim

k→∞
φ(sp(xmk

,xnk
))

lim
k→∞

φ(p(xmk−1,xnk−1))

= φ(sϵ)
φ(sϵ)

(by (2.6.8)

= 1. (2.6.12)

Hence by our assumption φ(p(xmk−1, xnk−1))) → 0 as k → ∞
i.e., φ(sϵ) = 0

⇒ sϵ = 0 , a contradiction.

Case(ii): Let mk is odd and nk is odd

∴ φ(sp(xmk
, xnk+1)) ≤ α(xmk−1, xnk

) φ(sp(Txmk−1, Sxnk
))

< φ(M(xmk−1, xnk
))

where M(xmk−1, xnk
)

=max[p(xmk−1, xnk
), p(xmk−1, Txmk−1), p(xnk

, Sxnk
), 1

2s
[{p(Txmk−1, xnk

) +p(xmk−1, Sxnk
)}]

= max[p(xmk−1, xnk
), p(xmk−1, xmk

), p(xnk
, xnk+1),

1
2s

[{p(xmk
, xnk

) + p(xmk−1, xnk+1)}]
= p(xmk−1, xnk

) or 1
2s

[{p(xmk
, xnk

) + p(xmk−1, xnk+1)}]
Suppose M(xmk−1, xnk

) = p(xmk−1, xnk
) < ϵ

But ϵ ≤ p(xmk
, xnk

) ≤sp(xmk
, xnk+1) + sp(xnk+1, xnk

) − p(xnk+1, xnk+1)

≤ sp(xmk
, xnk+1) + sη where η > 0 ∋ p(xnk+1, xnk

) < η ( 2.6.13)

⇒ ϵ − sη ≤ sp(xmk
, xnk+1) (2.6.14)

Since φ is non decreasing

∴ φ(ϵ− sη) ≤ φ(sp(xmk
, xnk+1))

< φ(p(xmk−1, xnk
)) < φ(ϵ) (2.6.15)

As φ is continuous and η → 0 as k → ∞, we get

φ(ϵ) ≤ lim
k→∞

φ(sp(xmk
, xnk+1)) ≤ lim

k→∞
φ(p(xmk−1, xnk

))≤ φ(ϵ)

∴ lim
k→∞

φ(sp(xmk
, xnk+1)) = φ(ϵ) = lim

k→∞
φ(p(xmk−1, xnk

))

Suppose M(xmk−1, xnk
) = 1

2s
[{p(xmk

, xnk
) + p(xmk−1, xnk+1)}]

On the other hand

p(xmk
, xnk

) + p(xmk−1, xnk+1)

≤ sp(xmk
, xnk−1) + sp(xnk−1, xnk

) − p(xnk−1, xnk−1) + sp(xmk+1, xmk
)

+ sp(xmk
, xnk−1) − p(xmk

, xmk
)

≤ sp(xmk
, xnk−1) + sp(xnk−1, xnk

) + sp(xmk
, xnk−1) +sp(xmk+1, xmk

)

≤ 2sp(xmk
, xnk−1) + 2sη ≤ 2sϵ+ 2sη

where p(xmk+1, xmk
) ≤ η and p(xnk

, xnk−1) ≤ η for some η > 0 for large k

∴ 1
2s

[{p(xmk
, xnk

) + p(xmk−1, xnk+1)}] ≤ ϵ + η(2.6.16)

Therefore,

M(xmk−1, xnk
) = 1

2s
[{p(xmk

, xnk
) + p(xmk−1, xnk+1)}] ≤ ϵ + η

∴ From (2.6.13), (2.6.15) and (2.6.16)
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φ(ϵ− sη) ≤ φ(sp(xmk
, xnk+1))

≤ φ(M(xmk−1, xnk
))

≤ φ(ϵ+ η)

As φ is continuous and η → 0 as k → ∞ , we get

φ(sp(xmk
, xnk+1)) = φ(ϵ)

∴ lim
n→∞

∆φ
n

= lim
n→∞

φ(sp(Txmk−1,Sxnk
))

φ(pn)

=
lim

k→∞
φ(sp(xmk

,xnk+1))

lim
k→∞

φ(p(xmk−1,xnk
))

= φ(ϵ)
φ(ϵ)

(by (2.7.8)

= 1. (2.6.17)

Hence by our assumption φ(p(xmk−1, xnk−1))) → 0 as k → ∞
i.e., φ(ϵ) = 0

⇒ ϵ = 0 , a contradiction.

Similarly the other two cases can be discussed.

∴ {xn} is a Cauchy sequence.

Since X is complete, there exists z ∈ X such that lim
n→∞

xn = z. Now, we show that z is

a fixed point of T . We consider

φ(sp(x2n+1, T z))

= φ(sp(Sx2n, T z))

≤ α(x2n, z)φ(sp(Sx2n, T z))(since α is continuous and α(z, z) > 1)

< φ(M(x2n, z)) (2.6.18)

But M(x2n, z)

= max{p(x2n, z), p(x2n, x2n+1), p(z, Tz),
1
2s
[p(x2n+1, z) + p(x2n, T z)]}

= p(z, Tz) for large n

∴ φ(sp(x2n+1, T z)) ≤ α(x2n, z)φ(sp(Sx2n, T z)) < φ(p(z, Tz))

Suppose φ(sp(z, Tz)) ̸= 0

Dividing through out by φ(sp(z, Tz))
φ(sp(x2n+1,T z))

φ(sp(z,Tz))
≤ α(x2n, z){φ(sp(x2n,T z))

φ(sp(z,Tz))
} < φ(p(z,Tz))

φ(sp(z,Tz))
≤ 1

On letting n→ ∞,

we get 1 ≤ α(z, z) ≤ 1 ⇒α(z, z) = 1, a contridiction

∴ φ(sp(z, Tz)) = 0 ⇒ p(z, Tz) = 0

Then by lemma 2.3, z = Tz.

∴z is a fixed point of T in X.

Similarly φ(sp(x2n, Sz)) is to be considered to show z is a fixed point of S in X.

Hence z is a common fixed point of S and T in X.

Suppose y, z and y ̸= z are common fixed points of S and T in X

Then Ty = Sy = y, Tz = Sz = z (2.6.19)
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Suppose α(y, z) < 1 then there is nothing to prove.

Suppose α(y, z) ≥ 1 and p(y, z) ̸= 0

Now φ(sp(Sy, Tz))

≤ α(y, z)φ(sp(Sy, Tz))

< φ(M(y, z)) (2.6.20)

But M(y, z)

= max{p(y, z), p(y, Sy), p(z, Tz), 1
2s
[p(y, Tz) + p(Sy, z)]}

= p(y, z)

∴φ(sp(Sy, Tz)) ≤ α(y, z)φ(sp(Sy, Tz)) < φ(p(y, z))

which is a contridiction

∴ p(y, z) = 0

Then by lemma 2.3, y = z.

The following corollary can be easily established.

Let T be a self map on a complete partially ordered partial b - metric

space X. Let α : X ×X → R be a continuous function.

Assume that there exists φ ∈ Φs such that

α(x, y)φ(sp(Tx, Ty)) < φ(M(x, y))

for all x, y ∈ X, p(x, y) ̸= 0 where

M(x, y) = max{p(x, y), p(x, Tx), p(y, Ty), 1
2s
[p(x, Ty) + p(Tx, y)]}

Further, assume that

(i)T is α - triangular admissible,

(ii) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1

and set xn = Txn−1 for n = 1, 2, 3, ....

(iii)for any two sequences {an} and {bn} of X with pn = p(an, bn) ̸= 0, we have that

∆φ
n → 1 ⇒ φ(pn) → 0 as n→ ∞

Then the sequence {xn} is a Cauchy sequence. Suppose {xn} converges to z and

α(z, z) > 1. Then z is a fixed point of T in X.

In the following, we prove the existence of fixed points of (α, φ, β) - weak generalized

Geraghty contraction type maps in a complete partially ordered partial b - metric space.

Let (X,≤, p) be a complete partially ordered partial b - metric space

with coefficient s ≥ 1,and S, T : X → X are weakly increasing self maps on X. Let

α : X ×X → R be a continuous function and β ∈ Ω, φ ∈ Φs.

Suppose the following conditions hold:

(i) S, T are (α, φ, β) - weak generalized Geraghty contraction map i.e.,

α(x, y)φ(sp(Tx, Sy)) ≤ β(φ(M(x, y)))φ(M(x, y)) ∀ x, y ∈ X, p(x, y) ̸= 0

Corollary 2.7. 

Theorem 2.8. 
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where

M(x, y) = max{p(x, y), p(x, Tx), p(y, Sy), 1
2s
[p(x, Sy) + p(Tx, y)]}

(ii) S, T are coupled and triangular α - admissible,

(iii) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1

Then {xn} is a Cauchy sequence. Suppose {xn} converges to x

and α(x, x) > 1. Then x is a fixed point of T in X.

Proof. As in theorem 2.6, let x0 ∈ X be such that α(x0, Tx0) ≥ 1 by (iii). If xn = xn+1

for some n ∈ N , then xn = Txn and hence xn is a fixed point of T or S. Without loss

of generality, we assume that xn ̸= xn+1 for all n ∈ N. By using the α - admissibility

of T , we have α(x0, x1) = α(x0, Tx0) ≥ 1 ⇒ α(x1, x2) = α(Tx0, Sx1) ≥ 1. Now, by

mathematical induction, it is easy to see that α(xn, xn+1) ≥ 1 for all n ∈ N.
Let n be even and by taking x = xn−1 and y = xn in the inequality (2.8.1), and

observing that p(xn−1, xn) ̸= 0 by lemma 2.3,

we get

φ(sp(xn, xn+1))

= φ(sp(Sxn−1, Txn))

≤ α(xn−1, xn)φ(sp(Sxn−1, Txn))

≤ β(φ(M(xn−1, xn)))φ(M(xn−1, xn))( since p(xn, xn+1) ̸= 0 ∀ n)

< φ(M(xn−1, xn)) (2.8.2)

where

M(xn−1, xn)

= max{p(xn−1, xn), p(xn−1, Sxn−1), p(xn, Txn),
1
2s
[p(xn−1, Txn) + p(xn, Sxn−1)]}

= max{p(xn−1, xn), p(xn−1, xn), p(xn, xn+1),
1

2s
[p(xn−1, xn+1) + p(xn, xn)]}

= max{p(xn−1, xn), p(xn, xn+1)}
Ifmax{p(xn−1, xn), p(xn, xn+1)} = p(xn, xn+1) for some n ∈ N (2.8.3)

then from (2.8.2) and (2.8.3), we have

φ(sp(xn, xn+1)) < φ(M(xn−1, xn)) = φ(p(xn, xn+1)), a contradiction.

Let n be odd and by taking x = xn−1 and y = xn in the inequality (2.8.1), and

observing that p(xn−1, xn) ̸= 0 by lemma 2.3,

we get

φ(sp(xn, xn+1))

= φ(sp(Txn−1, Sxn))

≤ α(xn−1, xn)φ(sp(Txn−1, Sxn))

≤ β(φ(M(xn−1, xn)))φ(M(xn−1, xn))( since p(xn, xn+1) ̸= 0 ∀ n)
< φ(M(xn−1, xn)) (2.8.4)
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where

M(xn−1, xn)

= max{p(xn−1, xn), p(xn−1, Txn−1), p(xn, Sxn),
1
2s
[p(xn−1, Sxn) + p(xn, Txn−1)]}

= max{p(xn−1, xn), p(xn−1, xn), p(xn, xn+1),
1
2s
[p(xn−1, xn+1) + p(xn, xn)]}

= max{p(xn−1, xn), p(xn, xn+1)}
Ifmax{p(xn−1, xn), p(xn, xn+1)} = p(xn, xn+1) for some n ∈ N (2.8.5)

then from (2.8.4) and (2.8.5), we have

φ(sp(xn, xn+1)) < φ(M(xn−1, xn)) = φ(p(xn, xn+1)), a contradiction.

Thus, we have max{p(xn−1, xn), p(xn, xn+1)} = p(xn−1, xn) for all n ∈ N and hence,

p(xn, xn+1) < p(xn−1, xn) for all n ∈ N . (2.8.6)

Thus it follows that {p(xn, xn+1)} is a non-negative, decreasing sequence of real num-

bers. Suppose that lim
n→∞

p(xn, xn+1) = r, r ≥ 0

Now we prove that r = 0.

Assume that r > 0.

We have

φ(p(xn, xn+1))

≤ φ(sp(xn, xn+1))

≤ β(φ(p(xn−1, xn)))φ(p(xn−1, xn))

< φ(p(xn−1, xn))

Allowing as n→ ∞
φ(r) = lim

n→∞
φ(p(xn, xn+1))

≤ lim inf
n→∞

β(φ(p(xn−1, xn)))φ(p(xn−1, xn))

≤ lim sup
n→∞

β(φ(p(xn−1, xn)))φ(p(xn−1, xn))

≤ lim
n→∞

φ(p(xn−1, xn)) = φ(r)

⇒ φ(r) ≤ lim inf
n→∞

β(φ(p(xn−1, xn)))φ(r)

≤ lim sup
n→∞

β(φ(p(xn−1, xn)))φ(r)

≤ φ(r)

⇒ φ(r) = 0 or lim
n→∞

β(φ(p(xn−1, xn))) = 1

φ(r) = 0 or lim
n→∞

φ(p(xn−1, xn)) = 0( since β ∈ Ω)

lim
n→∞

φ(p(xn−1, xn)) = 0

∴ φ(r) = 0 ⇒ r = 0, a contradiction.

Hence r = lim
n→∞

p(xn, xn+1) = 0 (2.8.7)

Now, we show that {xn} is a Cauchy sequence in X. Suppose that {xn} is not a Cauchy

sequence. Then by Lemma 2.2(b), there exist some ϵ > 0, and sub-sequences {xmk
}

and {xnk
} of {xn} with mk > nk > k such that p(xmk

, xnk
) ≥ ϵ and p(xmk−1, xnk

) < ϵ.

Let mk be odd and nk be even
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∴ sϵ ≤ sp(xmk
, xnk

)

⇒ φ(sϵ) ≤ φ(sp(xmk
, xnk

))

= φ(sp(Txmk−1, Sxnk−1))

≤α(xmk−1, xnk−1) φ(sp(Txmk−1, Sxnk−1))

(by lemma 1.9 α(xmk−1, xnk−1) ≥ 1)

≤ β(φ(M(xmk−1, xnk−1)))φ(M(xmk−1, xnk−1))

< φ(M(xmk−1, xnk−1)) (2.8.8)

where M(xmk−1, xnk−1)

= max[p(xmk−1, xnk−1), p(xnk−1, Sxnk−1), p(xmk−1, Txmk−1),
1
2s

{p(xmk−1, Sxnk−1) + p(Txmk−1, xnk−1)}]
= max[p(xmk−1, xnk−1), p(xnk−1, xnk

), p(xmk−1, xmk
), 1

2s
{p(xmk−1, xnk

)+p(xmk
, xnk−1)}]

≤max[p(xmk−1, xnk−1), p(xnk−1, xnk
), p(xmk−1, xmk

), 1
2s
{sp(xmk−1, xnk−1)+sp(xnk−1, xnk

)−
p(xnk−1, xnk−1) + sp(xmk−1, xnk−1) + sp(xmk−1, xmk

)− p(xmk−1, xmk−1)}]
≤max[p(xmk−1, xnk−1), p(xnk−1, xnk

), p(xmk−1, xmk
), 1

2s
{2sp(xmk−1, xnk−1)+sp(xnk−1, xnk

)+

sp(xmk
, xmk−1)}]

≤ p(xmk−1, xnk−1) + p(xnk−1, xnk
) + p(xmk

, xmk−1)

≤ sp(xmk−1, xnk
) + sp(xnk

, xnk−1)− p(xnk
, xnk

) + p(xnk−1, xnk
) + p(xmk

, xmk−1)

≤ sp(xmk−1, xnk
) + sp(xnk

, xnk−1) + p(xnk−1, xnk
) + p(xmk

, xmk−1)

∴ φ(sϵ)

≤ β(φ(M(xmk−1, xnk−1)))φ(M(xmk−1, xnk−1))

≤ φ(M(xmk−1, xnk−1)

≤ φ(sp(xmk−1, xnk
)+sp(xnk

, xnk−1)+p(xnk−1, xnk
)+p(xmk

, xmk−1)) (2.8.9)

Allowing k → ∞, we get

φ(sϵ)

≤ lim inf
k→∞

β(φ(M(xmk−1, xnk−1))) φ(M(xmk−1, xnk−1)

≤ lim sup
k→∞

β(φ(M(xmk−1, xnk−1))) φ(M(xmk−1, xnk−1)

≤ lim
k→∞

φ(sp(xmk−1, xnk
) + sp(xnk

, xnk−1) + p(xnk−1, xnk
) + p(xmk

, xmk−1))

∴ φ(sϵ)

≤ lim inf
k→∞

β(φ(M(xmk−1, xnk−1)))φ(sϵ)

≤lim sup
k→∞

β(φ(M(xmk−1, xnk−1)))φ(sϵ)

≤ φ(sϵ)

∴ Either φ(sϵ) = 0 or lim
k→∞

β(φ(M(xmk−1, xnk−1))) = 1(since β ∈ S) (2.8.10)

⇒ φ(sϵ) = 0

⇒ sϵ = 0 , a contradiction.

Let mk be odd and nk be odd

∴ φ(sp(xmk
, xnk+1)) ≤ α(xmk−1, xnk

) φ(sp(Txmk−1, Sxnk
))

≤ β(φ(M(xmk−1, xnk
)))φ(M(xmk−1, xnk

))

< φ(M(xmk−1, xnk
))
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where M(xmk−1, xnk
)

=max[p(xmk−1, xnk
), p(xmk−1, Txmk−1), p(xnk

, Sxnk
), 1

2s
[{p(Txmk−1, xnk

) +p(xmk−1, Sxnk
)}]

= max[p(xmk−1, xnk
), p(xmk−1, xmk

), p(xnk
, xnk+1),

1
2s

[{p(xmk
, xnk

) + p(xmk−1, xnk+1)}]
= p(xmk−1, xnk

) or 1
2s

[{p(xmk
, xnk

) + p(xmk−1, xnk+1)}]
Suppose M(xmk−1, xnk

) = p(xmk−1, xnk
) < ϵ

But ϵ ≤ p(xmk
, xnk

) ≤sp(xmk
, xnk+1) + sp(xnk+1, xnk

) − p(xnk+1, xnk+1)

≤ sp(xmk
, xnk+1) + sη where η > 0 ∋ p(xnk+1, xnk

) < η ( 2.8.11)

⇒ ϵ − sη ≤ sp(xmk
, xnk+1) (2.8.12)

Since φ is non decreasing

∴ φ(ϵ− sη) ≤ φ(sp(xmk
, xnk+1))

< φ(p(xmk−1, xnk
)) < φ(ϵ) (2.8.13)

As φ is continuous and η → 0 as k → ∞, we get

φ(ϵ) ≤ lim
k→∞

φ(sp(xmk
, xnk+1)) ≤ lim

k→∞
φ(p(xmk−1, xnk

))≤ φ(ϵ)

∴ lim
k→∞

φ(sp(xmk
, xnk+1)) = φ(ϵ) = lim

k→∞
φ(p(xmk−1, xnk

))

Suppose M(xmk−1, xnk
) = 1

2s
[{p(xmk

, xnk
) + p(xmk−1, xnk+1)}]

On the other hand

p(xmk
, xnk

) + p(xmk−1, xnk+1)

≤ sp(xmk
, xnk−1) + sp(xnk−1, xnk

) − p(xnk−1, xnk−1) + sp(xmk+1, xmk
)

+ sp(xmk
, xnk−1) − p(xmk

, xmk
)

≤ sp(xmk
, xnk−1) + sp(xnk−1, xnk

) + sp(xmk
, xnk−1) +sp(xmk+1, xmk

)

≤ 2sp(xmk
, xnk−1) + 2sη ≤ 2sϵ+ 2sη

where p(xmk+1, xmk
) ≤ η and p(xnk

, xnk−1) ≤ η for some η > 0 for large k

∴ 1
2s

[{p(xmk
, xnk

) + p(xmk−1, xnk+1)}] ≤ ϵ + η (2.8.16)

Therefore,

M(xmk−1, xnk
) = 1

2s
[{p(xmk

, xnk
) + p(xmk−1, xnk+1)}] ≤ ϵ + η

∴ From (2.8.13), (2.8.15) and (2.8.16)

φ(ϵ− sη) ≤ φ(sp(xmk
, xnk+1))

≤ φ(M(xmk−1, xnk
))

≤ φ(ϵ+ η)

As φ is continuous and η → 0 as k → ∞ , we get

φ(sp(xmk
, xnk+1)) = φ(ϵ)

∴ φ(ϵ)

≤ β(φ(M(xmk−1, xnk−1)))φ(M(xmk−1, xnk−1))

≤ φ(M(xmk−1, xnk−1)

≤ φ(sp(xmk−1, xnk
)+sp(xnk

, xnk−1)+p(xnk−1, xnk
)+p(xmk

, xmk−1)) (2.8.17)
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Allowing k → ∞, we get

φ(ϵ)

≤ lim inf
k→∞

β(φ(M(xmk−1, xnk
))) φ(M(xmk−1, xnk

)

≤ lim sup
k→∞

β(φ(M(xmk−1, xnk
))) φ(M(xmk−1, xnk

)

≤ lim
k→∞

φ(sp(xmk−1, xnk
) + sp(xnk

, xnk−1) + p(xnk−1, xnk
) + p(xmk

, xmk−1))

∴ φ(ϵ)

≤ lim inf
k→∞

β(φ(M(xmk−1, xnk
)))φ(ϵ)

≤lim sup
k→∞

β(φ(M(xmk−1, xnk
)))φ(ϵ)

≤ φ(ϵ)

∴ Either φ(ϵ) = 0 or lim
k→∞

β(φ(M(xmk−1, xnk
))) = 1(since β ∈ S) (2.8.18)

⇒ φ(ϵ) = 0

⇒ ϵ = 0 , a contradiction.

Similarly we can discuss the other two cases.

∴ {xn} is a Cauchy sequence.

Since X is complete, there exists z ∈ X such that lim
n→∞

xn = z. Now, we show that z is

a fixed point of T . We consider

φ(sp(x2n, T z))

= φ(sp(Sx2n−1, T z))

≤ α(x2n−1, z)φ(sp(Sx2n−1, T z))(since α is continuous and α(z, z) > 1)

≤ β(φ(M(x2n−1, z)))φ(M(x2n−1, z)) (2.8.19)

But M(x2n−1, z)

= max{p(x2n−1, z), p(x2n−1, x2n), p(z, Tz),
1
2s
[p(x2n, z) + p(x2n−1, T z)]}

= p(z, Tz) for large n

∴φ(sp(x2n, T z)) ≤ β(φ(p(z, Tz)))φ(p(z, Tz)) ≤ φ(p(z, Tz))

On letting n→ ∞,
we get

φ(p(z, Tz)) ≤ φ(sp(z, Tz)) ≤ β(φ(p(z, Tz)))φ(p(z, Tz)) ≤ φ(p(z, Tz))

⇒ φ(p(z, Tz)) = 0 or β(φ(p(z, Tz))) = 1

⇒ p(z, Tz) = 0

Then by lemma 2.3, z = Tz.

∴ z is a fixed point of T in X. Further φ(sp(x2n+1, Sz))

= φ(sp(Tx2n, Sz))

≤ α(x2n, z)φ(sp(Tx2n, Sz))(since α is continuous and α(z, z) > 1)

≤ β(φ(M(x2n, z)))φ(M(x2n, z)) (2.8.20)

But M(x2n, z)

= max{p(x2n, z), p(x2n, x2n+1), p(z, Sz),
1
2s
[p(x2n+1, z) + p(x2n, Sz)]}

= p(z, Sz) for large n
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∴φ(sp(x2n+1, Sz)) ≤ β(φ(p(z, Sz)))φ(p(z, Sz)) ≤ φ(p(z, Sz))

On letting n→ ∞,

we get

φ(p(z, Sz)) ≤ φ(sp(z, Tz)) ≤ β(φ(p(z, Sz)))φ(p(z, Sz)) ≤ φ(p(z, Sz))

⇒ φ(p(z, Tz)) = 0 or β(φ(p(z, Tz))) = 1

⇒ p(z, Sz) = 0

Then by lemma 2.3, z = Sz.

∴ z is a fixed point of S in X.

Hencez is a common fixed point of S and T in X

( K.P.R.Sastry et.al.[33]) Let X = {0, 1, 1
2
, 1
3
, ..., 1

10
} with usual ordering.

Define

p(x, y) =


0 if x = y

1 if x ̸= y ∈ {0, 1}

|x− y| if x, y ∈ {0, 1
2
, 1
4
, 1
6
, 1
8
, 1
10
}

4 otherwise

Clearly, (X,≤, p) is a partially ordered partial b - metric space with coefficient s = 8
3

(P.Kumam et.al [19])

Define S, T : X → X by

T1 = T 1
3
= T 1

5
= T 1

7
= T 1

9
= 0 ; T0 = T 1

2
= T 1

4
= T 1

6
= T 1

8
= T 1

10
= 1

4

∴ A = {0, 1
2
, 1
4
, 1
6
, 1
8
, 1
10
} ⇒ T (A) = 1

4

and

B = {1, 1
3
, 1
5
, 1
7
, 1
9
} ⇒ T (B) = 0

∴ T (X) = {0, 1
4
}

and Sx = 1
4
∀ x ∈ X ⇒ S(A) = S(B) = 1

4

β(t) =

 1
1+t

if t ∈ (0,∞)

0 if t = 0

α(x, y) = 2 ∀ x, y ∈ X and φ(t) = 2t ∀ t ≥ 0

For x, y ∈ X and p(x, y) ̸= 0 ⇒ x ̸= y, then following are the cases

(i)For x, y ∈ A ⇒ Sx = Ty = 1
4
⇒ sp(Sx, Ty) = 0

∴ α(x, y)φ(sp(Sx, Ty)) ≤ β(φ(M(x, y)))φ(M(x, y))

(ii)For x, y ∈ B ⇒ Sx = 1
4
, T y = 0 ⇒ sp(Sx, Ty) = (8

3
)(1

4
) = 2

3
⇒ φ(sp(Sx, Ty)) = 4

3

where M(x, y) = 4 ⇒ φ(β(M(x, y)))φ(M(x, y)) = 4(4
5
) = 16

5

∴ α(x, y)φ(sp(Sx, Ty)) ≤ β(φ(M(x, y)))φ(M(x, y))

(iii)For x ∈ A, y ∈ B ⇒ Sx = 1
4
, T y = 0 ⇒ sp(Sx, Ty) = (8

3
)(1

4
) = 2

3

⇒ φ(sp(Sx, Ty)) = 4
3
where M(x, y) = 4 ⇒ φ(β(M(x, y)))φ(M(x, y)) = 4(4

5
) = 16

5

Now we give an example in support of theorem 2.8  

Example 2.9.

Existence of Fixed Points of a Pair of Self Maps under Weak Generalized Geraghty Contractions in 
Complete Partially Ordered Partial b - Metric Spaces

Ref

19.K
u
m

am
.P

,D
u
n
g.N

.V
, H

an
g.V

.T
.L

: S
om

e equ
ivalen

ces b
etw

een
 con

e b
-m

etric sp
aces

an
d
 b

-m
etric sp

aces. A
b
str. A

p
p
l. A

n
al. 2013 (2013), 18.

© 2016    Global Journals Inc.  (US)

108

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
Y
ea

r
20

16
X
V
I   

Is
s u

e 
  
  
er

sio
n 

I
V

II
( F

)



 
 

 
 

 
 
 
 
 
 
 
 
 
 

∴ α(x, y)φ(sp(Sx, Ty)) ≤ β(φ(M(x, y)))φ(M(x, y))

(iv)For x ∈ A, y ∈ B⇒ Tx = Sy = 1
4
⇒ sp(Tx, Sy) = 0 ⇒ φ(sp(Tx, Sy)) = 0

∴ α(x, y)φ(sp(Tx, Sy)) ≤ β(φ(M(x, y)))φ(M(x, y))

Since T (1
4
) = S(1

4
) = 1

4
and α(1

4
, T 1

4
) = 2 > 1

Therefore 1
4
∈ X is a fixed point.

The hypothesis and conclusions of 2.8 satisfied.

Are the theorems 2.6 and 2.8 true for partial b - metric spaces

with coefficient s ≥ 1 when conditions on α removed?
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Institutional Fellow of Global Journals Incorporation (USA)-OARS (USA)
Global Journals Incorporation (USA) is accredited by Open Association of Research 
Society, U.S.A (OARS) and in turn, affiliates research institutions as “Institutional 
Fellow of Open Association of Research Society” (IFOARS).
The “FARSC” is a dignified title which is accorded to a person’s name viz. Dr. John E. 
Hall, Ph.D., FARSC or William Walldroff, M.S., FARSC.
The IFOARS institution is entitled to form a Board comprised of one Chairperson and three to five 
board members preferably from different streams. The Board will be recognized as “Institutional 
Board of Open Association of Research Society”-(IBOARS).

The Institute will be entitled to following benefits:

The IBOARS can initially review research papers of their institute and recommend 
them to publish with respective journal of Global Journals. It can also review the 
papers of other institutions after obtaining our consent. The second review will be 
done by peer reviewer of Global Journals Incorporation (USA) 
The Board is at liberty to appoint a peer reviewer with the approval of chairperson 
after consulting us. 
The author fees of such paper may be waived off up to 40%.

The Global Journals Incorporation (USA) at its discretion can also refer double blind 
peer reviewed paper at their end to the board for the verification and to get 
recommendation for final stage of acceptance of publication.

The IBOARS can organize symposium/seminar/conference in their country on behalf of 
Global Journals Incorporation (USA)-OARS (USA). The terms and conditions can be 
discussed separately.
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fees applicable to Individual Fellow. They will be entitled to avail all the benefits as 
declared. Please visit Individual Fellow-sub menu of GlobalJournals.org to have more 
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We shall provide you intimation regarding launching of e-version of journal of your stream time to 
time. This may be utilized in your library for the enrichment of knowledge of your students as well as it 
can also be helpful for the concerned faculty members.

After nomination of your institution as “Institutional Fellow” and constantly 
functioning successfully for one year, we can consider giving recognition to your 
institute to function as Regional/Zonal office on our behalf.
The board can also take up the additional allied activities for betterment after our 
consultation.

The following entitlements are applicable to individual Fellows:

Open Association of Research Society, U.S.A (OARS) By-laws states that an individual 
Fellow may use the designations as applicable, or the corresponding initials. The 
Credentials of individual Fellow and Associate designations signify that the individual 
has gained knowledge of the fundamental concepts. One is magnanimous and 
proficient in an expertise course covering the professional code of conduct, and 
follows recognized standards of practice.

Open Association of Research Society (US)/ Global Journals Incorporation (USA), as 
described in Corporate Statements, are educational, research publishing and 
professional membership organizations. Achieving our individual Fellow or Associate 
status is based mainly on meeting stated educational research requirements.

Disbursement of 40% Royalty earned through Global Journals : Researcher = 50%, Peer 
Reviewer = 37.50%, Institution = 12.50% E.g. Out of 40%, the 20% benefit should be 
passed on to researcher, 15 % benefit towards remuneration should be given to a 
reviewer and remaining 5% is to be retained by the institution.

We shall provide print version of 12 issues of any three journals [as per your requirement] out of our 
38 journals worth $ 2376 USD.                                                   
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 In addition to above, if one is single author, then entitled to 40% discount on publishing 
research paper and can get 10%discount if one is co-author or main author among group of 
authors.

 The Fellow can organize symposium/seminar/conference on behalf of Global Journals 
Incorporation (USA) and he/she can also attend the same organized by other institutes on 
behalf of Global Journals.

 The Fellow can become member of Editorial Board Member after completing 3yrs.
 The Fellow can earn 60% of sales proceeds from the sale of reference/review 

books/literature/publishing of research paper.
 Fellow can also join as paid peer reviewer and earn 15% remuneration of author charges and 

can also get an opportunity to join as member of the Editorial Board of Global Journals 
Incorporation (USA)

 • This individual has learned the basic methods of applying those concepts and techniques to 
common challenging situations. This individual has further demonstrated an in–depth 
understanding of the application of suitable techniques to a particular area of research 
practice.

 In future, if the board feels the necessity to change any board member, the same can be done with 
the consent of the chairperson along with anyone board member without our approval.

 In case, the chairperson needs to be replaced then consent of 2/3rd board members are required 
and they are also required to jointly pass the resolution copy of which should be sent to us. In such 
case, it will be compulsory to obtain our approval before replacement.

 In case of “Difference of Opinion [if any]” among the Board members, our decision will be final and 
binding to everyone.                                                                                                                                             
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Process of submission of Research Paper     
  

The Area or field of specialization may or may not be of any category as mentioned in 
‘Scope of Journal’ menu of the GlobalJournals.org website. There are 37 Research 
Journal categorized with Six parental Journals GJCST, GJMR, GJRE, GJMBR, GJSFR, 
GJHSS. For Authors should prefer the mentioned categories. There are three widely 
used systems UDC, DDC and LCC. The details are available as ‘Knowledge Abstract’ at 
Home page. The major advantage of this coding is that, the research work will be 
exposed to and shared with all over the world as we are being abstracted and indexed 
worldwide.  

The paper should be in proper format. The format can be downloaded from first page of 
‘Author Guideline’ Menu. The Author is expected to follow the general rules as 
mentioned in this menu. The paper should be written in MS-Word Format 
(*.DOC,*.DOCX). 

 The Author can submit the paper either online or offline. The authors should prefer 
online submission.Online Submission: There are three ways to submit your paper: 

(A) (I) First, register yourself using top right corner of Home page then Login. If you 
are already registered, then login using your username and password. 

      (II) Choose corresponding Journal. 

      (III) Click ‘Submit Manuscript’.  Fill required information and Upload the paper. 

(B) If you are using Internet Explorer, then Direct Submission through Homepage is 
also available. 

(C) If these two are not conveninet , and then email the paper directly to 
dean@globaljournals.org.  

Offline Submission: Author can send the typed form of paper by Post. However, online 
submission should be preferred.                                                                                                                       
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Preferred Author Guidelines    

MANUSCRIPT STYLE INSTRUCTION (Must be strictly followed) 

 Page Size: 8.27" X 11'" 

• Left Margin: 0.65 
• Right Margin: 0.65 
• Top Margin: 0.75 
• Bottom Margin: 0.75 
• Font type of all text should be Swis 721 Lt BT.  
• Paper Title should be of Font Size 24 with one Column section. 
• Author Name in Font Size of 11 with one column as of Title. 
• Abstract Font size of 9 Bold, “Abstract” word in Italic Bold. 
• Main Text: Font size 10 with justified two columns section 
• Two Column with Equal Column with of 3.38 and Gaping of .2 
• First Character must be three lines Drop capped. 
• Paragraph before Spacing of 1 pt and After of 0 pt. 
• Line Spacing of 1 pt 
• Large Images must be in One Column 
• Numbering of First Main Headings (Heading 1) must be in Roman Letters, Capital Letter, and Font Size of 10. 
• Numbering of Second Main Headings (Heading 2) must be in Alphabets, Italic, and Font Size of 10. 

You can use your own standard format also. 
Author Guidelines: 

1. General, 

2. Ethical Guidelines, 

3. Submission of Manuscripts, 

4. Manuscript’s Category, 

5. Structure and Format of Manuscript, 

6. After Acceptance. 

1. GENERAL 

 Before submitting your research paper, one is advised to go through the details as mentioned in following heads. It will be beneficial, 
while peer reviewer justify your paper for publication. 

Scope 

The Global Journals Inc. (US) welcome the submission of original paper, review paper, survey article relevant to the all the streams of 
Philosophy and knowledge. The Global Journals Inc. (US) is parental platform for Global Journal of Computer Science and Technology, 
Researches in Engineering, Medical Research, Science Frontier Research, Human Social Science, Management, and Business organization. 
The choice of specific field can be done otherwise as following in Abstracting and Indexing Page on this Website. As the all Global 
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Journals Inc. (US) are being abstracted and indexed (in process) by most of the reputed organizations. Topics of only narrow interest will 
not be accepted unless they have wider potential or consequences. 

2. ETHICAL GUIDELINES 

 Authors should follow the ethical guidelines as mentioned below for publication of research paper and research activities. 

Papers are accepted on strict understanding that the material in whole or in part has not been, nor is being, considered for publication 
elsewhere. If the paper once accepted by Global Journals Inc. (US) and Editorial Board, will become the copyright of the Global Journals 
Inc. (US). 

Authorship: The authors and coauthors should have active contribution to conception design, analysis and interpretation of findings. 
They should critically review the contents and drafting of the paper. All should approve the final version of the paper before 
submission 

The Global Journals Inc. (US) follows the definition of authorship set up by the Global Academy of Research and Development. According 
to the Global Academy of R&D authorship, criteria must be based on: 

1) Substantial contributions to conception and acquisition of data, analysis and interpretation of the findings. 

2) Drafting the paper and revising it critically regarding important academic content. 

3) Final approval of the version of the paper to be published. 

All authors should have been credited according to their appropriate contribution in research activity and preparing paper. Contributors 
who do not match the criteria as authors may be mentioned under Acknowledgement. 

Acknowledgements: Contributors to the research other than authors credited should be mentioned under acknowledgement. The 
specifications of the source of funding for the research if appropriate can be included. Suppliers of resources may be mentioned along 
with address. 

Appeal of Decision: The Editorial Board’s decision on publication of the paper is final and cannot be appealed elsewhere. 

Permissions: It is the author's responsibility to have prior permission if all or parts of earlier published illustrations are used in this 
paper. 

Please mention proper reference and appropriate acknowledgements wherever expected. 

If all or parts of previously published illustrations are used, permission must be taken from the copyright holder concerned. It is the 
author's responsibility to take these in writing. 

Approval for reproduction/modification of any information (including figures and tables) published elsewhere must be obtained by the 
authors/copyright holders before submission of the manuscript. Contributors (Authors) are responsible for any copyright fee involved. 

3. SUBMISSION OF MANUSCRIPTS 

 Manuscripts should be uploaded via this online submission page. The online submission is most efficient method for submission of 
papers, as it enables rapid distribution of manuscripts and consequently speeds up the review procedure. It also enables authors to 
know the status of their own manuscripts by emailing us. Complete instructions for submitting a paper is available below. 

Manuscript submission is a systematic procedure and little preparation is required beyond having all parts of your manuscript in a given 
format and a computer with an Internet connection and a Web browser. Full help and instructions are provided on-screen. As an author, 
you will be prompted for login and manuscript details as Field of Paper and then to upload your manuscript file(s) according to the 
instructions. 
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To avoid postal delays, all transaction is preferred by e-mail. A finished manuscript submission is confirmed by e-mail immediately and 
your paper enters the editorial process with no postal delays. When a conclusion is made about the publication of your paper by our 
Editorial Board, revisions can be submitted online with the same procedure, with an occasion to view and respond to all comments. 

Complete support for both authors and co-author is provided. 

4. MANUSCRIPT’S CATEGORY 

Based on potential and nature, the manuscript can be categorized under the following heads: 

Original research paper: Such papers are reports of high-level significant original research work. 

Review papers: These are concise, significant but helpful and decisive topics for young researchers. 

Research articles: These are handled with small investigation and applications 

Research letters: The letters are small and concise comments on previously published matters. 

5.STRUCTURE AND FORMAT OF MANUSCRIPT 

The recommended size of original research paper is less than seven thousand words, review papers fewer than seven thousands words 
also.Preparation of research paper or how to write research paper, are major hurdle, while writing manuscript. The research articles and 
research letters should be fewer than three thousand words, the structure original research paper; sometime review paper should be as 
follows: 

 Papers: These are reports of significant research (typically less than 7000 words equivalent, including tables, figures, references), and 
comprise: 

(a)Title should be relevant and commensurate with the theme of the paper. 

(b) A brief Summary, “Abstract” (less than 150 words) containing the major results and conclusions. 

(c) Up to ten keywords, that precisely identifies the paper's subject, purpose, and focus. 

(d) An Introduction, giving necessary background excluding subheadings; objectives must be clearly declared. 

(e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit repetition; 
sources of information must be given and numerical methods must be specified by reference, unless non-standard. 

(f) Results should be presented concisely, by well-designed tables and/or figures; the same data may not be used in both; suitable 
statistical data should be given. All data must be obtained with attention to numerical detail in the planning stage. As reproduced design 
has been recognized to be important to experiments for a considerable time, the Editor has decided that any paper that appears not to 
have adequate numerical treatments of the data will be returned un-refereed; 

(g) Discussion should cover the implications and consequences, not just recapitulating the results; conclusions should be summarizing. 

(h) Brief Acknowledgements. 

(i) References in the proper form. 

Authors should very cautiously consider the preparation of papers to ensure that they communicate efficiently. Papers are much more 
likely to be accepted, if they are cautiously designed and laid out, contain few or no errors, are summarizing, and be conventional to the 
approach and instructions. They will in addition, be published with much less delays than those that require much technical and editorial 
correction. 
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The Editorial Board reserves the right to make literary corrections and to make suggestions to improve briefness. 

It is vital, that authors take care in submitting a manuscript that is written in simple language and adheres to published guidelines. 

 Format 

Language: The language of publication is UK English. Authors, for whom English is a second language, must have their manuscript 
efficiently edited by an English-speaking person before submission to make sure that, the English is of high excellence. It is preferable, 
that manuscripts should be professionally edited. 

Standard Usage, Abbreviations, and Units: Spelling and hyphenation should be conventional to The Concise Oxford English Dictionary. 
Statistics and measurements should at all times be given in figures, e.g. 16 min, except for when the number begins a sentence. When 
the number does not refer to a unit of measurement it should be spelt in full unless, it is 160 or greater. 

Abbreviations supposed to be used carefully. The abbreviated name or expression is supposed to be cited in full at first usage, followed 
by the conventional abbreviation in parentheses. 

Metric SI units are supposed to generally be used excluding where they conflict with current practice or are confusing. For illustration, 
1.4 l rather than 1.4 × 10-3 m3, or 4 mm somewhat than 4 × 10-3 m. Chemical formula and solutions must identify the form used, e.g. 
anhydrous or hydrated, and the concentration must be in clearly defined units. Common species names should be followed by 
underlines at the first mention. For following use the generic name should be constricted to a single letter, if it is clear. 

Structure 

All manuscripts submitted to Global Journals Inc. (US), ought to include: 

Title: The title page must carry an instructive title that reflects the content, a running title (less than 45 characters together with spaces), 
names of the authors and co-authors, and the place(s) wherever the work was carried out. The full postal address in addition with the e-
mail address of related author must be given. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining 
and indexing. 

 Abstract, used in Original Papers and Reviews: 

Optimizing Abstract for Search Engines 

Many researchers searching for information online will use search engines such as Google, Yahoo or similar. By optimizing your paper for 
search engines, you will amplify the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in a 
further work. Global Journals Inc. (US) have compiled these guidelines to facilitate you to maximize the web-friendliness of the most 
public part of your paper. 

Key Words 

A major linchpin in research work for the writing research paper is the keyword search, which one will employ to find both library and 
Internet resources. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy and planning a list of possible 
keywords and phrases to try. 

Search engines for most searches, use Boolean searching, which is somewhat different from Internet searches. The Boolean search uses 
"operators," words (and, or, not, and near) that enable you to expand or narrow your affords. Tips for research paper while preparing 
research paper are very helpful guideline of research paper. 

Choice of key words is first tool of tips to write research paper. Research paper writing is an art.A few tips for deciding as strategically as 
possible about keyword search: 
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• One should start brainstorming lists of possible keywords before even begin searching. Think about the most 
important concepts related to research work. Ask, "What words would a source have to include to be truly 
valuable in research paper?" Then consider synonyms for the important words. 

• It may take the discovery of only one relevant paper to let steer in the right keyword direction because in most 
databases, the keywords under which a research paper is abstracted are listed with the paper. 

• One should avoid outdated words. 

Keywords are the key that opens a door to research work sources. Keyword searching is an art in which researcher's skills are 
bound to improve with experience and time. 

 Numerical Methods: Numerical methods used should be clear and, where appropriate, supported by references. 

Acknowledgements: Please make these as concise as possible. 

 References 

References follow the Harvard scheme of referencing. References in the text should cite the authors' names followed by the time of their 
publication, unless there are three or more authors when simply the first author's name is quoted followed by et al. unpublished work 
has to only be cited where necessary, and only in the text. Copies of references in press in other journals have to be supplied with 
submitted typescripts. It is necessary that all citations and references be carefully checked before submission, as mistakes or omissions 
will cause delays. 

References to information on the World Wide Web can be given, but only if the information is available without charge to readers on an 
official site. Wikipedia and Similar websites are not allowed where anyone can change the information. Authors will be asked to make 
available electronic copies of the cited information for inclusion on the Global Journals Inc. (US) homepage at the judgment of the 
Editorial Board. 

The Editorial Board and Global Journals Inc. (US) recommend that, citation of online-published papers and other material should be done 
via a DOI (digital object identifier). If an author cites anything, which does not have a DOI, they run the risk of the cited material not 
being noticeable. 

The Editorial Board and Global Journals Inc. (US) recommend the use of a tool such as Reference Manager for reference management 
and formatting. 

 Tables, Figures and Figure Legends 

Tables: Tables should be few in number, cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g. Table 4, a self-explanatory caption and be on a separate sheet. Vertical lines should not be used. 

Figures: Figures are supposed to be submitted as separate files. Always take in a citation in the text for each figure using Arabic numbers, 
e.g. Fig. 4. Artwork must be submitted online in electronic form by e-mailing them. 

 Preparation of Electronic Figures for Publication 

Even though low quality images are sufficient for review purposes, print publication requires high quality images to prevent the final 
product being blurred or fuzzy. Submit (or e-mail) EPS (line art) or TIFF (halftone/photographs) files only. MS PowerPoint and Word 
Graphics are unsuitable for printed pictures. Do not use pixel-oriented software. Scans (TIFF only) should have a resolution of at least 350 
dpi (halftone) or 700 to 1100 dpi (line drawings) in relation to the imitation size. Please give the data for figures in black and white or 
submit a Color Work Agreement Form. EPS files must be saved with fonts embedded (and with a TIFF preview, if possible). 

For scanned images, the scanning resolution (at final image size) ought to be as follows to ensure good reproduction: line art: >650 dpi; 
halftones (including gel photographs) : >350 dpi; figures containing both halftone and line images: >650 dpi. 
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Color Charges: It is the rule of the Global Journals Inc. (US) for authors to pay the full cost for the reproduction of their color artwork. 
Hence, please note that, if there is color artwork in your manuscript when it is accepted for publication, we would require you to 
complete and return a color work agreement form before your paper can be published. 

Figure Legends: Self-explanatory legends of all figures should be incorporated separately under the heading 'Legends to Figures'. In the 
full-text online edition of the journal, figure legends may possibly be truncated in abbreviated links to the full screen version. Therefore, 
the first 100 characters of any legend should notify the reader, about the key aspects of the figure. 

6. AFTER ACCEPTANCE 

Upon approval of a paper for publication, the manuscript will be forwarded to the dean, who is responsible for the publication of the 
Global Journals Inc. (US). 

 6.1 Proof Corrections 

The corresponding author will receive an e-mail alert containing a link to a website or will be attached. A working e-mail address must 
therefore be provided for the related author. 

Acrobat Reader will be required in order to read this file. This software can be downloaded 

(Free of charge) from the following website: 

www.adobe.com/products/acrobat/readstep2.html. This will facilitate the file to be opened, read on screen, and printed out in order for 
any corrections to be added. Further instructions will be sent with the proof. 

Proofs must be returned to the dean at dean@globaljournals.org within three days of receipt. 

As changes to proofs are costly, we inquire that you only correct typesetting errors. All illustrations are retained by the publisher. Please 
note that the authors are responsible for all statements made in their work, including changes made by the copy editor. 

 6.2 Early View of Global Journals Inc. (US) (Publication Prior to Print) 

The Global Journals Inc. (US) are enclosed by our publishing's Early View service. Early View articles are complete full-text articles sent in 
advance of their publication. Early View articles are absolute and final. They have been completely reviewed, revised and edited for 
publication, and the authors' final corrections have been incorporated. Because they are in final form, no changes can be made after 
sending them. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so Early View articles 
cannot be cited in the conventional way. 

 6.3 Author Services 

Online production tracking is available for your article through Author Services. Author Services enables authors to track their article - 
once it has been accepted - through the production process to publication online and in print. Authors can check the status of their 
articles online and choose to receive automated e-mails at key stages of production. The authors will receive an e-mail with a unique link 
that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is 
provided when submitting the manuscript. 

 6.4 Author Material Archive Policy 

Please note that if not specifically requested, publisher will dispose off hardcopy & electronic information submitted, after the two 
months of publication. If you require the return of any information submitted, please inform the Editorial Board or dean as soon as 
possible. 

 6.5 Offprint and Extra Copies 

A PDF offprint of the online-published article will be provided free of charge to the related author, and may be distributed according to 
the Publisher's terms and conditions. Additional paper offprint may be ordered by emailing us at: editor@globaljournals.org . 
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2. Evaluators are human: First thing to remember that evaluators are also human being. They are not only meant for rejecting a paper. 
They are here to evaluate your paper. So, present your Best. 

3. Think Like Evaluators: If you are in a confusion or getting demotivated that your paper will be accepted by evaluators or not, then 
think and try to evaluate your paper like an Evaluator. Try to understand that what an evaluator wants in your research paper and 
automatically you will have your answer. 

4. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper 
logical. But remember that all points of your outline must be related to the topic you have chosen.  

5. Ask your Guides: If you are having any difficulty in your research, then do not hesitate to share your difficulty to your guide (if you 
have any). They will surely help you out and resolve your doubts. If you can't clarify what exactly you require for your work then ask the 
supervisor to help you with the alternative. He might also provide you the list of essential readings. 

6. Use of computer is recommended: As you are doing research in the field of Computer Science, then this point is quite obvious. 

 

7. Use right software: Always use good quality software packages. If you are not capable to judge good software then you can lose 
quality of your paper unknowingly. There are various software programs available to help you, which you can get through Internet. 

 

8. Use the Internet for help: An excellent start for your paper can be by using the Google. It is an excellent search engine, where you can 
have your doubts resolved. You may also read some answers for the frequent question how to write my research paper or find model 
research paper. From the internet library you can download books. If you have all required books make important reading selecting and 
analyzing the specified information. Then put together research paper sketch out. 

9. Use and get big pictures: Always use encyclopedias, Wikipedia to get pictures so that you can go into the depth. 

 

10. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right! It is a good habit, which helps to 
not to lose your continuity. You should always use bookmarks while searching on Internet also, which will make your search easier. 

 

 

Before start writing a good quality Computer Science Research Paper, let us first understand what is Computer Science Research Paper? 
So, Computer Science Research Paper is the paper which is written by professionals or scientists who are associated to Computer Science 
and Information Technology, or doing research study in these areas. If you are novel to this field then you can consult about

 
this field 

from your supervisor or guide.
 

TECHNIQUES FOR WRITING A GOOD QUALITY RESEARCH PAPER:
 

1. Choosing the topic:
 
In most cases, the topic is searched by the interest of author but it can be also suggested by the guides. You can 

have several topics and then you can judge that in which topic or subject you are finding yourself most comfortable. This can
 
be done by 

asking several questions to yourself, like Will I be able to carry our search in this area? Will I find all necessary recourses to accomplish 
the search? Will I be able to find all information in this field area? If the answer of these types of questions will be "Yes" then you can 
choose that topic. In most of the cases, you may have to conduct the surveys and have to visit several places because this field is related 
to Computer Science and Information Technology. Also, you may have to do a lot of work to find all rise and falls regarding the various 
data of that subject. Sometimes, detailed information plays a vital role, instead of short information.

 

 

11. Revise what you wrote: When you write anything, always read it, summarize it and then finalize it. 

© Copyright by Global Journals Inc.(US) | Guidelines Handbook

XV



 

 
 

16. Use proper verb tense: Use proper verb tenses in your paper. Use past tense, to present those events that happened. Use present 
tense to indicate events that are going on. Use future tense to indicate future happening events. Use of improper and wrong tenses will 
confuse the evaluator. Avoid the sentences that are incomplete. 

17. Never use online paper: If you are getting any paper on Internet, then never use it as your research paper because it might be 
possible that evaluator has already seen it or maybe it is outdated version.  

18. Pick a good study spot: To do your research studies always try to pick a spot, which is quiet. Every spot is not for studies. Spot that 
suits you choose it and proceed further. 

19. Know what you know: Always try to know, what you know by making objectives. Else, you will be confused and cannot achieve your 
target. 

 

20. Use good quality grammar: Always use a good quality grammar and use words that will throw positive impact on evaluator. Use of 
good quality grammar does not mean to use tough words, that for each word the evaluator has to go through dictionary. Do not start 
sentence with a conjunction. Do not fragment sentences. Eliminate one-word sentences. Ignore passive voice. Do not ever use a big 
word when a diminutive one would suffice. Verbs have to be in agreement with their subjects. Prepositions are not expressions to finish 
sentences with. It is incorrect to ever divide an infinitive. Avoid clichés like the disease. Also, always shun irritating alliteration. Use 
language that is simple and straight forward. put together a neat summary. 

21. Arrangement of information: Each section of the main body should start with an opening sentence and there should be a 
changeover at the end of the section. Give only valid and powerful arguments to your topic. You may also maintain your arguments with 
records. 

 

22. Never start in last minute: Always start at right time and give enough time to research work. Leaving everything to the last minute 
will degrade your paper and spoil your work. 

23. Multitasking in research is not good: Doing several things at the same time proves bad habit in case of research activity. Research is 
an area, where everything has a particular time slot. Divide your research work in parts and do particular part in particular time slot. 

 

24. Never copy others' work: Never copy others' work and give it your name because if evaluator has seen it anywhere you will be in 
trouble. 

 

25. Take proper rest and food: No matter how many hours you spend for your research activity, if you are not taking care of your health 
then all your efforts will be in vain. For a quality research, study is must, and this can be done by taking proper rest and food.  

 

26. Go for seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

 

12. Make all efforts: Make all efforts to mention what you are going to write in your paper. That means always have a good start. Try to 
mention everything in introduction, that what is the need of a particular research paper. Polish your work by good skill of writing and 
always give an evaluator, what he wants. 

13. Have backups: When you are going to do any important thing like making research paper, you should always have backup copies of it 
either in your computer or in paper. This will help you to not to lose any of your important. 

14. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. Using several 
and unnecessary diagrams will degrade the quality of your paper by creating "hotchpotch." So always, try to make and include those 
diagrams, which are made by your own to improve readability and understandability of your paper. 

15. Use of direct quotes: When you do research relevant to literature, history or current affairs then use of quotes become essential but 
if study is relevant to science then use of quotes is not preferable.  
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sufficient. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. 
Amplification is a billion times of inferior quality than sarcasm. 

32. Never oversimplify everything: To add material in your research paper, never go for oversimplification. This will definitely irritate the 
evaluator. Be more or less specific. Also too, by no means, ever use rhythmic redundancies. Contractions aren't essential and shouldn't 
be there used. Comparisons are as terrible as clichés. Give up ampersands and abbreviations, and so on. Remove commas, that are, not 
necessary. Parenthetical words however should be together with this in commas. Understatement is all the time the complete best way 
to put onward earth-shaking thoughts. Give a detailed literary review. 

33. Report concluded results: Use concluded results. From raw data, filter the results and then conclude your studies based on 
measurements and observations taken. Significant figures and appropriate number of decimal places should be used. Parenthetical

 

remarks are prohibitive. Proofread carefully at final stage. In the end give outline to your arguments. Spot out perspectives of further 
study of this subject. Justify your conclusion by at the bottom of them with sufficient justifications and examples. 

 

34. After conclusion: Once you have concluded your research, the next most important step is to present your findings. Presentation is 
extremely important as it is the definite medium though which your research is going to be in print to the rest of the crowd. Care should 
be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is 
essential because it serves to highlight your research paper and bring to light all necessary aspects in your research.

 

Key points to remember:  

Submit all work in its final form. 
Write your paper in the form, which is presented in the guidelines using the template. 
Please note the criterion for grading the final paper by peer-reviewers. 

Final Points:  

A purpose of organizing a research paper is to let people to interpret your effort selectively. The journal requires the following sections, 
submitted in the order listed, each section to start on a new page.  

The introduction will be compiled from reference matter and will reflect the design processes or outline of basis that direct you to make 
study. As you will carry out the process of study, the method and process section will be constructed as like that. The result segment will 
show related statistics in nearly sequential order and will direct the reviewers next to the similar intellectual paths throughout the data 
that you took to carry out your study. The discussion section will provide understanding of the data and projections as to the implication 
of the results. The use of good quality references all through the paper will give the effort trustworthiness by representing an alertness 
of prior workings. 

 

27. Refresh your mind after intervals: Try to give rest to your mind by listening to soft music or by sleeping in intervals. This will also 
improve your memory. 

28. Make colleagues: Always try to make colleagues. No matter how sharper or intelligent you are, if you make colleagues you can have 
several ideas, which will be helpful for your research. 

Think technically: Always think technically. If anything happens, then search its reasons, its benefits, and demerits. 

30. Think and then print: When you will go to print your paper, notice that tables are not be split, headings are not detached from their 
descriptions, and page sequence is maintained.  

31. Adding unnecessary information: Do not add unnecessary information, like, I have used MS Excel to draw graph. Do not add 
irrelevant and inappropriate material. These all will create superfluous. Foreign terminology and phrases are not apropos. One should 
NEVER take a broad view. Analogy in script is like feathers on a snake. Not at all use a large word when a very small one would be                    

29.
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Separating a table/chart or figure - impound each figure/table to a single page 
Submitting a manuscript with pages out of sequence 

In every sections of your document 

· Use standard writing style including articles ("a", "the," etc.) 

· Keep on paying attention on the research topic of the paper 

 

· Use paragraphs to split each significant point (excluding for the abstract) 

 

· Align the primary line of each section 

 

· Present your points in sound order 

 

· Use present tense to report well accepted  

 

· Use past tense to describe specific results  

 

· Shun familiar wording, don't address the reviewer directly, and don't use slang, slang language, or superlatives  

 

· Shun use of extra pictures - include only those figures essential to presenting results 

 

Title Page: 

 

Choose a revealing title. It should be short. It should not have non-standard acronyms or abbreviations. It should not exceed two printed 
lines. It should include the name(s) and address (es) of all authors. 

 
 

 

 

 

Writing a research paper is not an easy job no matter how trouble-free the actual research or concept. Practice, excellent preparation, 
and controlled record keeping are the only means to make straightforward the progression.  

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines. 

To make a paper clear 

· Adhere to recommended page limits 

Mistakes to evade 

Insertion a title at the foot of a page with the subsequent text on the next page 
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shortening the outcome. Sum up the study, with the subsequent elements in any summary. Try to maintain the initial two items to no 
more than one ruling each.  

Reason of the study - theory, overall issue, purpose 
Fundamental goal 
To the point depiction of the research 
Consequences, including definite statistics - if the consequences are quantitative in nature, account quantitative data; results 
of any numerical analysis should be reported 
Significant conclusions or questions that track from the research(es)

 
Approach: 

Single section, and succinct

 
As a outline of job done, it is always written in past tense

 
A conceptual should situate on its own, and not submit to any other part of the paper such as a form or table 
Center on shortening results - bound background information to a verdict or two, if completely necessary 
What you account in an conceptual must be regular with what you reported in the manuscript 
Exact spelling, clearness of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) 
are just as significant in an abstract as they are anywhere else 

Introduction:  

 

The Introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be 
capable to comprehend and calculate the purpose of your study without having to submit to other works. The basis for the study should 
be offered. Give most important references but shun difficult to make a comprehensive appraisal of the topic. In the introduction, 
describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will have no attention in your 
result. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the 
protocols here. Following approach can create a valuable beginning: 

Explain the value (significance) of the study  
Shield the model - why did you employ this particular system or method? What is its compensation? You strength remark on its 
appropriateness from a abstract point of vision as well as point out sensible reasons for using it. 
Present a justification. Status your particular theory (es) or aim(s), and describe the logic that led you to choose them. 
Very for a short time explain the tentative propose and how it skilled the declared objectives.

 Approach: 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is 
done.  
Sort out your thoughts; manufacture one key point with every section. If you make the four points listed above, you will need a

 

least of four paragraphs. 

 

 

Abstract: 

The summary should be two hundred words or less. It should briefly and clearly explain the key findings reported in the manuscript--
must have precise statistics. It should not have abnormal acronyms or abbreviations. It should be logical in itself. Shun citing references 
at this point. 

An abstract is a brief distinct paragraph summary of finished work or work in development. In a minute or less a reviewer can be taught 
the foundation behind the study, common approach to the problem, relevant results, and significant conclusions or new questions.  

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? 
Wealth of terminology is very essential in abstract. Yet, use comprehensive sentences and do not let go readability for briefness. You can 
maintain it succinct by phrasing sentences so that they provide more than lone rationale. The author can at this moment go straight to 
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principle while stating the situation. The purpose is to text all particular resources and broad procedures, so that another person may 
use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step by step report of the 
whole thing you did, nor is a methods section a set of orders. 

 

Materials: 

Explain materials individually only if the study is so complex that it saves liberty this way. 
Embrace particular materials, and any tools or provisions that are not frequently found in laboratories.  
Do not take in frequently found. 
If use of a definite type of tools. 
Materials may be reported in a part section or else they may be recognized along with your measures. 

Methods:  

Report the method (not particulars of each process that engaged the same methodology) 
Describe the method entirely

 To be succinct, present methods under headings dedicated to specific dealings or groups of measures 
Simplify - details how procedures were completed not how they were exclusively performed on a particular day.  
If well known procedures were used, account the procedure by name, possibly with reference, and that's all.  

Approach:  

It is embarrassed or not possible to use vigorous voice when documenting methods with no using first person, which would 
focus the reviewer's interest on the researcher rather than the job. As a result when script up the methods most authors use 
third person passive voice. 
Use standard style in this and in every other part of the paper - avoid familiar lists, and use full sentences. 

What to keep away from 

Resources and methods are not a set of information. 
Skip all descriptive information and surroundings - save it for the argument. 
Leave out information that is immaterial to a third party. 

Results: 

 
 

The principle of a results segment is to present and demonstrate your conclusion. Create this part a entirely objective details of the 
outcome, and save all understanding for the discussion. 

 

The page length of this segment is set by the sum and types of data to be reported. Carry on to be to the point, by means of statistics and 
tables, if suitable, to present consequences most efficiently.You must obviously differentiate material that would usually be incorporated 
in a study editorial from any unprocessed data or additional appendix matter that would not be available. In fact, such matter should not 
be submitted at all except requested by the instructor. 

 

Present surroundings information only as desirable in order hold up a situation. The reviewer does not desire to read the 
whole thing you know about a topic. 
Shape the theory/purpose specifically - do not take a broad view. 
As always, give awareness to spelling, simplicity and correctness of sentences and phrases. 

Procedures (Methods and Materials): 

This part is supposed to be the easiest to carve if you have good skills. A sound written Procedures segment allows a capable scientist to 
replacement your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of 
information. Present methods in sequential order but linked methodologies can be grouped as a segment. Be concise when relating the 
protocols. Attempt for the least amount of information that would permit another capable scientist to spare your outcome but be
cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section. 
When a technique is used that has been well described in another object, mention the specific item describing a way but draw the basic 
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Do not present the similar data more than once. 
Manuscript should complement any figures or tables, not duplicate the identical information. 
Never confuse figures with tables - there is a difference. 

Approach 
As forever, use past tense when you submit to your results, and put the whole thing in a reasonable order.
Put figures and tables, appropriately numbered, in order at the end of the report  
If you desire, you may place your figures and tables properly within the text of your results part. 

Figures and tables 
If you put figures and tables at the end of the details, make certain that they are visibly distinguished from any attach appendix 
materials, such as raw facts 
Despite of position, each figure must be numbered one after the other and complete with subtitle  
In spite of position, each table must be titled, numbered one after the other and complete with heading 
All figure and table must be adequately complete that it could situate on its own, divide from text 

Discussion: 

 

The Discussion is expected the trickiest segment to write and describe. A lot of papers submitted for journal are discarded based on
problems with the Discussion. There is no head of state for how long a argument should be. Position your understanding of the outcome
visibly to lead the reviewer through your conclusions, and then finish the paper with a summing up of the implication of the study. The
purpose here is to offer an understanding of your results and hold up for all of your conclusions, using facts from your research and
generally accepted information, if suitable. The implication of result should be visibly described. 
Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact you must explain mechanisms
that may account for the observation. If your results vary from your prospect, make clear why that may have happened. If your results
agree, then explain the theory that the proof supported. It is never suitable to just state that the data approved with prospect, and let it
drop at that. 

Make a decision if each premise is supported, discarded, or if you cannot make a conclusion with assurance. Do not just dismiss
a study or part of a study as "uncertain." 
Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that
you have, and take care of the study as a finished work  
You may propose future guidelines, such as how the experiment might be personalized to accomplish a new idea. 
Give details all of your remarks as much as possible, focus on mechanisms. 
Make a decision if the tentative design sufficiently addressed the theory, and whether or not it was correctly restricted. 
Try to present substitute explanations if sensible alternatives be present. 
One research will not counter an overall question, so maintain the large picture in mind, where do you go next? The best
studies unlock new avenues of study. What questions remain? 
Recommendations for detailed papers will offer supplementary suggestions.

Approach:  

When you refer to information, differentiate data generated by your own studies from available information 
Submit to work done by specific persons (including you) in past tense.  
Submit to generally acknowledged facts and main beliefs in present tense.  

Content 

Sum up your conclusion in text and demonstrate them, if suitable, with figures and tables.  
In manuscript, explain each of your consequences, point the reader to remarks that are most appropriate. 
Present a background, such as by describing the question that was addressed by creation an exacting study. 
Explain results of control experiments and comprise remarks that are not accessible in a prescribed figure or table, if 
appropriate. 
Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or in manuscript form. 

What to stay away from 
Do not discuss or infer your outcome, report surroundings information, or try to explain anything. 
Not at all, take in raw data or intermediate calculations in a research manuscript.                    
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Do not give permission to anyone else to "PROOFREAD" your manuscript. 

Methods to avoid Plagiarism is applied by us on every paper, if found guilty, you will be blacklisted by all of our collaborated
research groups, your institution will be informed for this and strict legal actions will be taken immediately.) 
To guard yourself and others from possible illegal use please do not permit anyone right to use to your paper and files. 

The major constraint is that you must independently make all content, tables, graphs, and facts that are offered in the paper.
You must write each part of the paper wholly on your own. The Peer-reviewers need to identify your own perceptive of the
concepts in your own terms. NEVER extract straight from any foundation, and never rephrase someone else's analysis. 

Please carefully note down following rules and regulation before submitting your Research Paper to Global Journals Inc. (US):  

Segment Draft and Final Research Paper: You have to strictly follow the template of research paper. If it is not done your paper may get
rejected.  
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CRITERION FOR GRADING A RESEARCH PAPER (COMPILATION)
BY GLOBAL JOURNALS INC. (US)

Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 

solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 

decision of Paper. This report will be the property of Global Journals Inc. (US).

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 

appropriate content, Correct 

format. 200 words or below 

Unclear summary and no 

specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 

information

Above 250 words

Introduction

Containing all background 

details with clear goal and 

appropriate details, flow 

specification, no grammar 

and spelling mistake, well 

organized sentence and 

paragraph, reference cited

Unclear and confusing data, 

appropriate format, grammar 

and spelling errors with 

unorganized matter

Out of place depth and content, 

hazy format

Methods and 

Procedures

Clear and to the point with 

well arranged paragraph, 

precision and accuracy of 

facts and figures, well 

organized subheads

Difficult to comprehend with 

embarrassed text, too much 

explanation but completed 

Incorrect and unorganized 

structure with hazy meaning

Result

Well organized, Clear and 

specific, Correct units with 

precision, correct data, well 

structuring of paragraph, no 

grammar and spelling 

mistake

Complete and embarrassed 

text, difficult to comprehend

Irregular format with wrong facts 

and figures

Discussion

Well organized, meaningful 

specification, sound 

conclusion, logical and 

concise explanation, highly 

structured paragraph 

reference cited 

Wordy, unclear conclusion, 

spurious

Conclusion is not cited, 

unorganized, difficult to 

comprehend 

References

Complete and correct 

format, well organized

Beside the point, Incomplete Wrong format and structuring
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