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Abstract-

 

In most of the statistical models, the sign of the parameters are known is advance. In order to test the validity 
of the model, estimation and testing parameters to be done at the initial stage. In this case, usual unrestricted 
estimation and testing procedures may result in incorrect solutions. Usually, two-sided F or 

2χ

 

testing are not suitable 
as well as unconstraint optimization solutions can give wrong estimate. In multivariate analysis, we usually apply two-
sided Hotelling’s - 2T

 

for testing mean vector. This test may not be appropriate for testing when an order restriction is 
imposed among several p-variate normal mean vector. The main objective of this paper is for a given a multivariate 
normal population with unknown covariance matrix to develop a new testing procedure when the mean vector slipped to 
the right or to the left or both. So, we proposed a new distance based one sided and partially one sided Hotelling’s - 2T
to test restricted mean vectors. Monte Carlo simulations are conducted to compare power properties of the proposed 

2DT along with their respective conventional counterparts. It is found that our proposed 2DT test shows substantially 
improved power than the usual two-sided test in all situations.  

 

Keywords:

 

distance–based test, weighted mixture distribution, simulation, one-sided and partially one-sided 
hotelling’s- 2T , power.

 

I.

 

Introduction

 

Multivariate analysis

 

considers joint effect of a set of variables simultannously. It 
can be applied in different ares of scientific research viz, Medical, Zoological, Botanical 
etc. In medical science, diagnosis of diseases of patients are based on several physical or 
clinical conditions. Simultaneous physical or clinical conditions of patients with 
interaction can be very useful to correctly diagnose diseases of patients. Statistical 
multivariate analysis such as multivariate mean vector, cluster analysis, factor analysis 
etc. can be very useful to diagnosis or identify factors of diseases. In recent year there 
has been a significant amount of interest in developing tests that incorporate one sided 
information. For example, in the case of ordered treatment means or the testing

 

in 
which a treatment is better than the control when the responses are ordinal. The 
application of restricted hypothesis can be found in clinical trials design to test 
superiority of a combination therapy (Laska and Meisner, 1989and Sarka et al.,1995). 
The extensive literature concerning this problem has been appeared by Barlow et 
al.(1972),Robertson et al. (1988) and Silvapulle and Sen (2005). Bartholomew 
(1959a,b)derived a likelihood ratio test for homogeneity of k univariate normal means 
against ordered  alternatives. The problems with ordered parameters have been studied 
to some extents by Chacko (1963) and Shorack (1967). Kudo (1963) considered a p - 
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dimensional normal distribution with unknown mean ( )pµµµµ ,.....,, 21= and known 

covariance matrix ∑ . The problem of testing was 0: =µoH against the restricted 

Notes



 

alternative ( )piH ia ,.......,2,10: =≥µ , where the inequality is strict for at least one value 

of i . He obtained the test statistic based on the likelihood ratio criterion and discussed 
its existence and geometric nature and also gave a scheme for its computation. Perlman 

(1969) studied this problem assuming that ∑

 

is completely unknown. Tang et al. 
(1989) proposed a new multivariate statistic for this problem of testing with known 
covariance matrix and investigated its null distribution. Robertson and Wegman (1978) 
obtained the likelihood ratio test statistic for testing the isotonicness of several 
univariate normal means against all alternative hypotheses. They calculated its exact 
critical values at different significance levels for some of the normal distributions and 
simulated the power by Monte Carlo experiment. Also they considered the test of trend 
for an exponential class of distributions. 

 

Hotelling’s 2T

 

is a very versatile test statistic to test the homogeneity of several 
multivariate normal means against the unrestricted alternative hypothesis. In this 
paper, our main objective is to develop one-sided and partially one-sided testing 

approach for testing restricted multivariate mean vector using Hotelling’s 2T

 

type test

 

along with Distance-Based estimation technique (See for example, Majumder and King 

(1999)) and make a comparative study between the usual two-sided Hotelling’s 2T

 

and 

distance-based Hotelling’s 2T  ( 2DT ) tests.

 

The paper is organized as follows. In Section 2, we represent the hypothesis used 

to develop the test. Our proposed  2DT

 

along with usual 2T

 

test are discussed in 

Section 3. Calculation of weights and Monte Carlo simulation are given in Section 4 and 
5. In Section 6, we introduce the design matrix. A comparison is made between the 

powers of two-sided  2T

 

and 2DT

 

tests in Section 7. Finally, Section 8 contains 
concluding remarks.

 

II.

 

Hypothesis

 

Multivariate one-sided hypothesis-testing problems are very common in real life. 
The likelihood ratio test (LRT) and union intersection test (UIT) are widely used for 
testing such problems. It is argued that, for many important multivariate one-sided 
testing problems, the LRT and UIT fail to adapt to the presence of sub-regions of 
varying dimensionalities on the boundary of the null parameter space and thus give 
undesirable results. Several improved tests are proposed that do adapt to the varying 
dimensionalities and hence reflect the evidence provided by the data more accurately 

than the LRT and UIT (See Perlman, Lang). Suppose that iniii XXX ,,........., 21   are 

random vectors from a p - dimensional normal distribution  ),( ∑iNp µ with unknown 

mean

 

vector iµ

 

and nonsingular covariance matrix kii ,......,2,1, =∑ . We assume that ∑

 

is unknown. In order to test the mean vector we consider the following hypotheses 

 

0:vs0: H1 11
0 >= µµ aHH ,

 

0:vs0: H2 22
0 <= µµ aHH ,

 

0,0,0:vs0: H3 33
0 <≠>= mlkaHH µµµµ .
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where, mlk ≠≠ , ),,,( 21 ′= pµµµµ  is a ( 1)p× matrix.

Notes



   III.

 

Distance-Based One-Sided Tests

 
Distance-based approach suggests that we have to determine whether the 

estimated parameters under test likely

 

to be closer to null hypothesis or to alternative 
hypothesis. For testing two or more parameters, we can use the normal Euclidean 
measure of distance to determine closest point in the maintained hypothesis parameter 
space to the unconstrained estimate. But, in the case of a non-orthogonal design matrix, 
we use a transformation of the original model to understand the incorporation variance-
covariance or information matrix to measure the distance in general situations.  It is 
also worth noting that Shapiro (1988, p.50) used the variance-covariance matrix in a 
metric to determine the closest point in maintained hypothesis from the estimated value 
of the parameter. Also, Kodde and Palm (1986) used a distance function and metric 
spaces to develop a test based on

 

their distance function. Majumder (1999) utilizes 
these ideas to develop distance-based approach for testing one-sided or partially one-
sided hypothesis of any parametric model. In this paper, we apply Majumder and 

King’s (1999) distance based approach. Majumder’s (1999) approach is outlined below 
for general testing problem: suppose, we are interested in testing a hypothesis of a 

parametric model in which the parameter of interest,θ , is restricted under the 
alternative hypothesis. More specifically, we wish to test

 0 : 0H θ =       versus       BH a ∈θ:

 based on the

 

1×n

 

random vector y

 

whose distribution has probability density function 

) ,( θyf

 

where pR∈θ

 

is a subvector of an unknown parameter sR∈Θ

 

and B

 

is a 

subset of pR . Let θ̂

 

be a suitable estimate of θ

 

such that θ̂

 

is asymptotically 
distributed as normal with variance-covariance matrix )(1 θ−cI

 

where c

 

is a constant 

and )(θI

 

is the information matrix. As θ

 

is an element of B , and B

 

is a subset of pR , 

elements of the parameter vector θ

 

can be either positive, negative or both. Therefore, 

a test under this hypothesis is either one-sided when all values of θ

 

are positive (or 
more accurately constrained to have a particular sign-positive or negative) or partially 
one-sided when some of the values are positive and some are unconstrained. Following 

Shapiro (1988, eq.21, p.50), Kodde and Palm’s (1986) Majumder (1999) suggest that we 
should determine the closest point in the maintained hypothesis from the unconstrained 
point. This closest point is the solution of the following distance function or optimal 

function in the metric )(1 θ−cI

 

of the parameter vector θ̂

 

)ˆ)(()ˆ(ˆ 2
θθθθθθθ −′−=−


I

 

subject to .B∈θ


 

The closest point or optimized θ


 

can be used in any appropriate two-sided tests 
to obtain the corresponding distance-based one-sided and partially one-sided tests. The 
asymptotic null hypothesis distribution generally follows a mixture of the corresponding 
two-sided distributions.
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a) Distance-Based One-Sided LR test
The Likelihood ratio (LR) test requires calculation of both restricted and 

unrestricted estimators. If both are simple to compute, this will be a convenient way to 
proceed.
The general form of two-sided LR statistic is,

Notes



  

 
  

                                        ( )0
ˆ ˆ2 ( ) ( )aLR l lθ θ= − ,                      (3.1.1) 

where, 0̂( )l θ

 

and ˆ( )al θ

 

are the unrestricted and restricted maximized log-likelihood 

functions, respectively. The asymptotic null hypothesis distribution of (4.1.1) follows a 

central chi-square distribution with k

 

degrees of freedom. But the two-sided LR test is 
not appropriate when the alternative hypothesis becomes strictly one-sided. In our 

distance-based LR test we have to estimate the optimum values of 0̂( )l θ

 

and ˆ( )al θ

 

according to the general formulation of distance-based approach (see for example, 
Majumder (1999), Basak, T.  (2004), Rois etl. (2008)), subject to the restrictions H1

 

and H2 , discussed in section 2. Then the statistic becomes,

 

                                   ( )02 ( ) ( )aDLR LR l lθ θ= = −
 

,    (3.1.2) 

where, 0( )l θ


 

is the unrestricted optimized value and ( )al θ


 

is the optimized value subject 

to the restrictions, H1

 

and H2 . 

 

Under the null hypothesis the distribution of the statistic (3.1.2) follows 
asymptotically weighted mixture of chi-square distribution with p

 

degrees of freedom 

(see for example, Kodde and Palm (1986),

 

Shaprio (1988), Majumder (1999)).

 

b)

 

Distance-Based One-Sided Hotelling  2T  ( 2DT )

 

Test 

 

In this testing procedure we wish to maximize 

 

                      ( )
( )

( ) ( )1

122

1 1, exp
22

n

i inp n
i

L x xθ µ µ
π

−

=

 ′∑ = − − ∑ − 
  ∑

∑ ,   (3.1.3) 

with respect to µ , ∑

 

and subject to the restrictions : 0,0,000 >≠<<> mlkoror µµµµµ

 

where, mlk ≠≠ . 

 

In our 2DT

 

we have to estimate the optimum values of µ

 

under the above 

restrictions according to the general formulation of distance-based approach (See for 
example, Majumder (1999), Basak, T.  (2004), Rois etl. (2008)). Replacing the usual 

maximum likelihood estimate of µ

 

in two-sided 2T

 

by the optimal value we get the 

following one-sided or partially one-sided 2T

 

statistic, 

 

                                      ( ) ( )2 1
0 0T n Sµ µ µ µ−′= − − 

                            (3.1.4) 

where, µ

 

is the optimized value . Under the null hypothesis the distribution of the test 

statistic (3.4) follows weighted mixture of 
( )

( ),

1
p n p

n p
F

n p −

−
×

−

 

distribution.  
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IV. Determination of  Weights

Weights of  2DT can be calculated from likelihood ratio test. Monfort’s (1980) 
one-sided LR test statistic is given below:

                                
)w)-L(wL(LLSLR 0ˆ~),ˆ(),~((2 =Σ−Σ= µµ                     (4.1) 

where, )ˆ,ˆ(ˆ,)~,~(~
00 ′Σ′′=′Σ′′= µµ ww

Notes



   

 
 

  

 

The asymptotic null hypothesis distribution of (4.1) is a probability mixture of 
independent chi-squared distributions with different degrees of freedom and is given by,

 

                          
∑
=

∈<=<
n

i
LR RccFipwcS

1
for ),Pr(),()Pr( ,                      (4.2)

 

where, F

 

denotes a random variable having F

 

distribution with i

 

degrees of freedom 

and R

 

is the two sided LR statistic defined as,

 

                             
{ }),~(),ˆ(2)ˆ(sgn 00 Σ−Σ−= µµµµ LLR .              

 

(4.3) 

The weight, ( ),w p i , 1, 2, ,i p= 

 

denote the power function of times any i

 

elements of

 

µ

 

are strictly positive and the remaining p i−

 

elements are zero under the 

null hypothesis.

 

V.

 

Monte Carlo Simulation

 

Monte Carlo simulations are carried out to compare the powers of the usual  2T

 

and 2DT

 

for testing restricted multivariate mean vector. The powers were estimated by 
calculating the percentage of times the test statistics exceeded the appropriate 5% 
critical values. Here each entry is based on at least 5000 runs. 

 

a)

 

Experimental design 

 

In order to compare the power properties of proposed 2DT

 

test with usual 2T , 

we use artificially generated data. Since Hotelling 2T

 

statistic is a generalization of 

Student's t

 

statistic

 

and Student’s t

 

statistic follows normal distribution, we generate 
data of size 100 from Multivariate Normal distribution by Spectral decomposotion with 

mean vector assumed in hypothesises and covarinaces 1∑

 

and 2∑ . To make the 

comparison appropriate, we consider hypothetical covariance matrices 

 









−

−
=Σ

135
520

1 , 
















=Σ

53.4218.2578.13
18.2528.3243.8
78.1343.1865.23

2 . 

We perform our experiment for different values of the parameters ( )1 2 3, ,µ µ µ µ ′=
( µ = 0,.3, .5,.7,1). On the basis of the above covariance matrix we estimate simulated 

powers of all the considerate tests for testing strictly one-sided

 

and partially one-sided 
hypothesis.
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For testing, H1, H2 and H3 we use, ( )′= 1,7.0,5.0,3.0,0µ , 

( )′−−−−= 1,7.0,5.0,3.0,0µ and ( )′−= 1,7.0,5.0,3.0,0µ , respectively, for each design 

matrix.  

VI. Results

This section compares the power of the existing Hotelling’s 2T and proposed 
2DT for testing H1, H2 , H3 for different design matrices defined in Section 6.The 

estimated simulated powers of these tests are presented in Tables 1-2 with figures 1-2 

for the defined design matrixes 1Σ and 2Σ  . 

Notes



   

 

 

  

  

For the design matrix 1Σ and ( )′= 21 , µµµ , simulated powers of 2DT test and the 

usual 2T test when the alternative hypothesis is of the form 1
aH , 2

aH

 

are presented in 

Table 1.

 

Table 1:

 

Simulated power comparisons of the 2DT and 2T

 

statistics

 

for hypothesis H1 
when covariance matrix  1∑

 

1µ

 

2µ

  

2DT

 

    2T

 

0 

0 0.05 0.05 
0.3

 

0.209 0.1036 
0.7

 

0.934 0.5819 
1 0.998 0.7352 

0 

0 0.092 0.0854 
0.3

 

0.387 0.1881 
0.7

 

0.972 0.7433 
1 0.999 0.8173 

1 

0 0.850 0.2841 
0.3

 

0.954 0.4418 
0.7

 

0.999 0.763 
1 1 0.9251 

1 

0 0.994 0.5371 
0.3

 

0.999 0.6867 
.5

 

0.7

 

1 0.7914 
1 .8942 
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Power curves of  2DT and 2T tests of  hypothesis, H1, for 2p =   and   fixed 

1 0µ =
Figure 1:

Table 1 reveals the estimated powers of Hotelling’s 2T and our proposed distance 

based Hotelling’s 2T for the design matrix 1Σ and ( )′= 21 , µµµ , when the alternative 

hypothesis is of the form 1
aH , 2

aH . We observe that the power of the 2DT test is higher 

than the usual 2T test in all cases. For example, the powers of the 2DT and 2T tests are

0.2099 and 0.1036, respectively, for 3.0,0 21 == µµ .  

Notes



 

  

 

 

 

Table 2 shows, simulated powers for testing 3
aH

 

when the mean vector and 

design matrix is of the form ( )′= 321 ,, µµµµ and 2Σ , respectively. Also, we observe that 

the powers of the 2DT and 2T test when

 

3.0,5.0,0 321 === µµµ are 0.912, 0.341, 

respectively, for the design matrix 2Σ . Figure 1 and 2 explore that powers of all tests 
are increases as increases.

 

Simulated power comparisons of the 2DT

 

and  2T

 

statistic for   hypothesis H3 
when covariance matrix 2∑

 

1µ

 

2µ

 

3µ

 

2DT

 

2T

 

0 

 

0 0.05 0.05 

 

0.3 0.219 0.09 
0 0.5 0.568 0.141 

  

0.7 0.911 0.281 

  

1 0.998 0.472 

  

0 0.773 0.23 

  

0.3 0.912 0.341 
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0 .5 0.5 0.901 0.253 
0.7 0.996 0.601 
1 1 0.485 

.3

0 0.5 0.159 
0.3 0.795 0.239 

0 0.5 0.854 0.219 
0.7 0.988 0.468 
1 1 0.49 

0 0.979 0.454 
0.3 0.993 0.576 

0.5 . 5 0.5 0.997 0.401 
0.7 0.999 0.787 
1 1 0.597 

Table 1:

Figure 2: Power curves of 2DT and 2T tests  of  hypothesis H1, for 3p = ,  2∑ and  

fixed 1 20, 0.µ µ= =

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1

2µ

P
o
w
er

2DT 2T

Notes



 
  
  

 

 
 

 
 
 
 

  
 

  
  

     

 

    

 

We observe from Monte Carlo simulation study that in all cases our proposed 
2DT

 

test gives higher power than two-sided 2T

 

test.  All the figures and tables 
represent that the simulated power of all one-sided  2T test is always superior to its 
usual two-sided counterpart.

 

VII.

 

Conclusions

 

This paper develops distance based one-sided and partially one-sided testing 
approach for testing multivariate mean vector under considered restricted alternative 
hypothesis. We observe from Monte Carlo simulation studies in different cases. All the 
figures and tables represent that the simulated power of one-sided and partially one-
sided test is always superior to the usual two-sided test. Monte Carlo results show that 
the power of the proposed  2DT

 

test is better than that of the usual test based on the 
adjusted F

 

distribution. Therefore, we advocate the use of D

 

2T test to test the 
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multivariate mean vector when the alternative hypothesis is strictly one-sided or 
partially one-sided. 
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