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Abstract- In this paper, we have

 

studied

 

Orthogonal and Unitary matrix in C2, some theorems and properties related to 
bicomplex matrix.

 

We have defined the new concept over the bicomplex matrix, relation between bicomplex matrix and 
its complex component matrix, algebraic structure of bicomplex matrix in new system as well as the new definition of 
inverse of matrix in C2

 

and some properties in new system. A similar relation between two bicomplex matrices

 

is also 
defined in this paper.
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I.

 

Introduction

 
In 1892, Corrado Segre (1860-1924) published a paper [9]

 

in which he treated an 

infinite set of Algebras whose elements he called bicomplex numbers, tricomplex 
numbers,.…, n-complex numbers. A number which can expressed in the form of 

x1+i1x2+i2x3+i1i2x4, ip
2

 

= -1,for all p=1, 2 and i1i2 = i2i1

 

as well as x1,….,x4

 

are real 
numbers, is called a bicomplex number. Segre showed that every bicomplex number 
z1+i2z2 can be represented as the complex combination

 (z1-i1z2) [
1+i1i2

2
]+ (z1+i1z2) [

1−i1i2
2

]

 

 

introduced the notations 1ξ

 

and 2ξ

 

for the idempotent components 

of the bicomplex number ξ

 

= z1+i2z2, so that

 ξ

 

= 1ξ.1+i1i2
2

+ 2ξ.1−i1i2
2

 Michiji

 

Futagawa seems to have been the first to consider the theory of functions 
of a bicomplex variable [2, 3]

 

in 1928 and 1932.

 
The hyper complex system of Ringleb [8]

 

is more general than the Algebras; he 
showed in 1933 that Futagawa system is a special case of his own.

 
In 1953 James D. Riley published a paper [7]

 

entitled “Contributions to theory of 

functions of a bicomplex variable”. 
In the entire work, the symbols C2, C1 and C0

 

denote the set of all bicomplex, 
complex and real numbers respectively.

 
In C2-besides 0 and 1- there are exactly two non-trivial idempotent elements 

denoted as e1

 

and e2

 

and defined as
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e1  = 
1+i1i2

2
 and e2  = 

1−i1i2
2

 

Obviously (e1)
n  = e1

 , (e2)
n  = e2

 

e1
 + e2

 = 1, e1.e2
 = 0  

Every bicomplex number ξ  has unique idempotent representation as complex 
combination of e1

 and e2
 as follows  

ξ  
= z1+i2z2

 
= (z1-i1z2)e1

 
+ (z1+i1z2)e2 

The complex numbers (z1-i1z2) and (z1+i1z2) are called idempotent component of 

ξ, and are denoted by 1ξ  
and 2ξ  

respectively (cf. Srivastava [10]).
 

Thus ξ  
= 1ξ  

e1 + 2ξ  
e2

 

The idempotent representation is perfectly consistent with the Algebraic 
structure of C2

 
in the following sense

 

ξ ±η  
= (1ξ  

e1 + 2ξ  
e2) ±

 
(1η  

e1 + 2η  
e2)

 

= (1ξ±1η) e1

 
+ (2ξ±2η) e2

 

So that 1(ξ ±η) =  1ξ±1η  
and 2(ξ ±η) =  2ξ±2η  

a.ξ  
= a. (1ξ  

e1 + 2ξ  
e2)

 

= (a.1ξ) e1 + (a.2ξ) e2

 

So that 1(a.ξ) = a.1ξ  and 2(a.ξ) = a.2ξ  

ξ.η  
= (1ξ  

e1 + 2ξ  
e2).  

(1η  
e1 + 2η  

e2)
 

= (1ξ.1η) e1 + (2ξ.2η) e2

 

So that 1(ξ.η) = 
1ξ.1η  

and 2(ξ.η) = 
2ξ.2η  

ξ / η  
= (1ξ  

/ 1η) e1
 

+ (2ξ  
/ 2η) e2; provided η∉ O2

 

So that 1(ξ / η) =  1ξ / 1η  
and  2(ξ / η) =  2ξ  

/ 2η,  

where O2
 

= set of all singular element in C2
 

a)
 

Singular elements and Norm of a bicomplex number
 

There are infinite numbers of element in C2

 
which do not possess multiplicative 

inverse. A bicomplex number ξ  
= z1+ i2z2

 
is singular if f 02

2
2

1 =+ zz . Evidently a nonzero 

bicomplex number ξ  is singular if and only if either  1ξ  = 0 or  2ξ  = 0.  In fact C2
 is not a  

field while C1
 is a field.  

The norm of a bicomplex number

 

ξ

 

is defined as

{ }
1/22221

2
12

2

2

1

221

)}ξξ(
2
1{

zz

zizξ

+=

+=

+=  

C2

 

forms a modified Banach algebra. i.e. Banach algebra with modified consistency of 

the norm of product of two bicomplex number is less than or equal to 2

 

time of

 

product of their individual norm i.e. ηξ2ξη ≤
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b) Some special properties and subsets of bicomplex space 
Every bicomplex number ξ possesses three types of conjugates called i1-conjugate, 

i2-conjugate and i1i2-conjugate corresponding to i1, i 2 and i1i2 independent vectors 

respectively represented by ξ ,ξ ~ and ξ #. Thus 

ξ  = ( ) ( ) ( ) 2

1

1
2

2214132211 eξeξziz)xix(ixix +=+=−+−

ξ ~ = ( ) ( ) ( ) 2

1

1
2

2214132211 eξeξziz)xix(ixix +=−=+−+  

ξ #= ( ) ( ) ( ) 2
2

1
1

2214132211 eξeξziz)xix(ixix +=−=−−−  

We shall use specific notations for some special subset of C2

 
that are given below.

 

C(i1) = {a +i1b: a, b ∈ C0}
 

C(i2) = {a + i2b: a, b ∈
 
C0}

 

H = {a +i1i2b: a, b ∈
 

C0}
 

c)
 
Representation of bicomplex matrix

 

A matrix ‘A’
 
whose entries are bicomplex numbers is called bicomplex matrix i.e.

 





















=

mnξ.....m2ξm1ξ
....................
2nξ.....22ξ21ξ
1nξ.....12ξ11ξ

A , ∀ ξpq

 

in C2, 1≤p≤m and 1≤q≤n 

According to three types of representation of a bicomplex number, there are 
three types of representation of a bicomplex matrix as real representation, complex

 

representation and idempotent representation.

 

A square bicomplex matrix “A”

 

is said to be non-singular if 2OA ∉

 

otherwise the 

matrix will be singular.

 

II.

 

Certain Results

 

on Bicomplex Matrices

 

a)

 

Algebraic structure and Inversion of Bicomplex matrices[1] 
 

Algebraic structure

 

Let M be the set of all square and non-singular bicomplex matrices of order n 
then the set M with operations addition “+”

 

coordinate wise, multiplication “×”

 

is term 
by term multiplication as well as scalar multiplication “.”

 

is also coordinate wise, forms 
an algebra over the field of complex number.

 

 

Determinant and Adjoint

 

of a

 

bicomplex matrix

 

Let A= �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n
 
be the bicomplex square matrix of order n where n is the positive 

integer. The determinant of A is defined by    

 

nnjjj

n

ij

jiji CA

ξξξ

ξξ

....

,][

22111

2

∑
=
±=

∈=
 

where± sign is taken according to even and odd permutation of suffixes of ξ. 
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Notes
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2.1.2



Let A = �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n  be a bicomplex  square matrix  and  �𝜁𝜁𝑖𝑖𝑖𝑖 �n×n denote the co-factor 

matrix of A then  the transpose of the matrix �𝜁𝜁𝑖𝑖𝑖𝑖 �n×n is defined as Adjoint of A and 

denoted by Adj.  A.  
Some Results- 

(a) A  = A1  e1 + A2 e2  
(b) If 0&0 21

2 ≠≠⇔∉ AAOA  
(c) Adj.  A = Adj.(1A) e1  + Adj.(2A) e2  

  
Anjali [1]  has developed two techniques to determine the inverse of bicomplex matrix.  

a.  Adjoint technique  

Let A = �𝜉𝜉𝑖𝑖𝑖𝑖 �n×n be a square and non-singular matrix whose elements are in C2
 

then Inverse of A is defined as  

A
AdjAAA ).(1 =−

 
 Idempotent technique  

Suppose M =  
1M e1  + 2M e2=�𝜉𝜉𝑖𝑖𝑖𝑖 �n×n be a square and nonsingular bicomplex 

matrix of order n. Let �𝑧𝑧𝑖𝑖𝑖𝑖 �n×n and �𝑤𝑤𝑖𝑖𝑖𝑖 �n×nbe the inverse of 1M and  
2M respectively then 

Inverse of M is defined as  

𝑀𝑀−1 = �𝑧𝑧𝑖𝑖𝑖𝑖 �n×n e1  + �𝑤𝑤𝑖𝑖𝑖𝑖 �n×n e2  =  �𝜂𝜂𝑖𝑖𝑖𝑖 �n×n  (say)  

b)  Hermitian and Skew-Hermitian matrix in C2  [1]  

 2.2.1 Tranjugate of a bicomplex matrix  
Analogous to three types of conjugate element in C2  we have three types of 

conjugate of a matrix in C2  viz. are i1  conjugate matrix, i2  conjugate matrix and i1i2 

conjugate matrix. The transpose of the conjugate matrix is called tranjugate of the 
matrix. There are three types of tranjugates of a matrix in C2.  

a.  i1 tranjugate of a bicomplex matrix  

Let A = �𝑎𝑎𝑖𝑖𝑖𝑖 �n×n  be any bicomplex matrix and 𝐴̅𝐴  denotes the i1  conjugate of A 

obtained by taking i1 conjugate of each entry of A. Transposing 𝐴̅𝐴, we get the tranjugate 

of A. Simply denoted by [𝐴̅𝐴]T or𝐴𝐴𝜃𝜃1  
b.  i2  tranjugate of a bicomplex matrix   

The i2  conjugate of a bicomplex matrix A denoted by 𝐴̃𝐴  is the matrix obtained by 

taking i2  conjugate of each entry of A. On taking transpose of  𝐴̃𝐴  then we obtain [𝐴̃𝐴]T  

which is known as i2 tranjugate of A and denoted by 𝐴𝐴𝜃𝜃2 . 

c.       i1i2 tranjugate of a bicomplex matrix  
The i1i2  conjugate of a bicomplex matrix A denoted by A#  is the matrix obtained 

from A by taking i1i2  conjugate of each entry of A. On taking transpose of A#, we 

obtain [A#]T  which is known as i1i2 tranjugate of A and denoted by 𝐴𝐴𝜃𝜃3 . 

Properties of a bicomplex matrix [1]- 

For all ‘k’  in C2  and A, B of C2
n×n  then  

(1) [𝐴̅𝐴]����  = A     
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Inversion of Bicomplex matrix by two techniques2.1.3



(2) [𝐴̃𝐴]~ = A    

(3) [A#]# =A    

(4) (𝐴𝐴 + 𝐵𝐵��������) = 𝐴̅𝐴 + 𝐵𝐵�   

(5) (A+B)~ = A~ + B~   

(6) (A+B)# = A# + B#   

(7) 𝑘𝑘𝑘𝑘���� = 𝑘𝑘�𝐴̅𝐴 

(8) [k A]~ = k~.A~ 

(9) [k A]# = k#.A#  

(10) [[(𝐴̅𝐴)𝑇𝑇]��������]T = A 

(11) [[(𝐴̃𝐴)𝑇𝑇]~]T = A 

(12) [[[𝐴𝐴#]𝑇𝑇]#]T = A 

(13) (𝑘𝑘𝑘𝑘����)T = 𝑘𝑘�.[𝐴̅𝐴]T 

(14) [[kA]~]T = k~.[A~]T 

(15) [[kA]#]T = k#.[A#]T 

 Symmetric and Skew-symmetric matrix in C2
 [1] 

A square bicomplex matrix “A” is symmetric if AT = A or aij
 = aji

 for all i, j and 
if AT = -A or aij

 = -aji
 for all i, j then it is called a skew symmetric matrix. 

In skew symmetric matrix all principal diagonal elements are zero. 

 Hermitian and Skew-Hermitian matrix in C2 
Since three types of conjugate elements exist in C2

 and each conjugate will 
introduce Hermitian matrix, so that in C2, there will be three types of Hermitian 
matrices. 

a. i1-Hermitian matrix 

A bicomplex square matrix A is said to be i1-Hermitian matrix if A = [𝐴̅𝐴]T. 
The element of the principal diagonal of i1-Hermitian matrix are the member of C(i2) 
i.e. i2-complex number. 

b.
 

i2-Hermitian matrix
 

A bicomplex square matrix A is said to be i2-Hermitian matrix if A = [𝐴̃𝐴]T. 
The element of the principal diagonal of i2-Hermitian matrix are the member of 

C(i1) i.e. i1-complex number.
 

c.
 
    i1i2-Hermitian matrix

 

A bicomplex square matrix A is said to be i1i2-Hermitian matrix if A = [A#]T. 

The elements of the principal diagonal of i1i2-Hermitian matrix are the member of 
H (set of hyperbolic numbers).

 

There are three types of skew Hermitian matrix in C2.                         
 


 

i1-Skew Hermitian matrix
 

A bicomplex square matrix A is said to be i1-skew Hermitian matrix If A = -[𝐴̅𝐴]T. 
The element of the principal diagonal of i1-skew Hermitian matrix are the 

member of the type i1(s), s ∈C(i2).
 


 

i2-Skew Hermitian matrix
 

A bicomplex square matrix A is said to be i2-skew Hermitian matrix if A = -[𝐴̃𝐴]T. 
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The elements of the principal diagonal of i2-skew Hermitian matrix are the 

member of the type i2(s), s  ∈C(i1).  

  i1i2-Skew Hermitian matrix  
A bicomplex square matrix A is said to be i1i2 - skew Hermitian matrix if A = -

[A#]T  or (A#)T  = -A.  
The elements of the principal diagonal of i1i2 -  skew Hermitian matrix are the 

member of the type i1(s), s  ∈  H 

III.  Study  of Bicomplex Matrix  under Traditional  and New System  

In this section we present the work which has been done by us. In this section we 
have studied Orthogonal and Unitary matrix in C2  and defined the new concept over 
the bicomplex matrix.  A similar relation between two bicomplex matrices is also defined 
in this section.  

a)  Orthogonal and Unitary Bicomplex matrices  

 3.1.1. Orthogonal Bicomplex matrix  
Let A be any square and invertible bicomplex matrix  then A is said to be 

orthogonal bicomplex matrix if  

ATA = I = AAT  

i.e .A-1  =AT  
where AT is the transpose of A and I is the identity matrix.  

 3.1.2 Unitary bicomplex matrices  
Corresponding to three types of tranjugate of any  bicomplex  matrix,  there are 

three types of bicomplex  Unitary matrix.  

a.  i1  Unitary matrix  

Let A be any square bicomplex matrix which is invertible and 𝐴̅𝐴  denote the i1  

conjugate of A and TA ][ is the transpose of i1 conjugate of A.  We shall use 1θA in place of 
TA ][ in entire work.  

The matrix A is called i1Unitary matrix if AA 1θ  =I = 1θAA  

i.e. 11- θAA =  
Thus, the matrix [𝜁𝜁𝑖𝑖𝑖𝑖 ]n×n is an i1  Unitary matrix if  

[𝜁𝜁𝑗𝑗𝑗𝑗���]n×n  .[𝜁𝜁𝑖𝑖𝑖𝑖 ]n×n=In×n  ,where In×nis the identity matrix.  

b.  i2  Unitary matrix  

Let A be any square bicomplex matrix which is invertible and A˜  be the i2  

conjugate of A and [A˜]T  be transpose of i2  conjugate matrix of A and we shall use 2θA

in place of [A˜]T in entire work.  

If AAIAA 22 θθ ==  

ie. 21- θAA =  

Then A is called i2Unitary matrix.  

c.  i1i2  Unitary matrix  
Let A be any square bicomplex matrix which is invertible and A# be the i1i2  

conjugate of A and [A#]T  be transpose of i1i2  conjugate matrix of A. We shall use 3θA in  

place of [A
#]Tin entire work. If AAIAA 33 θθ ==  
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i.e. 31- θAA =  
then A is called i1i2 Unitary matrix. 

Remark: If  A is any real Unitary matrix then it will obviously be an  i1
 

Unitary matrix,
2  Unitary matrix and i1i2 Unitary matrix.  

 3.1.3 Theorem 
  

  

Proof: 
By the definition of i1i2Unitary matrix  

IAA =.3θ , similarly IBB =.3θ

 

( )[ ]

)(.

)(..

).(
.

).(

)(

}.)()({

.})()({.)(

21
3

21
3

33

33

33

2
332

1
331

2
32

1
31

3
2

2
1

13

unitaryiiisBIBB

unitaryiiisABIB

BAAB
BAAB

ABAB

ABeABeAB

ABeABeAB

ABeABeABBABA


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=

=

=

=

+=

+=

+=

θ

θ

θθ

θθ

θθ

θθθθ

θθ
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Now we find out the nature of i1AB, i2AB, i1i2AB 

Therefore  

..)(
3

1
33

11
3

1










=
=

=

I
IBB

ABiABiBAiBAi
θ

θθθ

 

..)(
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2
33
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








=
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=

I
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,)()(

..)(
3

333

2121

21212121










=
−−=

=

I
IBBiiii

ABiiABiiBAiiBAii
θ

θθθ  

Proof of the theorem is complete.

 

Remark:

 

2,1,)( =≠ SwhereABAB SSS θθθ

 

Therefore analogues of theorem 3.1.3 is not true for i1Unitary and i2Unitary matrices.

 

 
3.1.4 Theorem

 

The adjoint of i1i2 tranjugate of a bicomplex square matrix is equal to the i1i2 

tranjugate of the adjoint of the matrix.

 

33 )()( θθ AAdjAAdj =
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If A and B are two i1i2 Unitary matrices of same order then AB will be i1i2
Unitary matrix similarly i1AB, i2AB, i1i2AB will also be i1i2 Unitary matrices.

(1)

(2)

(3)

Notes

 i



2
2

1
1

2
2

1
1

33

33

)()(

)](2.1.2[)()(

eAAdjeAAdj

cbyeAAdjeAAdjAAdj
θθ

θθ

+=

+=  

)(

])()[(

)()(

3

33

33

2
2

1
1

2
2

1
1

θ

θθ

θθ

AAdj

eAeAAdj

eAAdjeAAdj

=

+=

+=

 

Remark:  

Since i1 and i2
 conjugates of e1

 is e2
 and e2

 is e1, we get 2,1)()( =≠ SwhereAAdjAAdj SS θθ  
 

3.1.5 Theorem
 

Let A and B be two square bicomplex matrices of order n, such that  2OA ∉  

and 2OB ∉ , then their product (AB) will be invertible, and the inverse of AB will be 

𝐵𝐵−1𝐴𝐴−1.  

Proof: 

Since the bicomplex matrices A and B both are nonsingular i.e.|𝐴𝐴| ∉ 𝑂𝑂2 and 
|𝐵𝐵| ∉ 𝑂𝑂2, that means  

( ) ( )

2

22
2

1
1

22
22

1
11

2211

21

21

22
2

1
1

)()(

0.0.

00

00

OBA

OeABeBA

OeBAeBA

BAandBA

BandBsimilarly

AandA

OeAeAA

∉⇒

∉+⇒

∉+⇒

≠≠⇒

≠≠

≠≠⇔

∉+=

 

⇒  
AB is invertible. 

 

The inverse of the matrix (AB) is (𝐴𝐴𝐵𝐵)−1therefore  

Further  

  

  

   

 

 3.1.6 Theorem  

Let A, B be two square bicomplex matrices then determinant of their product 
will be equal to product of their individual determinant.  
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Proof: 

Proof:

Notes

AAdj )) 3θ

      = [1    e1 + 2    e2]
—1

           = 1      e1 + 2      e2

         
= (1   1   )e1 + (2   2   )e2 (since       =       in C1)

           
= [1   e1 + 2   e2] [1   e1 + 2   e2]           

=       

2

2

1

1 )()( eABeBAAB 

     
   

2

22

1

11 eBAeBA 

      
2

2

1

1 eAeA   
2

2

1

1 eBeB 

BABA .. 

thereforeCinAforAAdjAAdj
1

),()(  



 

 

3.1.7 Some Properties of bicomplex matrices

 (i)

 

If A is any bicomplex square matrix of order n then det A and the det of transpose 
A are equal.

 (ii)

 

A and B are two bicomplex matrices of order n such that B is obtained from 

interchanging any two row /column only of A then BA −= .

 (iii)

 

If  any one  of the row/column  in a square bicomplex matrix has each element in 

2O then matrix will be singular or non - invertible.

 
Proofs of these results are straight forward.

 b)

 

Study under new system

 
If A is any bicomplex matrix, then it can be written as 

 1,0,, 1120 =∈+= × sCAwhereAiAA nm
s

 The i2

 

independent part and dependent part of bicomplex matrix A is denoted by 
A0

 

and A1

 

respectively. The matrices A0 and A1

 

are known as complex component of 
matrix A. 

 We define a new  binary  composition “ʘ”

 

between  two arbitrary square 
biocomplex matrices A and B as follow  

 ∀ A, B ∈ C2
n×n then

 A ʘ
 

B = (A0 + i2

 

A1) ʘ
 

(B0 + i2B1)

 = (A0 B0 + i2
 

A1B1)

 
= (C0

 
+ i2

 
C1) ∈

 
C2

n×n, where Cs∈
 

C1
n×n∀ s = 0, 1

 
It is a new definition of product of two bicomplex matrices (specially) and the 

procedures of both, addition and scalar multiplication, will be the same as traditional 
system procedures.

 
Thus the three operations will be as follow  

nnCBA ×∈∀ 2, 

“+”→ A+B = [A0+ i2B] + [B0+ i2B1] 

                    = [A0+B0] +i2 [A1+B1] 

“ʘ”→ 
A ʘ 

B = [A0+i2A1] ʘ
 

[B0+2B1]
 

                      = A0

 
B0

 
+i2A1B1

 

and “• ”→α.A = α
 

[A0+i2A1]
 

                         = α A0 + i2α
 

A1

 

ξ. A = [α+i2β]. [A0+i2A1]
 

                         =αA0+i2αA1-βA1+i2βA0

 

                         = α A0-βA1+ i2 [αA1+βA0] 
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Notes



 3.2.1 Relation between the bicomplex matrix and  its complex component matrices  

   

   

 
  

  

We define a function   f : C2
m×n→  C1

m×n ×  C1
m×n  

Such that f(A) = (A0, A1)  

 3.2.2 Theorem  

If f: C2
m×n→  C1

m×n ×  C1
m×n  is the function Such that f(A) = (A0, A1) then f is 

an on to isomorphism i.e. C2
m×n ≅C1

m×n × C1
m×n 

Proof: 
f is one-one:   

∀ A, B ∈ C2
m×n

 

Let   f (A) = f (B) 

⇒ (A0, A1) = (B0, B1)   

⇒ A0 = B0 and A1 = B1 

⇒ A = B 

f is onto:   
Let (A0, A1) be the arbitrary element of C1

m×n ×  C1
m×n.  

Corresponding to (A0, A1) there exist a bicomplex matrix A = A0+i2A1  such that  

f(A) = f(A0+i2A1)  

= (A0, A1)  

Therefore A is the preimage of (A0, A1) in C2
m×n.  

f is homomorphism:  

∀ A, B ∈ C2
m×n

 

f(A+B) = f [(A0+ B0) + i2 (A1+B1)] 

             = (A0+B0, A1+B1)   

             = [(A0, A1) + (B0, B1)]              

             = f (A) + f (B) 

Hence f is an on to isomorphism i.e. 
 3.2.3 Theorem  

Let M  be the set of all square bicomplex matrix of order n. If we introduce the 

operation “ʘ”  with set M over new system and binary operation addition “+”taken 

coordinate wise and scalar  multiplication “• ”  is term by term then the structure 

[M,“+”,“• ”,“ʘ”] forms an algebra with identity (I + i2  I).  

Proof:  

nnMCBA ×∈∀ ,,  
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We define addition on the set C1
m×n × C1

m×n as follow.
If (A0, A1) and (B0, B1) are two arbitrary element of C1

m×n × C1
m×n then                      

(A0, A1) + (B0, B1) = (A0+B0, A1+B1). Further (A0, A1) and (B0, B1) are said to be 

equal if and only if A0 = B0 and A1 = B1 The set C1
m×n × C1

m×n is an abelian group 

w.r.t. addition ‘+’.

Notes

C2
m×n  C1

m×n × C1
m×n



therefore A= A0+i2A1, B= B0+ i2B1, C=C0+i2C1 
(M,+) is an abelian group: 
Closure:  

A+B = [A0+i2A1] + [B0+ i2B1] 

= [A0+B0] +i2[A1+B1] ∈ M 

Associativity:  

A + (B + C) = (A + B) + C (Hold)  

Additive identity: 

∀ A ∈  M, A = [A0 + i2A1] ∃an (0 + i20)  

A + (0 + i20) = [A0 + i2A1] + [0 + i20]  
= [A0 + 0] + i2 [A1 + 0] 
= A0 + i2A1 = A 

Hence (0 + i20) is the additive identity. 

 

∀ A ∈ M, ∃  -A∈ M, such that  

[A0+i2A1] - [A0+ i2A1] = [A0 - A0] + i2  [A1 - A1] =[0 + i20] 

 

A + B = B + A ∀ A, B ∈ M 

[M, +, ʘ] is ring structure: 

 

∀ A, B ∈ M 

A ʘ B = (A0 B0) + i2 (A1 B1) ∈ M 

 

A ʘ [B ʘ C] = [A0+i2A1] ʘ [(B0
 C0) + i2 (B1

 C1)] 

                     = A0
 [B0

 C0] + i2
 A1 [B1

 C1]
 


 
Complex matrix are associative and As, BS, CS

 
in C1

n ×
 
n, ∀ S = 0, 1

 

A ʘ
 

[B ʘ
 

C] = [A0

 
B0] C0

 
+ i2

 
[A1 B1] C1

 

= [(A0+i2A1) ʘ
 

(B0+i2B1)]
 

ʘ
 

(C0+i2C1)
 

= [A ʘ
 

B]

 

ʘ C  

∀ A, B, C ∈ M 

A ʘ
 

[B + C] = [A0+i2A1] ʘ
 

[(B0

 
+ C0) + i2 (B1

 
+ C1)]
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Notes

Inverse property:

Commutativity:

Closure under new multiplication ʘ, , :

Associativity:

Distribution property:



                    = A0
 (B0

 + C0) + i2 A1 [B1
 + C1)

 

                    = [A0B0
 + A0C0] + i2

 [A1B1
 + A1C1] 

 

(Distributive laws for complex matrices)
 

= [A0

 
B0

 
+ A0

 
C0] + [i2

 
A1 B1

 
+ i2

 
A1

 
C1] 

 

= [A0B0

 
+ i2

 
A1B1] + [A0C0

 
+ i2

 
A1C1]                  

 

=   A ʘ 
B + A ʘ C 

Linear space:  

 

∀ α∈  C0→α.A = α  [A0+i2A1]  

= α A0+ α i2A1 

2
.....21

....................
2.....2221
1.....1211

. i

nnznznz

nzzz
nzzz

A +





















= αα





















nnwnwnw

nwww
nwww

.....21

.....................
2.....2221
1.....1211

α

 

2
.....21

....................
2.....2221
1.....1211

i

nnznznz

nzzz
nzzz

+





















=

ααα

ααα
ααα





















nnwnwnw

nwww
nwww

ααα

ααα
ααα

.....21

.....................
2.....2221
1.....1211

 

.

.....2211

....................
22.....22222121
11.....12121111

222

222

222

M

nnwinnznwinznwinz

nwinzwizwiz
nwinzwizwiz

∈





















+++

+++

+++

=

αααααα

αααααα
αααααα

 

Again 

∀ A ∈ M and 1∈  C0, 1.A = 1.[ A0 + i2A1]
 

                                        = 1.A0 + i2 1.A1
 

                                        = A0
 + i2A1

 = A

 ∀ α, β∈
 

F,    (α
 

+ β)A = (α
 

+ β) [ A0 + i2A1]
 

                                     = (α
 
+ β)A0

 
+ i2(α

 
+ β)A1

 

= (αA0

 
+ βA0) + i2(αA1

 
+ βA1)

 

                                     = [α A0+i2 α
 

A1] + [β  A0+i2 β
 

A1]
 

                                     = α
 
A + β

 
A 

 

∀ A, B ∈
 

M, and α∈ F 

α
 

[ A + B] = α[(A0+ B0)+i2 (A1+ B1)]
 

                  = α
 

(A0+ B0) + i2 α
 

(A1+ B1)
 

                  = (α A0+ αB0) +  i2 (αA1+ αB1)
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Notes

Closed w.r.t scalar multiplication:



                  = αA + α B 

   

       
           = α (β A0) + i2α
 

(β A1)
 

       

           = α [β A0

 
+ i2β

 
A1]

 

       

           = α. [β. A] 

 

Consistency (compatibility) between ʘ

 

and •: 

∀ A, B ∈

 

M, and α∈ F 

                                            
α

 

[ A ʘ

 

B] = α[(A0  B0)+i2(A1  B1)]

 

= α

 

(A0

 

B0) + i2 α

 

(A1

 

B1)

 

= (α

 

A0) B0

 

+ i2 (αA1) B1

 

  

= (αA0

 

+ i2αA1) ʘ

 

(B0

 

+ i2

 

B1)

 

 

   = (α.A) ʘ B 

= (A0α) B0

 

+ i2 (A1α) B1

 

= A0

 

(α B0) + i2 A1 (α

 

B1)

 

= [A0+i2A1] ʘ

 

[α

 

B0+i2 α

 

B1]

 

= A

 

ʘ

 

(αB)

 

Hence M (set of all square bicomplex matrix of order n) is an algebra. 

 

Identity: 

 

A0 + i2A1= A, ∃ (I + i2

 

I)such that

 

[A0 + i2A1] ʘ

 

[I

 

+ i2

 

I] = A0I + i2A1I =A = (I + i2

 

I).A

 

⇒ (I + i2I) will be the identity under new system

 

Moreover for all ξ

 

in C2

 

ξ. A = (z1 + i2z2) (A0 + i2A1)

 

       

 

= z1 A0 + i2z1 A1 + i2 z2 A0 -z2 A1

 

  

       

       

 

3.2.4 Definition: New inversion of a square bicomplex matrix

 

Let A = A0

 

+ i2

 

A1∈

 

C2
n×n be given bicomplex matrix where A0, A1

 

are complex 
matrix of same order if the inverse of A0 and A1

 

both exist  then bicomplex matrix A is 

said to be invertible and

 

inverse of A is written as  Aˉ= A0
ˉ+i2A1

ˉ, where A0
ˉ

 

and A1
ˉ

 

are 

the inverse of A0

 

and A1

 

respectively as well as Aˉ

 

is the inverse of A or reciprocal of A. 

 
 

                    

1

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
V
ol
um

e
X
V
III  

 I
ss
ue

  
  
  
er

sio
n 

I
V

III
Y
ea

r
20

18

67

  
 

( F
)

© 2018   Global Journals

Certain Study of Bicomplex Matrices and a New Composition of Bicomplex Matrices

Notes

(α β) A = α β (A0) + i2 α β (A1)



 3.2.5 Theorem  
Let A be any square bicomplex  

inverse of the bicomplex matrix A, will be 









+











1

1
2

0

0

A
Aadji

A
Aadj

 

Proof: 

A  = A0 + i2  A1  

Let A0  and A1  both has inverse A0
ˉ

 and A1
ˉ

 
Inverse of A = Aˉ

 = A0
ˉ

 + i2  A1
ˉ(by definition)  

Since A0  and A1  both are complex matrices therefore the inverse of A0  and A1 are  

                
lyrespective

A
Aadjand

A
Aadj






















1

1

0

0  

Thus                                        Aˉ=
00 1

1
2

0

0












≠
+











≠ A
Aadji

A
Aadj

 

Next from here we shall use M in place of C2
n×n  

 

 3.2.6 Some properties under new system  
Property: 1  
The multiplication is not commutative in general  

A ʘ  B = (Ao  + i2  A1) ʘ  (B0  + i2B1)  

            = A0 B0  + i2  A1B1  

B ʘ  A = (Bo  + i2  B1) ʘ  (A0  + i2A1)  

            = B0 A0  + i2  B1A1  

Let   A ʘ  B = B ʘ A 

⇒  A0 B0
 + i2  A1B1 = B0 A0

 + i2  B1A1
 

⇒    A0 B0 = B0 A0
 and A1B1

 = B1A1
 

⇒  Complex matrix is commutative which is contradicted.  

⇒   A ʘ  B ≠Bʘ  A  

Counter example:  

BAAB
ii

i
BAbut

ii
i

ABthen
ii

i
Band

i
i

A

≠⇒







+−+

−
=









−+
−−

=







=








−

=

10252
52

741
22

52
3

2
1

 

 
Property: 2  

(A ʘ B)T = (A0 B0 +i2A1 B1)
T

 

               = (A0 B0)
T + i2 (A1 B1)

T 

               = (B0
T A0

T)+ i2 (B1
T A1

T)          
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(4)

Notes

matrix which is invertible in new system, then the 



Since (A B)T = BTAT true in C1 

    

Property: 3  

If A is any bicomplex square and invertible matrix whose inverse is A  under new 

system then (Aˉ)ˉ= A 

Proof:  

(Aˉ)ˉ = [(A0 +i2 A1)
ˉ]ˉ 

        = (A0
ˉ+ i2 A1

ˉ)ˉ         (Aˉ =A0
ˉ +A1

ˉ, by definition) 

        = (C0 + i2 C1)
ˉ           (say C0 =A0

ˉ and C1  = A1
ˉ)  

        = (C0
ˉ +i2 C1

ˉ)           (by using again definition)  

        = (A0
ˉ)ˉ +i2 (A1

ˉ)ˉ 

        = (A0 +i2 A1)  

        = A 

Property: 4 

(Aˉ)k = (A0

 ̄
+ A1

ˉ)k 

       
 
= (A0

ˉ + i2 A1
ˉ) ʘ

 
(A0

ˉ + i2 A1
ˉ)k-1

 

       

 

= [(A0
ˉ)2

 
+ i2 (A1

ˉ)2] ʘ
 
(A0

ˉ
 
+ i2 A1

ˉ)k -

 

2

 

       

 

=[(A0
ˉ)k+i2(A1

ˉ)k] (5)

 

       = (A0
ˉA0

ˉ…….k times) + i2

 

(A1
ˉA1

ˉ…….k times)

 

   

  

  

  

Property: 5  

The inverse of the product of two bicomplex matrices A and B is equal to 
product of their inverses in reverse order

 

Proof: 

Let ∀ A, B ∈M  then  

(A ʘ B)ˉ = [(A0
 +i2A1) ʘ (B0

 +i2B1)]
ˉ 

               = [A0 B0
 

+i2 A1
 

B1]
ˉ

 

               = [A0B0]
ˉ  
+ [A1B1]

ˉ  

               = [Bˉ
0 A

ˉ
0] +i2 [B

ˉ
1

 
Aˉ

1]       
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Therefore (A ʘ B)T = (B0
T + i2 B1

T) ʘ (A0
T + i2 A1

T) =BT ʘ AT

= (A0 A0…….k times)
ˉ
+ i2 (A1 A1…….k times)

ˉ

= (A0
k)

ˉ
+ i2 (A1

k)
ˉ
  

= (Ak)
ˉ



(Since A0, B0, A1  and B1 are in C1
n×n

 and (A B)ˉ  = BˉAˉ)  

               = [Bˉ
0 + i2B

ˉ
1] ʘ[Aˉ

0
 + i2

 Aˉ
1]

 

   Therefore [(A ʘ
 

B)]ˉ

 
= Bˉʘ

 
Aˉ

 
 3.2.7 Theorem  

If A1 A2……An  are the invertible bicomplex matrix then the inverse of product of 

A1 A2…..An, will be equal to the individual product of their inverse in reverse order.  
Proof: 
Let A1 A2……An  

be the invertible bicomplex matrix then
 

                      (A1 ʘ A2 ʘ A3 ʘ.....…… ʘAn)
ˉ 

                       
= [(A10+i2

 
A11) ʘ

 
(A20+i2A21) ʘ

 
…………

 
ʘ

 
(An0+i2An1)]

ˉ  

                       

= [(A10

 

A20…….An0)+i2(A11

 

A21…….An1)]
ˉ

 

                       

= [(A10

 

A20…….An0)
ˉ

 

+i2

 

(A11 A21……. An1)
ˉ]

 

 

= (An0

 ˉAn -

 

1 0
ˉ…..A10

ˉ) + (An1
ˉAn -

 

1 1
ˉ  

….A11
ˉ) 

 

= (An0
ˉ

 

+ i2

 

An1
ˉ)

 

ʘ
 

(An-10
ˉ

 

+ i2

 

An-1 1
ˉ) ʘ

 

……..(A10
ˉ

 

+ i2 An1
ˉ)

 

= (An
ˉ)ʘ

 

(An –

 

1
ˉ) ………

 

ʘ

 

(A1
ˉ).

  

Thus it is clear the inversion of the bicomplex matrix under new definition has 
the same fundamental properties as those under the traditional algebraic system. 

 

c)

 

Some definitions and theorems related to bicomplex matrix in both systems

 

 

3.3.1 Idempotent bicomplex matrix

 

Let A be a square bicomplex matrix and if A2

 

= A, then A is called the 
idempotent bicomplex matrix, obviously identity matrices in C2

 

will be idempotent 
matrix in their individual systems.

 

Remark: 

 

The identity matrix is always  idempotent  bicomplex matrices  in their own 
systems as well as the Null matrix is also idempotent matrix.

 

Example:  

(1) 

 

(2)

 

2
1

11

2

0 C
e

∈≠∀







ξ

ξξ
ξξ

is not idempotent matrix.

 

(3) is also an idempotent matrix.
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22

22

11

11

ee

ee


























1

1

0

0

e

e

is the example of idempotent matrix.



(4)  

 3.3.2 Theorem  
A is an idempotent bicomplex square matrix of order n if and only if both 

complex component matrixes A0 and A1 are idempotent complex matrix simultaneously. 

Proof: 
 A is an idempotent matrix i.e. by definition A2 = A  

⇔  (A0 +i2A1) ʘ (A0 +i2A1) = A0 +i2A1 
⇔  A0

2
 +i2A1

2
 = A0 +i2A1 

⇔  A0
2= A0 and A1

2
 = A1 

⇔  Both A0 and A1 
are idempotent complex matrix. 

 3.3.3 Involutory bicomplex matrix 
Let A be any bicomplex square matrix if A2 = I matrix then A is known as 

involutory bicomplex matrix. i.e. the inverse of the given matrix A will be itself. 
 

 

Remark:  
All idempotent bicomplex matrices which are not identity matrix will not be involutory.  
Example: 

(1)   I
ee
ee

=







2

21

12  

(2)    







==








10
012

12

21 I
ee
ee

 
 3.3.4 Theorem  

A is an involutory bicomplex matrix if and only if both complex component 
matrix A0

 and A1 (under the new system) are involutory. 

Proof: 
By new definition of product of bicomplex matrix  

i.e. A2 = A0
2 +i2A1

2, where A0, A1∈ C1
 

 A is an involutory bicomplex matrix  

∴ A2 = I + i2 I →  (identity under new system) 

⇔  A0
2 +i2A1

2= I + i2 I  

⇔  A0
2 = I and A1

2 = I 

⇔  Both A0
 and A1

 are involutory. 

Remark: 
Under new product definition (I + i2 I) is always an involutory matrix i.e. 

(I + i2 I) ʘ (I + i2 I) = (I + i2 I) 

 3.3.5 Similar bicomplex matrix 

Let A, B ∈M if ∃an invertible matrix P ∈M such that   

A = 𝑃𝑃−1BP then A and B are said to be similar bicomplex matrix and denoted by A~ 
B 
If A and B are similar in new system then 
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Clearly the identity matrices will be involutory bicomplex matrices in their own 
systems.

Notes






























06

01

0

01

1

2

1
i

i
i

is an idempotent matrix in new system.



                                                A = Pˉʘ  B ʘ  P  (6)  

And if A, B ∈ C1
n ×  n

 then equation (6) will be equivalent to A = P0
ˉB P0, where 

P = P0  + i2P1  

 3.3.6 Theorem  
Let A and B be two square bicomplex matrices, and an invertible matrix P such 

that A = 𝑃𝑃−1BP or A ~ B then  

BA =  

Proof: 

  A = 𝑃𝑃−1BP, where P is an invertible bicomplex matrix  
Now PBPA 1−=  

2
12

1
11 )()( ePBPeBPP −− +=  

+= −
1

1111 ePBP 2
2212 ePBP−  

+= −
1

1111 eBPP 2
2212 eBPP−  

+= −
1

1111 eBPP 2
2212 eBPP−  

2
2

1
1 eBeB +=  

therefore BA =
 

 3.3.7 Theorem  

The i1i2 tranjugate of inverse of a matrix A is equal to the inverse of i1i2 tranjugate of A. 
i.e.  

( ) ( ) 1331 −− = θθ AA  

Proof: 

( ) 2
12

1
111 eAeAA −−− +=  

( ) ( )[ ]TeAeAA #

2
12

1
1131 −−− +=θ

 

( )TeAeA 2
12

1
11 −− +=  

( ) ( ) 2
12

1
11 eAeA

TT
−− +=  

( ) ( ) 2

12
1

11 eAconjeAconj TT −− +=  

( ) ( ) 2

1
2

1

1
1 eAeA TT

−−

+=  

i.e ( ) ( ) 1331 −− = θθ AA  

Remark:
 

Since i1 and i2
 

conjugates of e1

 
is e2

 
and e2

 
is e1

 
therefore this result is not true for 

S = 1, 2 where ( ) ( ) 11 −− = SS AA θθ . 
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 3.3.8 Theorem  

In new system, the i1tranjugate of inverse of a matrix A is equal to the inverse of 

i1 
tranjugate of A. i.e. ( ) ( )−− = 11 θθ AA  

Proof: 

( ) ( )[ ]TAiAA −−− += 120
1θ  

( ) ( )[ ] ( )[ ]TT
AiAA −−− += 12

'

0
1θ  

( ) ( ) ( )−−− += TT AiAA 120
1θ  

( ) ( )−− = 11 θθ AA  

In this system this result is not valid for S = 2, 3 where ( ) ( )−− = SS AA θθ .  

By above two theorems it is evident that the given bicomplex matrix has same 
property by taken different conjugate in both different system. 

 3.3.9 Theorem   
A will be an orthogonal bicomplex matrix in new system if and only if the 

complex component matrix A0 and A1 are orthogonal complex matrices. 

Proof: 

Since A ∈M is an orthogonal matrix. 

Therefore                                            AT=Aˉ  (7) 

Since A can be express as the i2
 combination of two complex matrices A0

 and A1
 

as follow  

A = (A0

 
+i2A1)

 

AT
 
= (A0

 
+i2A1)

T
 
= Aˉ(where Aˉ is the inverse of A)

 

And Aˉ = Aˉ
0

 
+i2A

ˉ
1

 

From equation (7) we have  

(A0

 
+ i2A1)

T
 

= Aˉ
0

 
+ i2A

ˉ
1

 

⇔ A0
T
 
+ i2A1

T
 
= Aˉ

0

 
+ i2

 
A1

ˉ
 

⇔ A0
T
 
= A0

ˉ
 
and A1

T
 
= A1

ˉ
 

⇔ Both complex matrices A0

 
and A1

 

are orthogonal.
 

The proof of theorem 3.3.9 is complete.
 

If A is an orthogonal matrix in traditional system then
 

AT= A-1

 

⇔ 1AT

 

e1

 

+ 2AT

 

e2

 

= 1A-1

 

e1

 

+ 2A-1

 

e2

 

⇔ 1AT

 

= 1A-1and 2AT

 

= 2A-1

 

⇔ Both idempotent component matrices are orthogonal.
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Hence A is an orthogonal matrix in traditional system if and only if both 
idempotent component matrices are orthogonal.  

 3.3.10 Theorem  

A will be an i1  Unitary bicomplex matrix if and only if the complex component 
matrix A0

 and A1 of A are Unitary complex matrix but idempotent matrix 1A and 2A of  

A may or may not be Unitary.  

Proof: 

Part-1st
 

According to definition of i1 Unitary bicomplex matrix  

=1θA [(A0

 
+i2A1)ˉ]T

 
= [A0

-  
+ i2

 
A1

-]
 

⇔ Ā0
T

 
+ i2Ā1

T

 
= A0

-

 
+ i2

 
A1

-

 

⇔ Ā0
T

 
= A0

-

 
and Ā1

T

 
= A1

-

 

⇔
 

A0

 
and A1

 
are Unitary 

 

Part-2nd

 

Note that

 

( ) =+ 1
2

2
1

1 θeAeA 2
12

1
11 )()( eAeA −− +

 

⇔ ( ) TeAeA 1
2

2
1 + 2

12
1

11 )()( eAeA −− +=

 

⇔ 




 + 1

2
2

1 eAeA
TT

2
12

1
11 )()( eAeA −− +=

 

⇔
T

A2 11 −= A and
T

A1 12 −= A

 

It is evident that if A is an i1

 

Unitary bicomplex

 

matrix

 

then idempotent matrix 
1A and 2A of A will be Unitary complex matrix only if A is a complex matrix.

 

It is clear from here that both component A0

 

and A1

 

as well as 1A and 2A be an 
unitary complex matrices then matrix A will be different type of unitary bicomplex 
matrix that means it has shown the different nature of representations of A. 

 

 

3.3.11 Theorem

 

Let A be an i1

 

Hermitian

 

bicomplex matrix then the i1

 

tranjugate of both 1A and 
2A will be 2A and 1A respectively as well as A0

 

and A1

 

both will be Hermitian complex 
matrix.

 

Proof: 

Part-1st

 

Since A is i1

 

Hermitian⇒

 

(Ā)T

 

= A

 

⇔ ( )TeAeA 2
12

1
11 −− + ( )2

2
1

1 eAeA +=

 

⇔ ( ) TeAeA 1
2

2
1 + ( )2

2
1

1 eAeA +=

 

⇔ +1
2 eA

T

2
1 eA

T ( )2
2

1
1 eAeA +=

 

⇔ ( )AA 112 =θ and ( )AA 211 =θ
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Part-2nd 

A = A0 + i2 A1 

( ) =+ TAiA 120
TT AiA )()( 120 +  

Since A is i1 Hermitian⇔ (Ā)T = A 

⇔ TT AiA )()( 120 + 120 AiA +=  

⇔ TA )( 0 0A= and =TA )( 1 1A  

⇔ Both complex component matrix A0 and A1 of A are Hermitian. 

 3.3.12 Theorem 
Let A be an i2 Hermitian bicomplex matrix if and only if the transpose of 2A and 

1A are 1A and 2A respectively as well as A0 and A1 are symmetric and Skew – 
Symmetric bicomplex matrix respectively. 

Proof: 

Part-1st 
By definition of i2 Hermitian in C2 

AAA T == 2~ ])[( θ  

⇔ ( ) 2
2

2
1

1 θeAeA + ( )2
2

1
1 eAeA +=  

⇔ =+ 1
2

2
1 eAeA TT

2
2

1
1 AeAe +  

⇔ TA2 A1= and TA1 A2=  

Part- 2nd 

1,0,1120 ==∀+= × SCAAiAA nn
S  

2
120

2 )( θθ AiAA += TT AiA 120 −=  

Since A is i2 Hermitian AA =2θ  

⇔ AA =2θ  

⇔ TT AiA 120 − 120 AiA +=  

⇔ TA0 0A= and 1
TA 1A−=

 
 3.3.13 Theorem 

A is a i1i2 Hermitian matrix if and only if 1A and 2A both idempotent component 
matrix of A will be Hermitian as well as the complex component matrix A0

 and A1
 of A 

will be Hermitian and Skew – Hermitian respectively.  

Proof: 

Part-1st 
 A is i1i2 Hermitian 

[ ] AA =3θ  

⇔ ( ) 2
2

1
1

2
2

1
1 3 AeAeAeAe +=+

θ
 

⇔ AAandAA 2211 33 == θθ  
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⇔ both HermitianareAandA 21
 

Part- 2nd
 

33 )( 120
θθ AiAA +=  

 A is Hermitian  

⇔ =+ 3)( 120
θAiA 120 AiA +  

⇔ =− 33
120
θθ AiA 120 AiA +  

⇔ 3
0
θA 0A= and 3

1
θA 1A−=  

⇔ A0  is Hermitian and A1  is Skew –  Hermitian in C1.  

 3.3.14 Theorem  
Let A be an i2  Unitary bicomplex matrix then idempotent component matrix 1A 

and 2A are not symmetric until  1A-1 = 2A and =TA ][ 0
−
0A and =TA ][ 1

−− 1A  

Proof: 

Part-1st  

by definition of i2  unitary bicomplex matrix ( ) 2

2
2

1
1 θeAeA + 2

12
1

11 )()( eAeA −− +=  

⇔ ( )[ ]TeAeA ~
2

2
1

1 + 2
12

1
11 )()( eAeA −− +=  

⇔ ~
2

~2~
1

~1 ])[(])[( eAeA TT + 2
12

1
11 )()( eAeA −− +=  

⇔ =+ 1
2

2
1 ][][ eAeA TT

2
12

1
11 )()( eAeA −− +  

⇔ TA][2 11 −= A and =TA][1 12 −A  

Therefore it is clear that if 1A-1 ≠2A then 1A and 2A will never symmetric.  

Part- 2nd
 

Since A is i2
 

Unitary bicomplex matrix and
 

thereforeAiAAandAiAA )()( 120120
−−− +=+=

 

=+ 2][ 120
θAiA −− + 120 AiA

 

⇔ =+ TAiA ])([ ~
120

−− + 120 AiA
 

⇔ =− TT AiA ][][ ~
12

~
0

−− + 120 AiA
 

⇔ =TA ][ 0
−
0A and =TA ][ 1

−− 1A
 

 
3.3.15 Theorem

 

Let A be an i1i2 Unitary bicomplex matrix then the idempotent component matrix 
1A and 2A both are Unitary simultaneously but complex component matrix A0

 
and A1

 

are not Unitary simultaneously. Moreover A0

 
will be Unitary but A1

 
will not be 

Unitary. 
 

Proof: 

)( 120 AiAA +=
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TAiAA ])[( #
120

3 +=θ
2

12
1

11 )()( eAeA −− +=  

⇔ 2
2

1
1 ][][ eAeA TT + 2

12
1

11 )()( eAeA −− +=  

⇔ TA][1 ][ 11 −= A and TA][ 2 ][ 12 −= A  

⇔ both idempotent component 1A and 2A are Unitary 

and TAiAA ])[( #
120

3 +=θ  

 13 −= AAθ ⇔ =− TT AiA ][][ 120
−− + 120 AiA  

⇔ =TA ][ 0
−
0A  and =TA ][ 1

−− 1A  

Therefore A0 is Unitary but A1 is not Unitary. 
 3.3.16 Theorem 

The similar relation ~ between two arbitrary bicomplex square matrix A and B 
in new system i.e. A ~ B then this relation will be an equivalence relation. 

Proof: 

Reflexive- 

Since We know that P = [I + i2I] is an invertible matrix such that A= PˉʘAʘ P 
i.e. every bicomplex square matrix is similar to itself. 

Symmetric Relation- 
Let A~B then we have to prove B will be similar to A. 

⇒ A = Pˉʘ B ʘ P for some invertible P ∈M n × n 

⇒ Pʘ A = Pʘ [Pˉʘ B ʘ P]  

               = [Pʘ Pˉ]ʘ [B ʘ P] 

               = [I + i2 I] ʘ [B ʘ P] 

 ⇒ PʘA = [B ʘ P] 

i.e. Pʘ A ʘ Pˉ = [B ʘ P] ʘ Pˉ 

                   = B ʘ [P ʘ Pˉ] 

                   = B ʘ [I + i2 I] 

                   = [B0 + i2 B1] ʘ [I + i2 I] 

                   = B0 + i2 B1  

    Pʘ A ʘ Pˉ = B 

                   ⇒ B ~ A 

Transitive- 
If A ~ B ∃⇒  an invertible Bicomplex matrix P  

Such that   A = Pˉʘ B ʘ P  

And    B ~ C ⇒ B = Qˉʘ C ʘ Q for some Qˉ∈M n × n   

We have to show A ~ C  
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  A = Pˉʘ  B ʘ  P and B = Qˉʘ  C ʘ  Q  

A = Pˉʘ  [Qˉʘ  C ʘ  Q] ʘ  P 

    = [Pˉʘ  Qˉ] ʘ  [C ʘ  Q] ʘ  P 

= Eˉʘ  C ʘ  E, where E = QʘP 

We have an invertible bicomplex matrix E
 

Such that A = Eˉʘ  
C ʘ  

E  
therefore A is similar to C then Relation is transitive.

 

Hence the similar relation between bicomplex matrices is an equivalence relation.
 

Moreover the collection of bicomplex matrices similar to A forms a class denoted 
by [A] and is called the class of similar matrices of A.

 

Two classes [A] and [B] are either same or disjoint, in the sense that no matrix 
can belong to two different classes. Thus there exists a natural partition of the set of 
“All bicomplex square matrices”. 

The set of all square bicomplex matrices can also be viewed as the collection of 
all mutually disjoint equivalence classes with respect to a suitable defined equivalent 
relation.  
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