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Decomposition of Fuzzy Automata based on Lattice-Ordered Monoid

By Anupam K. Singh

Abstract- The purpose of the present work is to introduce decomposable concepts of fuzzy automaton having the membership values in the lattice-ordered monoids. Unlike to the usual fuzzy automata, we show that such concepts for fuzzy automata having the membership values in lattice-ordered monoids by the associated monoid structure.
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Decomposition of Fuzzy Automata based on Lattice-Ordered Monoid

Anupam K. Singh

Abstract - The purpose of the present work is to introduce decomposable concepts of fuzzy automaton having the membership values in the lattice-ordered monoids. Unlike to the usual fuzzy automata, we show that such concepts for fuzzy automata having the membership values in lattice-ordered monoids by the associated monoid structure.

Keywords: lattice-ordered monoid; fuzzy automaton; primary; f-primary; decomposition.

I. INTRODUCTION AND PRELIMINARIES

The study of fuzzy automata was initiated by [16] and [26] in 1960’s after the introduction of fuzzy set theory by [27]. Much later, a considerably simpler notion of a fuzzy finite state machine (which is almost identical to a fuzzy automaton) was introduced by [10] (cf. [11], for more details). Somewhat different notions were introduced subsequently by [7, 8, 13]. Recently, Jun [4, 5, 6] generalized the concept of fuzzy finite state machine corresponding to one higher order fuzzy sets, viz., the intuitionistic fuzzy sets, and called it intuitionistic fuzzy finite state machine. In these studies, the membership values in the closed interval [0, 1] were considered. During the recent years, the researchers were initiated to work with fuzzy automata with membership values in complete residuated lattices, lattice ordered monoids and some other kind of lattices (cf., [3, 9, 14, 15]).

In this paper, we study the decomposable properties of fuzzy automata with membership values in lattice ordered monoid via their primaries. We show that several results related to the decomposable properties of fuzzy automata introduced in [19, 20, 21, 22] may not hold well in the case of fuzzy automata with membership values in lattice ordered monoid. This paper is organised as follows: In section 1, we recall some notions related to lattice ordered monoid, monoid with and without zero divisors and some known results which are used in the paper. In Section 2, we introduce and study the concept of a primaries of a fuzzy automata and a compact fuzzy automata and their primary decomposition having the membership values in lattice ordered monoid. In Section 3, we study the primary decomposition and f-primary decomposition for an L-fuzzy automaton.

We recall the following from [2, 19, 23].

Definition 1.1 An algebra \( L = (L, \leq, \wedge, \vee, \cdot, 0, 1) \) is called a lattice-ordered monoid if

1. \( L = (L, \leq, \wedge, \vee, \cdot, 0, 1) \) is a lattice with the least element 0 and the greatest element 1,

2. \((L, \cdot, e)\) is a monoid with identity \(e \in L\) such that for all \(a, b, c \in L\)

\(i\) \(a \cdot 0 = 0 \cdot a = 0,\)
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(ii) \( a \leq b \Rightarrow \forall x \in L, a \cdot x \leq b \cdot x \) and \( x \cdot a \leq x \cdot b \).

(iii) \( a \cdot (b \lor c) = (a \cdot b) \lor (a \cdot c) \) and \( (b \lor c) \cdot a = (b \cdot a) \lor (c \cdot a) \).

**Definition 1.2** A monoid \((L, \cdot, e)\) is called monoid without zero divisors if for all \(a, b \in L, a \neq 0, b \neq 0 \Rightarrow a \cdot b \neq 0\).

**Definition 1.3** A monoid \((L, \cdot, e)\) is called monoid with zero divisors if for all \(a, b \in L, a \neq 0, b \neq 0 \Rightarrow a \cdot b = 0\).

**Definition 1.4** Let \(L\) be a lattice-ordered monoid. An \(L\)-fuzzy automaton is a triple \(M = (Q, X, \delta)\), where \(Q\) is a nonempty set (of states of \(M\)), \(X\) is a monoid (the input monoid of \(M\)), whose identity shall be denoted as \(e_x\), and \(\delta : Q \times X \times Q \rightarrow L\) is a map, such that \(\forall q, p \in Q, \forall x, y \in X\),

\[
\delta(q, e_x, p) = \begin{cases} 
  e & \text{if } q = p \\
  0 & \text{if } q \neq p 
\end{cases}
\]

and \(\delta(q, xy, p) = \lor \{\delta(q, x, r) \cdot \delta(r, y, p) : r \in Q\}\).

**Definition 1.5** Let \((Q, X, \delta)\) be an \(L\)-fuzzy automaton and \(A \subseteq Q\). The source, the successor and the core of \(A\) are respectively the sets

\[
\sigma_Q(A) = \{q \in Q : \delta(q, x, p) > 0, \text{ for some } (x, p) \in X \times A\},
\]

and \(s_Q(A) = \{p \in Q : \delta(q, x, p) > 0, \text{ for some } (x, q) \in X \times A\}\).

We shall frequently write \(\sigma_Q(A), s_Q(A)\) just as \(\sigma(A), s(A)\) and \(s\{q\}\) just as \(\sigma(q)\) and \(s(q)\).

**Definition 1.6** The core of any subset \(R\) of the state-set \(Q\) of an \(L\)-fuzzy automaton is the set

\[
\mu(R) = \{q \in Q : \sigma(q) \subseteq R\}.
\]

We shall frequently write \(\mu\{q\}\) just as \(\mu(q)\).

**Proposition 1.1** Let \((L, \cdot, e)\) be a monoid without zero divisors and \((Q, X, \delta)\) be an \(L\)-fuzzy automaton. Then for all \(A \subseteq Q, s(s(A)) = s(A)\) and hence \(\sigma(s(A)) = \sigma(A)\).

**Remark 1.1** Let \(M = (Q, X, \delta)\) be an \(L\)-fuzzy automaton and \(p, q, r \in Q\). Then \(p \in \sigma(q), q \in \sigma(r) \Leftrightarrow p \in \sigma(r)\).

**Proposition 1.2** Let \((L, \cdot, e)\) be a monoid without zero divisors and \((Q, X, \delta)\) be an \(L\)-fuzzy automaton. Then for all \(p, q, r \in Q\). Then \(p \in \sigma(q), q \in \sigma(r) \Rightarrow p \in \sigma(r)\).

**Definition 1.7** Let \(M = (Q, X, \delta)\) be an \(L\)-fuzzy automaton. \(R \in Q^L\) is called an \(L\)-fuzzy subautomaton of \(M\) if \(s(R) \leq R\) and \(\lambda = \delta|_{R \times X \times R}\).

A fuzzy automaton \(M = (Q, X, \delta)\) is retrievable if \(\forall p, q \in Q, q \in \sigma(p) \Rightarrow p \in \sigma(q)\) and strongly connected if \(\forall p, q \in Q, q \in s(p)\).

II. **COMPACT L-FUZZY AUTOMATA AND THEIR PRIMARY DECOMPOSITION**

In this section, we introduce the concept of a primary of an \(L\)-fuzzy automaton \(M = (Q, X, \delta)\) and provide its topological interpretation through the concept of a regular closed set in topology, as introduced in [19, 20]. Also, we introduce the concept of a primary decomposition of an \(L\)-fuzzy automaton \(M = (Q, X, \delta)\) and provide state-set topologies are compact (cf. [17] for a similar observation).

**Definition 2.1** A closed subset of topological space is called regular closed if it is equal to the closure of its interior

**Definition 2.2** A subset \(R \subseteq Q\) is called

(i) genetic if \(\sigma(R) \subseteq s(R)\),

(ii) genetically closed if \(\exists P \subseteq R\) such that \(\sigma(P) \subseteq s(P)\) and \(s(P) = R\),

(iii) Gen(Q) is defined as, \( \{ R : R \subseteq Q \text{ and } s(R) = Q \} \),

(ii) a primary subset of Q if R is a nonempty minimal genetically closed subset of Q.

**Proposition 2.1** Let \((R, X, \lambda)\) be a primary subautomaton of an \(L\)-fuzzy automaton \((Q, X, \delta)\). Then \(s(\sigma(p)) = R, \forall p \in \mu(R)\).

*Proof:* The proof is similar, as given in [23].

**Proposition 2.2** If \((L, \bullet, e)\) be a monoid without zero divisors. Then for each \(q \in Q, s(\mu(q))\) is a primary of Q, if \(\mu(q) \neq \phi\).

*Proof:* The proof is similar, as given in [23].

**Remark 2.1** If \((L, \bullet, e)\) be a monoid with zero divisors. Then \(s(q)\) is not a primary of Q. Hence for each \(q \in Q, s(\mu(q))\) is not a primary of Q.

**Remark 2.2** From the above proposition it is clear that whenever \(s(p)\) is regular closed, it must be minimal regular closed.

**Proposition 2.3** Let \(M = (Q, X, \delta)\) be an \(L\)-fuzzy automaton and \(p \in Q\). Then as \((L, \bullet, e)\) be a monoid without zero divisors. The following statements are equivalent.

(i) \(s(p)\) is a primary of Q;

(ii) \(s(p)\) is a regular closed subset of Q;

(iii) \(\{p\}\) is not a nowhere dense subset of Q;

(iv) \(s(p)\) is a minimal regular closed subset of Q;

(v) \(p \in \mu(s(p))\).

*Proof:* The proof is similar, as given in [19].

**Proposition 2.4** Let \(R \subseteq Q\) and \((L, \bullet, e)\) be a monoid without zero divisors. Then \(s(\sigma(R))\) is the union of all primaries of \(Q\) which contains at least one member of \(R\).

*Proof:* The proof is similar, as given in [12].

**Lemma 2.1** Let \(Q = s(q)\) and \((L, \bullet, e)\) is a monoid without zero divisors. Then \(\sigma(q) = g_1(Q)\), where \(g_1(Q) = \{ p : \{ p \} \in \text{Gen}(Q) \}\).

*Proof:* Let \(p \in \sigma(q)\), then \(q \in s(p)\) and \((L, \bullet, e)\) is a monoid without zero divisors. Then \(Q = s(q) \subseteq s(s(p)) \subseteq s(p) \subseteq Q\). Hence \(Q = s(p)\) and so \(\{ p \} \in \text{Gen}(Q)\). Thus \(\sigma(q) \subseteq g_1(Q)\). On the other hand, if \(p \in g_1(Q)\), then \(q \in s(p)\). Hence \(p \in \sigma(q)\). Thus \(g_1(Q) \subseteq \sigma(q)\).

**Remark 2.3** Let \(Q = s(q)\) and \((L, \bullet, e)\) be a monoid with zero divisors. Then \(\sigma(q) \neq g_1(Q)\), where \(g_1(Q) = \{ p : \{ p \} \in \text{Gen}(Q) \}\), as following counter-example shows.

**counter-example 2.1** For the lattice-ordered monoid \(L\), consider the monoid \((L, \bullet, e)\), where \(L = [0, 1], a \bullet b = \text{max}(0, a + b - 1), \forall a, b \in L\) and \(e = 1\). Consider a \(L\)-fuzzy automaton \(M = (Q, X, \delta)\), where \(Q\) is the set of integers, \(X = \{0, 1, 2, \ldots\}\), and \(\delta : Q \times X \times Q \rightarrow L\) is given by

\[
\delta(m, 0, n) = \begin{cases} 
1 & \text{if } m = n \\
0 & \text{if } m \neq n,
\end{cases}
\]

\(\forall m, n \in Q\), and \(\delta(m_0, x_0, n_0) = 1/3, \delta(n_0, x_0, k_0) = 1/3, \delta(k_0, x_0, l_0) = 1/3\), for fixed \(m_0, n_0, k_0, l_0 \in Q\) and for fixed \(x_0 \in X(x_0 \neq 0)\). For other \(m, n \in Q\) and \(x \in X, \delta(m, x, n) = 0\). Here, let \(s(\{m_0\}) = \{n_0\} = Q\) then \(\sigma(\{m_0\}) = \phi\). Now if \(\{m_0\} \in g_1(Q)\). Then \(\{n_0\} \in s(\{m_0\}) \Rightarrow \sigma(\{n_0\}) = \{m_0\} \neq \phi\). Thus \(\sigma(\{m_0\}) \neq g_1(Q)\).

**Proposition 2.5** Let \(R\) be a non-empty genetic subset of \(Q\) and \((L, \bullet, e)\) be a monoid without zero divisors. Then \(s(R)\) is the union of those primaries of \(Q\) which contains at least one member of \(R\).
Proof: Since $R$ is genetic, $\sigma(R) \subseteq s(R)$ and $(L, \bullet, e)$ is a monoid without zero divisors. Then $s(\sigma(R)) \subseteq s(s(R)) = s(R)$. Since $R \subseteq \sigma(R)$, $s(R) \subseteq s(\sigma(R))$. Hence $s(\sigma(R)) = s(R)$. The result follows from Proposition 2.4.

Remark 2.5 Let $R$ be a non-empty genetic subset of $Q$ and $(L, \bullet, e)$ be a monoid without zero divisors. Then $s(R)$ is not the union of those primaries of $Q$ which contains at least one member of $R$, as the following counter-examples show.

counter-example 2.2 Consider the L-fuzzy automaton given in counter-example 2.1. Let $A = \{n_0\}$. Then $s(A) = \{n_0, k_0\}, \sigma(A) = \{m_0, n_0\}, \sigma(\sigma(A)) = \{m_0, n_0, k_0\}$. This $\sigma(A)$ is genetic and hence $A$ be genetic subset of $Q$. But $s(\sigma(A)) \neq s(A)$.

Lemma 2.2 Let $(R, X, \lambda)$ be a primary subautomaton of an L-fuzzy automaton $(Q, X, \delta)$ and $(L, \bullet, e)$ be a monoid without zero divisors. Then for every finite subset $T$ of $R$, $T \subseteq s(r)$, for some $r \in R$.

Proof: We prove this Lemma by induction. Let $T = \{p_1, p_2, \ldots, p_n\}$ be any finite subset of $R$. Then the result is obvious for $n = 1$. Now assume the result is true for $n = k - 1$; in particular for $T_{k-1} = \{p_1, p_2, \ldots, p_{k-1}\}$. Then $\exists q \in R$ such that $T_{k-1} \subseteq s(q)$. Thus $T_k = \{p_1, p_2, \ldots, p_k\} \subseteq s(q) \cup \{p_k\} \subseteq s(\{q, p_k\})$. Put $S = \{q, p_k\}$ and let $m \in \mu(R)$. Then by Proposition 2.1.

Remark 2.6 Let $(R, X, \lambda)$ be a primary subautomaton of an L-fuzzy automaton $(Q, X, \delta)$ and $(L, \bullet, e)$ be a monoid without zero divisors. Then for every finite subset $T$ of $R$, $T \subseteq s(r)$, for some $r \in R$, as the following counter-example shows.

counter-example 2.3 Consider the L-fuzzy automaton given in counter-example 2.1. Let $A = \{m_0, n_0, k_0\}$. Then $\sigma(\{m_0, n_0\}) = \{m_0, n_0, k_0\}$. Thus $s(\sigma(\{m_0, n_0\})) = A, \forall \{m_0, n_0\} \in \mu(A)$, which shows that $A$ be a primary of an L-fuzzy automaton $Q$. But for every finite subset $T = \{m_0\} \subseteq A$, $T \nsubseteq s(\{k_0\}) = \{l_0\}$, for some $\{k_0\} \in A$.

Proposition 2.6 If $(L, \bullet, e)$ be a monoid without zero divisors. Then a primary of a compact L-fuzzy automaton is a maximal singly generated subautomaton.

Proof: Let $N$ be a primary of a compact L-fuzzy automaton $M = (Q, X, \delta)$ and let $p \in R$. Then $p \in s(\mu(R))$. So $\exists q \in \mu(R)$ with $p \in s(q)$. As $q \in \mu(R), \sigma(q) \subseteq R$. Now $\sigma(q)$ is finite owing to the compactness of $(Q, X, \delta)$, so $\exists q' \in R$ such that $\sigma(q) \subseteq s(q')$ (by Lemma 3.1) and $(L, \bullet, e)$ is a monoid without zero divisors. Then $s(\sigma(q)) \subseteq s(s(q')) = s(q')$. Also, $q \in s(q') \Rightarrow q' \in \sigma(q) \Rightarrow s(q') \subseteq s(\sigma(q'))$. Thus $s(\sigma(q')) = s(q')$, whereby $s(q')$ is a genetically closed subset of $R$ (as $q' \in R$). So by the minimality of $R$, say $s(q') = R$. Hence the primary $(R, X, \lambda)$ is singly generated. Let $S = s(t)$ be the state-set of another singly generated subautomaton of $M$ such that $R = s(q') \subseteq S$. To prove that $R = S$. It is enough to show that $t \in s(q')$. Now $s(q') \subseteq S = s(t) \Rightarrow q' \in s(t) \Rightarrow t \in \sigma(q')$, so that $t \in s(q')$ (as $s(q')$ is a primary: cf. Proposition 2.5).

Remark 2.7 If $(L, \bullet, e)$ be a monoid with zero divisors. Then a primary of a compact L-fuzzy automaton is not a maximal singly generated subautomaton.
**Proposition 2.7** Let \( M = (Q, X, \delta) \) be a compact \( L \)-fuzzy automaton and \( R \subseteq Q \). Then \( s(\sigma(R)) \) can be written as the union of those primaries of \( Q \), which have nonempty intersection with \( R \).

**Proof:** The proof is similar, as given in [19].

**Proposition 2.8** Let \( M = (Q, X, \delta) \) be a compact \( L \)-fuzzy automaton and \( R \subseteq Q \) be genetic with \((L, \circ, e)\) be a monoid without zero divisors. Then \( s(R) \) is the union of primaries of \( Q \) having nonempty intersection with \( R \).

**Proof:** As \( R \) be genetic, \( \sigma(R) \subseteq s(R) \), implying that \( s(\sigma(R)) \subseteq s(s(R)) = s(R) \), as \((L, \circ, e)\) is a monoid without zero divisors. On the other hand, as \( R \subseteq \sigma(R) \subseteq s(\sigma(R)) \), we have \( s(R) \subseteq s(\sigma(R)) \). Thus \( s(R) = s(\sigma(R)) \). Hence by the Proposition 3.2. \( s(R) \) is the union of primaries of \( Q \) having nonempty intersection with \( R \).

**Remark 2.7** Let \( M = (Q, X, \delta) \) be a compact \( L \)-fuzzy automaton and \( R \subseteq Q \) be genetic with \((L, \circ, e)\) be a monoid with zero divisors. Then \( s(R) \) is not the union of primaries of \( Q \) having nonempty intersection with \( R \), as the following counter-examples shows.

**counter-example 2.2** Similar to counter-example 2.2.

### III. PRIMARY DECOMPOSITION OF AN L-FUZZY AUTOMATA

Finite state automata admit a primary decomposition (cf. e.g., [1]). Even an infinite state automaton can admit a primary decomposition, for example, when that automaton is compact (cf. [18]). In [19] we extended this for \( L \)-fuzzy automaton provided that \((L, \circ, e)\) is a monoid without zero divisors. Also, we introduce the concept of a source-splitting sub-automaton, including their characterization and a topological description with \((L, \circ, e)\) is a monoid without zero divisors. Lastly, we introduce the concept of \( f \)-primaries of an \( L \)-fuzzy automaton \( M = (Q, X, \delta) \) and provided \((L, \circ, e)\) is a monoid without zero divisors.

**Proposition 3.1** An \( L \)-fuzzy automata \( M \) is strongly connected if and only if \( M \) has no proper subautomaton but if \((L, \circ, e)\) be a monoid without zero divisors then the converse is true.

**Proof:** The proof is similar, as given in [23].

**Lemma 3.1** Let \((Q, X, \delta)\) be an \( L \)-fuzzy automaton and \( q \in Q \) such that \( R \subseteq s(\sigma(q)) \) is a non-empty regular closed (genetically closed) subset of \( Q \). Then \( q \in R \) and \((L, \circ, e)\) be a monoid without zero divisors.

**Proof:** Let \( p \in \mu(R) \subseteq R \subseteq s(\sigma(q)) \). Then \( \sigma(p) \subseteq R \) and \( p \in s(\sigma(q)) \). Now \( \sigma(p) \subseteq R \Rightarrow s(\sigma(p)) \subseteq s(R) = R \). Also, \( p \in s(\sigma(q)) \Rightarrow p \in s(t) \), for some \( t \in \sigma(q) \Rightarrow t \in \sigma(p) \), for some \( t \) such that \( q \in t \). Again, \( t \in \sigma(p) \Rightarrow \sigma(t) \subseteq s(\sigma(p)) = s(p) \), as \((L, \circ, e)\) is a monoid without zero divisors. Now \( q \in s(t) \Rightarrow q \in s(\sigma(t)) \subseteq s(\sigma(p)) \subseteq R \). Thus, \( q \in R \).

**Remark 3.1** Let \((Q, X, \delta)\) be an \( L \)-fuzzy automaton and \( q \in Q \) such that \( R \subseteq s(\sigma(q)) \) is a non-empty regular closed (genetically closed) subset of \( Q \) and \((L, \circ, e)\) be a monoid with zero divisors. Then \( q \notin R \), as the following counter-example shows.

**counter-example 3.1** Consider the \( L \)-fuzzy automaton given in counter-example 2.1. Let \( A = \{n_0, k_0\} \subseteq Q \). Then \( \sigma(k_0) = \{n_0\}, s(\sigma(k_0)) = \{n_0, k_0\} \). Then \( A \subseteq s(\sigma(k_0)) \) is not a non-empty regular closed subset of \( Q \), with \( k_0 \notin A \).

**Proposition 3.2** [20] (Primary Decomposition Theorem) Let the \( L \)-fuzzy automaton \( M = (Q, X, \delta) \) be compact (having possibly an infinite state-set \( Q \)). Then

(i) \( M = \bigcup_{i=1}^{n} P_i \), and

(ii) for any \( j, 1 \leq j \leq n, M = \bigcup_{i \neq j} P_i \),

where \( P_1, P_2, P_3, \ldots, P_n \) are all the distinct primaries of \( M \).
Proposition 3.3 A L-fuzzy automaton \( M = (Q, X, \delta) \) is retrievable if and only if \( M \) is decomposable and the primaries of \( M \) are strongly connected.

Proof: The proof is similar, as given in [20].

Remark 3.2 The converse of the above proposition is not true, if \((L, \cdot, e)\) be a monoid with zero divisors.

Proposition 3.4 Let \((L, \cdot, e)\) be a monoid without zero divisors \( M \) is decomposable and the primaries of \( M \) be strongly connected. Then \( M \) is retrievable.

Proof: Let \( M \) be decomposable and the primaries of \( M \) be strongly connected. Also, let \( p, q \in Q \) be such that \( p \in \sigma(q) \) and \((L, \cdot, e)\) be a monoid without zero divisors. Then \( \sigma(p) \subseteq \sigma(\sigma(q)) = \sigma(q) \) and \( s(\sigma(p)) \subseteq s(\sigma(q)) \). Since \( M \) is decomposable and \( s(\sigma(p)) \) is a regular closed subset of \( Q \), \( s(\sigma(p)) \) should contain a primary subset of \( Q \), say \( R \). Now, \( R \subseteq s(\sigma(p)) \subseteq s(\sigma(q)) \Rightarrow p, q \in R \) (cf. Lemma 4.1). But as \( R \) is strongly connected, \( p, q \) \( s(q) \), thereby \( q \in \sigma(p) \). Thus, \( M \) is retrievable.

Definition 3.1 [20] A subautomaton \( N = (R, X, \lambda) \) of an L-fuzzy automaton \( M = (Q, X, \delta) \) is called source-splitting in \( M \) if

(i) \( R \) is a genetically closed subset of \( Q \), and
(ii) \( \forall r \in R, \exists r_1, r_2 \in \sigma(r) \) such that \( \sigma(r_1) \cap \sigma(r_2) = \phi \).

Lemma 3.2 Let \( M = (Q, X, \delta) \) be an L-fuzzy automaton and let \( \{P_i : i \in I\} \) be a family of all distinct primaries of \( M \), with respective state-sets \( R_i \). Then \( s(Q - \cup_{i \in I} R_i) \) is a source-splitting in \( M \).

Proof: The proof is similar, as given in [20].

Lemma 3.3 Let \( N = (R, X, \lambda) \) be a source-splitting subautomaton of an L-fuzzy automaton \( M = (Q, X, \delta) \) and \((L, \cdot, e)\) be a monoid without zero divisors. Then \( \mu(R) \subseteq Q - \cup_{i \in I} R_i \), where \( R_i \)s are in Lemma 4.2.

Proof: To show that \( \mu(R) \subseteq Q - \cup_{i \in I} R_i \), we show that \( \mu(R) \cap R_i = \phi \), \( \forall i \in I \). If possible, let \( \mu(R) \cap R_i = \phi \), for some \( i \in I \). Then \( \mu(R) \cap s(\mu(R_i)) = \phi \) (since \( s(\mu(R_i)) = R_i, \forall i \in I \)). Now \( q \in \mu(R) \cap s(\mu(R_i)) \Rightarrow \sigma(q) \subseteq R \) and \( q \in s(t) \), for some \( t \in \mu(R_i) \Rightarrow s(\sigma(q)) \subseteq s(R) = R \) and \( q \in s(t) \), for some \( t \) with \( s(t) \subseteq R_i \). Also, \( s(t) \subseteq R_i \Rightarrow s(\sigma(t)) \subseteq s(R_i) = R_i \). So, as \( s(\sigma(t)) \) is regular closed and \( R_i \), being a primary subset, is minimal regular closed, we have \( s(\sigma(t)) = R_i \). As \((L, \cdot, e)\) is a monoid without zero divisors. Then \( q \in s(t) \Rightarrow t \in \sigma(q) \Rightarrow s(t) \subseteq \sigma(\sigma(q)) = \sigma(q) \Rightarrow s(\sigma(t)) \subseteq s(\sigma(q)) \Rightarrow R_i \subseteq R \). This shows that \( R \) contains a primary subset, a contradiction, as \( N \), being source-splitting in \( M \), cannot contain any primary. Hence, \( \mu(R) \subseteq Q - \cup_{i \in I} R_i \).

Remark 3.3 Let \( N = (R, X, \lambda) \) be a source-splitting subautomaton of an L-fuzzy automaton \( M = (Q, X, \delta) \) and \((L, \cdot, e)\) be a monoid with zero divisors. Then \( \mu(R) \subseteq Q - \cup_{i \in I} R_i \), where \( R_i \)s are in Lemma 4.2, as the following counter-example shows.

counter-example 3.2 Consider the L-fuzzy automaton given in counter-example 2.1. Let \( A = \{n_0, n_0, k_0\}, A_1 = \{n_0, k_0\}, A_2 = \{k_0, l_0\} \). Then \( \mu(A) = \{n_0, k_0\} \), now \( \mu(A) \cap A_1 = \{n_0, k_0\} \cap \{n_0, k_0\} = \{k_0\} \neq \phi, \forall i = 1, 2 \). Thus \( \mu(R) \subseteq Q - \cup_{i \in I} R_i \).

Proposition 3.5 An L-fuzzy automaton \( (Q, X, \delta) \) is compact if and only if there exists a finite subset \( Q^* \) of \( Q \) such that \( s(Q^*) = Q \), or equivalently, if and only if \( \sigma(Q) \) is finite.

Proof: The proof is similar, as given in [21].

Lemma 3.4 Let \((R, X, \lambda)\) be a primary of an L-fuzzy automaton \((Q, X, \delta)\). Then \( s(\sigma(p)) \subseteq R, \forall p \in \mu(R) \).

Proof: The proof is similar, as given in [21].
Lemma 3.5 Let \((R, X, \lambda)\) be a primary of an \(L\)-fuzzy automaton \((Q, X, \delta)\) and \((L, \cdot, e)\) be a monoid without zero divisors. Then for every finite subset \(T\) of \(R\), \(T \subseteq s(r)\) for some \(r \in R\).

Proof: We prove this Lemma by induction on the number of elements in \(T\). The results is obvious if \(|T| = 1\). Now assume the result to be true for all \(T\) having \(k - 1\) elements. Consider some \(T \subseteq R\) having \(k\) elements. Pick any \(p \in T\). By induction hypothesis, \(\exists q \in R\) such that \(T - p \subseteq s(q)\). Thus \(T \subseteq s(q) \cup p \subseteq s(q, p)\). Put \(S = \{q, p\}\) and let \(m \in \mu(R)\). Then by Lemma 4.4, \(R = s(\sigma(m))\). Note that \(q \in R \Rightarrow q \in s(\sigma(m)) \Rightarrow \delta(m', x, q) > 0\) for some \((m', x, q) \in (\sigma(m) \times X)\), as \((L, \cdot, e)\) is a monoid without zero divisors. Then \(m' \in \sigma(m) \Rightarrow \sigma(\sigma(m')) = \sigma(m') \subseteq \sigma(m) \subseteq R\) (as \(m \in \mu(R)\) \(\Rightarrow m' \in \mu(R) \Rightarrow s(\sigma(m')) = R\) (by Lemma 4.4). Consequently, \(p \in R \Rightarrow p \in s(\sigma(m')) \Rightarrow \delta(r, y, p) > 0\) for some \((r, y) \in \sigma(m') \times X\). From \(r \in \sigma(m')\), we get \(m' \in s(r)\), whereby \(s(m') \subseteq s(s(r)) = s(r)\). This, together with the facts that \(q \in s(m')\) and \(p \in s(r)\). Hence \(S = \{q, p\} \subseteq s(r)\). Thus \(s(q, p) \subseteq s(s(r))\), i.e., \(s(q, p) \subseteq s(r)\). Hence \(T \subseteq s(r)\).

Remark 3.4 Let \((R, X, \lambda)\) be a primary of an \(L\)-fuzzy automaton \((Q, X, \delta)\) and \((L, \cdot, e)\) is a monoid with zero divisors. Then for every finite subset \(T\) of \(R\), \(T \nsubseteq s(r)\) for some \(r \in R\), as the following counter-example shows.

counter-example 3.3 Similar to counter-example 3.1.

Proposition 3.6 Let \(M = (Q, X, \delta)\) be an \(L\)-fuzzy automaton and \((L, \cdot, e)\) be a monoid without zero divisors. Then each maximal finitely closed subset of \(Q\) is \(T(Q)\)-open.

Proof: Let \(R\) be a maximal finitely closed subset of \(Q\). We have to show that \(s(R) = R\). Let \(T\) be a finite subset of \(s(R)\). For each \(q \in T\), we can find some \(p \in R\) with \(q \in s(p)\). The set \(S\) of all such \(p's\) must be finite. Also, \(S \subseteq R\). Obviously, \(T \subseteq s(S)\). Now as \(R\) is finitely closed, \(\exists t \in Q\) such that \(S \subseteq s(t)\), as \((L, \cdot, e)\) is a monoid without zero divisors. Then \(s(S) \subseteq s(t)\) (since \(s(s(t)) = s(t)\)), whereby \(T \subseteq s(t)\). Thus for each finite subset \(T\) of \(s(R)\), \(\exists t \in Q\) such that \(T \subseteq s(t)\). Hence \(s(R)\) is a finitely closed subset of \(Q\). But as \(R\) is a maximal finitely closed set and \(R \subseteq s(R)\), we find that \(s(R) = R\).

Remark 3.5 Let \(M = (Q, X, \delta)\) be an \(L\)-fuzzy automaton and \((L, \cdot, e)\) be a monoid with zero divisors. Then each maximal finitely closed subset of \(Q\) is not \(T(Q)\)-open.

Proposition 3.7 Let \(M = (Q, X, \delta)\) be an \(L\)-fuzzy automaton. Then every primary of \(M\) is an \(f\)-primary of \(M\).

Proof: The proof is similar, as given in [21].

Remark 3.6 Let \(M = (Q, X, \delta)\) be an \(L\)-fuzzy automaton and \(p \in Q\), if \(s(p)\) is a primary of \(M\). Then \(s(p)\) is an \(f\)-primary of \(M\).

Proof: In view of Proposition 4.7, \(s(p)\) is an \(f\)-primary of \(M\).

Remark 3.7 \(s(p)\) is a primary of \(M\) if \((L, \cdot, e)\) be a monoid without zero divisors. So, converse is true only if \((L, \cdot, e)\) be a monoid without zero divisors.

Proposition 3.8 Let \(M = (Q, X, \delta)\) be an \(L\)-fuzzy automaton and \(p \in Q\), if \(s(p)\) is an \(f\)-primary of \(M\). Then it is a primary of \(M\) and \((L, \cdot, e)\) be a monoid without zero divisors.

Proof: We only need to prove that if \(s(p)\) is an \(f\)-primary then it is a primary. So let \(s(p)\) be an \(f\)-primary of \(M\). In view of Proposition 2.2, it suffices to show that \(p \in \mu(s(p))\), or that \(\sigma(p) \subseteq s(p)\). Let \(q \in \sigma(p)\). Then \(p \in s(q)\), as \((L, \cdot, e)\) is a monoid without zero divisors. Then \(s(p) \subseteq s(s(q)) = s(q)\). As \(s(q)\) is finitely closed and \(s(p)\), being an \(f\)-primary, is maximal finitely closed, \(s(q) = s(p)\). Thus \(q \in s(p)\), showing that \(\sigma(p) \subseteq s(p)\).
Proposition 3.9 Let \( M = (Q, X, \delta) \) be a compact \( L \)-fuzzy automaton and \( N = (R, X, \lambda) \) be its subautomaton, if \( N \) is a primary of \( M \). Then it is an \( f \)-primary of \( M \).

Proof: Once again, in view of Proposition 4.7, \( N \) is an \( f \)-primary of \( M \).

Remark 3.8 If \( N \) is a primary of \( M \) and \((L, \cdot, e)\) be a monoid with zero divisors. Then it is not an \( f \)-primary of \( M \).

Proposition 3.10 Let \( M = (Q, X, \delta) \) be a compact \( L \)-fuzzy automaton and \( N = (R, X, \lambda) \) be its subautomaton, if \( N \) is an \( f \)-primary of \( M \). Then it is a primary of \( M \) and \((L, \cdot, e)\) be a monoid without zero divisors.

Proof: Once again, in view of Proposition 4.7, we only need to prove that if \( N \) is an \( f \)-primary of \( M \) then it is a primary. Now, as \( M \) is compact, there exists a finite subset \( R \) of \( R \) such that \( s(R) = R \) (cf. Proposition 4.5). Also, as \( R \) is finitely closed, \( \exists q \in Q \) such that \( R \subseteq s(q) \), as \((L, \cdot, e)\) is a monoid without zero divisors. Then \( s(R) \subseteq s(s(q)) = s(q) \). Thus \( R \subseteq s(q) \). But as \( s(q) \) is finitely closed and \( R \) is maximal finitely closed (as \( N \) is an \( f \)-primary), \( s(q) = R \). Hence \( N \) is a primary of \( M \) (cf. Proposition 3.1).

Remark 3.9 If \( N \) is an \( f \)-primary of \( M \) and \((L, \cdot, e)\) be a monoid with zero divisors. Then it is not a primary of \( M \).

IV. Conclusion

In this paper, we have introduced and studied here the decomposition of fuzzy automata via their primary and \( f \)-primary based on lattice ordered monoids. Interestingly, we found that decomposition concepts for fuzzy automata based on lattice-ordered monoids depends on the associated monoid structure. The obtained results generalize the observations made in [19, 20, 21].
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I. INTRODUCTION

Ordinary differential systems appear recurrently in various applications in engineering, physics, biology and other fields. Due to importance of their frequent appearance in various applied field focus on study of ordinary differential systems have been increased. Ordinary differential systems are essential gear in solving real-world problems. A wide variety of natural phenomena are modeled by second Order differential systems. However, various conventional numerical methods used to solve second order initial value problems which methods cannot be used to solve linear second order boundary value problems. There are few valid methods to obtain numerical solutions for a system of second order boundary value problems. The authors discussed the existence of solutions to second order systems, together with the approximation of solutions through finite difference equations in [1, 5]. T. Valanarasu and N. Ramanujan recommended a method to solve a system of singularly linear second order ordinary differential equations [6]. Geng et al. are represented a new method to obtain the analytical and approximate solutions of linear and non-linear system of second order boundary value problems [7].

There are numerous numerical methods such as least square method, finite difference method, Sinc-Galerkin method, and also others methods using polynomial and non-polynomial spline functions to solve second order boundary value problems (BVPs), recently Bhati and Bracken [8] used Bernstein polynomials for solving two point BVPs by the Galerkin method, but few of them are used to solve system of second order
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boundary value problems. This paper is concentrated on Galerkin method which is used to solve system of second order BVPs with dirichlet boundary condition of the type

\[
\begin{align*}
& a_1(x)u'' + a_2(x)u' + a_3(x)u + a_4(x)v = f_1(x) \\
& b_1(x)v'' + b_2(x)v' + b_3(x)v = f_2(x)
\end{align*}
\]

Subject to the boundary conditions

\[ u(a) = u(b) = 0, \quad v(a) = v(b) = 0 \]

where \( a < x < b, \) \( a_i(x), b_i(x), f_i(x) \) and \( f_2(x) \) are given functions, and \( a_i(x), b_i(x) \) are continuous.

II. Formulation

Let us consider the one-dimensional system of second order differential equations

\[
\begin{align*}
& -u''(x) + q(x)u(x) + r(x)v(x) = f(x) \\
& -v''(x) + s(x)v(x) + t(x)u(x) = g(x)
\end{align*}
\]

for the pair of functions \( u(x) \) and \( v(x) \) in \( 0 < x < 1. \) Since each equation is of second order, two boundary conditions are required to specify each of the solution components \( u(x) \) and \( v(x) \) uniquely. For convenience, we assume homogeneous Dirichlet data at the ends as boundary conditions

\[ u(0) = u(1) = v(0) = v(1) = 0 \]

The data include the prescribed functions \( f, g, q, r, s \) and \( t, \) which are assumed to be bounded and sufficiently smooth to ensure subsequent variational integrals are well defined and the problem is “well posed”. Let consider two trial approximate solutions for the pair of functions \( u(x) \) and \( v(x) \) of system (1) given by

\[
\begin{align*}
\tilde{u}(x) &= \sum_{i=1}^{n} a_i p_i(x), n \geq 1 \\
\tilde{v}(x) &= \sum_{i=1}^{n} b_i p_i(x), n \geq 1
\end{align*}
\]

where \( a_i \) and \( b_i \) are parameter, \( p_i(x) \) are co-ordinate function which satisfies boundary condition (2). Now apply Galerkin Method in system (1) we get weighted residual system of equations

\[
\begin{align*}
\int_{0}^{1} (-\tilde{u}''(x) + q\tilde{u}(x) + r\tilde{v}(x)) \ p_i(x) \ dx &= \int_{0}^{1} f \ p_i(x) \ dx \\
\int_{0}^{1} (-\tilde{v}''(x) + s\tilde{v}(x) + t\tilde{u}(x)) \ p_i(x) \ dx &= \int_{0}^{1} g \ p_i(x) \ dx
\end{align*}
\]

Integrating by parts and setting \( p_i(x) = 0 \) at the boundary \( x = 0 \) and \( x = 1, \) then we obtain system of weighted residual equations

\[
\begin{align*}
\int_{0}^{1} \left( \tilde{u}'(x)p_i'(x) + q \tilde{u}(x)p_i(x) + r \tilde{v}(x)p_i(x) \right) \ dx &= \int_{0}^{1} f \ p_i(x) \ dx \\
\int_{0}^{1} \left( \tilde{v}'(x)p_i'(x) + s \tilde{v}(x)p_i(x) + t \tilde{u}(x)p_i(x) \right) \ dx &= \int_{0}^{1} g \ p_i(x) \ dx
\end{align*}
\]

Now putting the representation (3) into (5) we get
We can write above equations as

\[ \int_0^1 \left( \sum_{j=1}^{n} a_j p_j'(x) p_i'(x) + q \sum_{j=1}^{n} a_j p_j(x) p_i(x) + r \sum_{j=1}^{n} b_j p_j(x) p_i(x) \right) dx = \int_0^1 f p_i(x) dx \]

\[ \int_0^1 \left( \sum_{j=1}^{n} b_j p_j'(x) p_i'(x) + s \sum_{j=1}^{n} b_j p_j(x) p_i(x) + t \sum_{j=1}^{n} a_j p_j(x) p_i(x) \right) dx = \int_0^1 g p_i(x) dx \]

We can write above equations as

\[ \sum_{j=1}^{n} \left\{ \int_0^1 \left[ (p_j(x) p_i'(x)) a_j + (q p_j(x) p_i(x)) a_j + (r p_j(x) p_i(x)) b_j \right] dx \right\} = \int_0^1 f p_i(x) dx \]

\[ \sum_{j=1}^{n} \left\{ \int_0^1 \left[ (p_j(x) p_i'(x)) b_j + (s p_j(x) p_i(x)) b_j + (t p_j(x) p_i(x)) a_j \right] dx \right\} = \int_0^1 g p_i(x) dx \]

where, \( i = 1, 2, 3, \ldots, n \)

Equivalently,

\[ \sum_{j=1}^{n} \{A_{j,i} a_j + B_{j,i} b_j\} = F_i \]

\[ \sum_{j=1}^{n} \{C_{j,i} b_j + D_{j,i} a_j\} = G_i \]

(6)

where, \( i = 1, 2, 3, \ldots, n \)

Where

\[ A_{j,i} = \int_0^1 \left[ (p_j(x) p_i'(x)) + (q p_j(x) p_i(x)) \right] dx \]

\[ B_{j,i} = \int_0^1 \left( r p_j(x) p_i(x) \right) dx, F_i = \int_0^1 f p_i(x) dx \]

\[ C_{j,i} = \int_0^1 \left[ (p_j(x) p_i'(x)) + (s p_j(x) p_i(x)) \right] dx \]

\[ D_{j,i} = \int_0^1 \left( t p_j(x) p_i(x) \right) dx, G_i = \int_0^1 g p_i(x) dx \]

where, \( i = 1, 2, 3, \ldots, n \)

for \( i = 1, 2, \ldots, n \) we get \( n \) system of equations, which involve parameters \( a_i \) and \( b_i \) and which can be obtained by solving system (6). System (6) can be assembled by element matrix contribution.

### III. Bernstein Polynomials

The general form of the Bernstein polynomials of \( n \)th degree over the interval \([a,b]\) is defined by [8-10]

\[ B_{i,n}(x) = \binom{n}{i} \frac{(x-a)^i (b-x)^{n-i}}{(b-a)^n}, \quad a \leq x \leq b \]

where, \( i = 1, 2, 3, \ldots, n \)
Note that each of these $n + 1$ polynomials having degree $n$ satisfies the following properties:

i. $B_{l,n}(x) = 0$ if $i < 0$ or $i > n$

ii. $\sum_{i=0}^{n} B_{i,n}(x) = 1$

iii. $B_{i,n}(a) = B_{i,n}(b) = 0$, $1 \leq i \leq n$

The first 11 Bernstein polynomials of degree ten over the interval $[0,1]$, are given below:

i. $B_{0,10}(x) = (1 - x)^{10}$

ii. $B_{1,10}(x) = 10(1 - x)^9 x$

iii. $B_{2,10}(x) = 45(1 - x)^8 x^2$

iv. $B_{3,10}(x) = 120(1 - x)^7 x^3$

v. $B_{4,10}(x) = 210(1 - x)^6 x^4$

vi. $B_{5,10}(x) = 252(1 - x)^5 x^5$

vii. $B_{6,10}(x) = 210(1 - x)^4 x^6$

viii. $B_{7,10}(x) = 120(1 - x)^3 x^7$

ix. $B_{8,10}(x) = 45(1 - x)^2 x^8$

x. $B_{9,10}(x) = 10(1 - x) x^9$

xi. $B_{10,10}(x) = x^{10}$

All these polynomials satisfy dirichlet boundary conditions. These polynomials and combination of polynomials can be used as trial approximate solutions.

IV. Numerical Example

In this section, we apply the formulation discussed above to solve the system of linear second order BVPs [11]. Consider the following system of equations

\[
\begin{align*}
 u''(x) + xu(x) + x v(x) &= f(x) \\
 v''(x) + 2x v(x) + 2x u(x) &= g(x)
\end{align*}
\]

Subject to the boundary conditions

\[ u(0) = u(1) = 0, \quad v(0) = v(1) = 0 \]

where, $0 < x < 1$, $f(x) = 2$ and $g(x) = -2$. The solutions of system (7) are $u(x) = x^2 - x$ and $v(x) = x - x^2$, respectively.

We use combinations of nine Bernstein polynomials as trial approximate solution to solve the system (7). Consider trial approximation solutions of the system (7) are

\[
\begin{align*}
\tilde{u}(x) &= \sum_{i=1}^{n} a_i B_{i,10}(x) \\
\tilde{v}(x) &= \sum_{i=1}^{n} b_i B_{i,10}(x)
\end{align*}
\]

(9)

where, $i = 1,2,3,...,n$

Which satisfy boundary condition (8). Where $a_i$ and $b_i$ are unknown parameter. Solving the system (7) by using derived formula in section (2), we get the values of parameters $a_i$ and $b_i$ By putting these parameters in (9) we obtain our desire approximate solutions.
Table 1: Comparison of approximation solution \( \tilde{u}(x) \) and exact solution \( u(x) \) of system (7)

| Values of \( x \) | Exact solution  | Approximate solution \( \tilde{u}(x) \) | Absolute error \( |\tilde{u}(x) - u(x)| \) |
|------------------|-----------------|-------------------------------------------|---------------------------------|
| 0                | 0.00000         | 0.00000                                   | 0.00000                         |
| 0.1              | -0.09000        | -0.09000                                  | 1.44875 \times 10^{-12}         |
| 0.2              | -0.16000        | -0.16000                                  | 5.68325 \times 10^{-12}         |
| 0.3              | -0.21000        | -0.21000                                  | 9.00676 \times 10^{-12}         |
| 0.4              | -0.24000        | -0.24000                                  | 1.64499 \times 10^{-11}         |
| 0.5              | -0.25000        | -0.25000                                  | 3.71680 \times 10^{-11}         |
| 0.6              | -0.24000        | -0.24000                                  | 6.82071 \times 10^{-11}         |
| 0.7              | -0.21000        | -0.21000                                  | 8.63545 \times 10^{-11}         |
| 0.8              | -0.16000        | -0.16000                                  | 6.54453 \times 10^{-11}         |
| 0.9              | -0.09000        | -0.09000                                  | 1.86649 \times 10^{-11}         |
| 1.0              | 0.00000         | 0.00000                                   | 0.00000                         |

Figure 1: Graphical comparison of Exact solution \( u(x) \) (- - -) and approximate solution \( \tilde{u}(x) \) (- - -)

Table 2: Comparison of approximation solution \( \tilde{v}(x) \) and exact solution \( v(x) \) of system (7)

| Values of \( x \) | Exact solution  | Approximate solution \( \tilde{v}(x) \) | Absolute error \( |\tilde{v}(x) - v(x)| \) |
|------------------|-----------------|-------------------------------------------|---------------------------------|
| 0                | 0.00000         | 0.00000                                   | 0.00000                         |
| 0.1              | 0.09000         | 0.09000                                   | 1.44875 \times 10^{-12}         |
| 0.2              | 0.16000         | 0.16000                                   | 5.68325 \times 10^{-12}         |
| 0.3              | 0.21000         | 0.21000                                   | 9.00676 \times 10^{-12}         |
| 0.4              | 0.24000         | 0.24000                                   | 1.64499 \times 10^{-11}         |
| 0.5              | 0.25000         | 0.25000                                   | 3.71680 \times 10^{-11}         |
| 0.6              | 0.24000         | 0.24000                                   | 6.82071 \times 10^{-11}         |
| 0.7              | 0.21000         | 0.21000                                   | 8.63545 \times 10^{-11}         |
| 0.8              | 0.16000         | 0.16000                                   | 6.54453 \times 10^{-11}         |
| 0.9              | 0.09000         | 0.09000                                   | 1.86649 \times 10^{-11}         |
| 1.0              | 0.00000         | 0.00000                                   | 0.00000                         |
Table 1 and 2 shows the numerical solution and comparison between exact solutions [11] of system of second order BVPs (7). Figure 1 and 2 display comparison with exact and approximate numerical solution. Our numerical approximate solution gives better accuracy compare with other method [11].

![Graphical comparison of Exact solution $\nu (x)$ (- - -) and approximate solution $\tilde{\nu} (x)$ (- - -).](image)

**V. Conclusion**

In this paper, a numerical method is developed to solve the system of the system of second order boundary value problems by using the Galerkin method. Developed matrix formulation is a general method which used to solve problems. We introduce a problem in matrix formulation which gives us a better result. The results obtained are very encouraging and this method performs better than other methods.
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1. Introduction

The Laplace Transform is a transformation, that it changes a function into a new function. Because of some its properties, it is very important in studying linear differential equations. Laplace transform is named after mathematician and astronomer Pierre-Simon Laplace, who used a similar transform (now called the z-transform) in his work on probability theory.\([2]\) The current widespread use of the transform (mainly in engineering) came about during and soon after World War II \([3]\) although it had been used in the 19th century by Abel, Lerch, Heaviside, and Bromwich. The early history of methods having some similarity to Laplace transform is as follows. From 1744, Leonhard Euler investigated integrals of the form as solutions of differential equations but did not pursue the matter very far.\([4]\) Joseph Louis Lagrange was an admirer of Euler and, in his work on integrating probability density functions, investigated expressions of the form which some modern historians have interpreted within modern Laplace transform theory.\([5]\)\([6]\)\([Clarification needed]\)

These types of integrals attracted Laplace’s attention in 1782 where he was following in the spirit of Euler in using the integrals themselves as solutions of equations.\([7]\) However, in 1785, Laplace took the critical step forward, rather than just looking for a solution in the form of an integral. He started to apply the transforms in the sense that was later to become accepted and transform the whole of a difference equation, to look for solutions to the transformed equation. He then went on to apply the Laplace transform in the same way and started to derive some of its properties, beginning to appreciate its potential power.\([8]\) Laplace also recognized that Joseph Fourier’s method of Fourier series for solving the diffusion equation could only apply...
to a limited region of space because those solutions were periodic. In 1809, Laplace applied his transform to find solutions that diffused indefinitely in space.[9] When we solve some applications of non-homogeneous differential equations that involves Physics, electrical engineering, and other many disciplines by using Laplace transformations like Forced oscillations of a body of mass $m$ on a spring of modulus $k$ in Physics, mathematically defined by using ordinary differential equation as:

$$f(t) = \begin{cases} 
  t + \frac{\pi}{2}, & \text{if } -\pi < t < 0 \\
  -t + \frac{\pi}{2}, & \text{if } 0 < t < \pi 
\end{cases}$$

where, $r(t + 2\pi) = r(t)$

Hence, such type of functions expand to a Fourier series, which represent a complicated and discontinuous functions in terms of simpler continuous functions and periodic functions of cosines and sines.

a) Definition

The Laplace Transform of a function $f(t)$ defined for all $t \geq 0$, is the integral

$$F(s) = \int_{0}^{\infty} e^{-st} f(t) dt$$

The function $F(s)$ is called the Laplace transform of the function $f(t)$. Denoted by $L(f(t))$.

where $s \in \mathbb{R}$ is any real number such that the integral above converges.

The operation which yields $F(s)$ from a given $f(t)$ is called Laplace transformation. $f(t)$ is called the inverse transform or inverse of $F(s)$.

b) Definition

A Fourier series of a periodic functions of a period, $p = 2\pi$ is given by:

$$f(t) = a_0 + \sum_{k=1}^{\infty} [a_k \cos kt + b_k \sin kt]$$

where $a_0$, $a_k$ and $b_k$ are called the Fourier coefficients and defined as:

$$a_0 = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) dt$$

$$a_k = \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \cos kt dt$$

Where, $k = 1, 2, 3, ...$

$$b_k = \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \sin kt dt$$

Where, $k = 1, 2, 3, ...$

II. LAPLACE TRANSFORM OF FOURIER SERIES WITH A PERIOD $P = 2\pi$

Theorem 1: (Laplace Transform of Fourier series with a period $p = 2\pi$)

Suppose $f(t)$ a periodic function with a period $p = 2\pi$ is given, then its Fourier series expansion is:

$$f(t) = a_0 + \sum_{k=1}^{\infty} [a_k \cos kt + b_k \sin kt]$$
Such that, the Laplace transform of \( f(t) \) is given in the form of series as:

\[
L(f(t)) = L(a_0 + \sum_{k=1}^{\infty} [a_k \cos kt + b_k \sin kt])
\]

\[
= \frac{a_0}{s} + \sum_{k=1}^{\infty} \left[ a_k \frac{s}{s^2 + k^2} + b_k \frac{k}{s + k^2} \right]
\]

Where, \( a_0, a_k \) and \( b_k \) are the Fourier coefficients defined in definition 1.2.

**proof**

Suppose \( f(t) \) is a periodic with \( p = 2\pi \) and has a Fourier series expansion; Then,

\[
f(t) = a_0 + \sum_{k=1}^{\infty} [a_k \cos kt + b_k \sin kt]
\]

\[
\Rightarrow L(f(t)) = L(a_0 + \sum_{k=1}^{\infty} [a_k \cos kt + b_k \sin kt])
\]

\[
= L(a_0) + \sum_{k=1}^{\infty} \left[ L(a_k \cos kt + b_k \sin kt) \right]
\]

\[
= \int_{0}^{\infty} e^{st} a_0 dt + \int_{0}^{\infty} e^{st} \left( \sum_{k=1}^{\infty} [a_k \cos kt + b_k \sin kt] \right) dt
\]

\[
= \frac{a_0}{s} + \sum_{k=1}^{\infty} \left[ \int_{0}^{\infty} e^{st} (a_k \cos kt + b_k \sin kt) dt \right]
\]

\[
= \frac{a_0}{s} + \sum_{k=1}^{\infty} \left[ \int_{0}^{\infty} e^{st} a_k \cos kt dt + \int_{0}^{\infty} e^{st} b_k \sin kt dt \right]
\]

\[
= \frac{a_0}{s} + \sum_{k=1}^{\infty} \left[ a_k \int_{0}^{\infty} e^{st} \cos kt dt + b_k \int_{0}^{\infty} e^{st} \sin kt dt \right]
\]

\[
= \frac{a_0}{s} + \sum_{k=1}^{\infty} \left[ a_k \frac{s}{s^2 + k^2} + b_k \frac{k}{s + k^2} \right]
\]

**Theorem 2:** (Laplace Transform of Fourier Cosine and Sine series with a period \( p = 2\pi \))

**A)** Suppose \( f(t) \) is even periodic function with a period \( p = 2\pi \), then its Fourier Cosine series expansion is:

\[
f(t) = a_0 + \sum_{k=1}^{\infty} a_k \cos kt
\]

Where,

\[
a_0 = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) dt
\]

\[
a_k = \frac{2}{\pi} \int_{0}^{\pi} f(t) \cos(kt) dt
\]

Such that, the Laplace transform of \( f(t) \) is given in the form of series as:

\[
L(f(t)) = L(a_0 + \sum_{k=1}^{\infty} a_k \cos kt)
\]
Laplace Transform of Fourier Series of Periodic Functions of a Period $P = 2\pi$

\[
= \frac{a_0}{s} + \sum_{k=1}^{\infty} a_k \frac{s}{s^2 + k^2}
\]

**Proof**

Assume $f(t)$ is an even periodic function with a period of $p = 2\pi$ then its Fourier coefficients are defined as:

\[
a_0 = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) dt
\]

\[
a_k = \frac{2}{\pi} \int_{0}^{\pi} f(t) \cos kt dt
\]

Where, $k = 1, 2, 3, ...$

\[
b_k = 0
\]

Hence, $f(t)$ has a Fourier cosine series expansion; Then,

\[
f(t) = a_0 + \sum_{k=1}^{\infty} a_k \cos kt
\]

\[
\Rightarrow L(f(t)) = L(a_0 + \sum_{k=1}^{\infty} a_k \cos kt)
\]

\[
= L(a_0) + L(\sum_{k=1}^{\infty} [a_k \cos kt + b_k \sin kt])
\]

\[
= \int_{0}^{\infty} e^{st} a_0 dt + \int_{0}^{\infty} e^{st} (\sum_{k=1}^{\infty} a_k \cos kt) dt
\]

\[
= \frac{a_0}{s} + \sum_{k=1}^{\infty} \left[ \int_{0}^{\infty} e^{st} a_k \cos kt dt \right]
\]

\[
= \frac{a_0}{s} + \sum_{k=1}^{\infty} \left[ a_k \int_{0}^{\infty} e^{st} \cos kt dt \right]
\]

\[
= \frac{a_0}{s} + \sum_{k=1}^{\infty} a_k \frac{s}{s^2 + k^2}
\]

**B)** Suppose $f(t)$ is an odd periodic function with a period $p = 2\pi$, then its Fourier sine series expansion is:

\[
f(t) = \sum_{k=1}^{\infty} b_k \sin kt
\]

Such that, the Laplace transform of $f(t)$ is given in the form of series as:

\[
L(f(t)) = L(\sum_{k=1}^{\infty} b_k \sin kt)
\]

\[
= \sum_{k=1}^{\infty} b_k \frac{k}{s^2 + k^2}
\]

**Proof**

Assume $f(t)$ is odd periodic function with a period of $p = 2\pi$, then its Fourier coefficients are defined as:

$a_0 = 0$ and $a_k = 0$
III. Conclusion

When we solve some applications of non-homogeneous differential equations that involves in Physics, electrical engineering and other many disciplines by using Laplace transformations like Forced oscillations, electrical circuit, periodic rectangular wave and half-wave rectifier and so on, are expands to a Fourier series, which represent a complicated and discontinuous functions regarding simpler continuous and periodic functions of cosines and sines. Therefore it is possible to solve a differential equations that involve such type of functions by using Laplace transformation by expanding them in Fourier series.

Therefore the results on Laplace transform of Fourier series are summarized as follows:

1. If \( f(t) \) a periodic function with a period \( p = 2\pi \) is given, then the Laplace transform of \( f(t) \) is given in the form of series as:

\[
L(f(t)) = \frac{a_0}{s} + \sum_{k=1}^{\infty} \left[ a_k \frac{s}{s^2 + k^2} + b_k \frac{k}{s + k^2} \right]
\]

2. If \( f(t) \) is an even periodic function with a period \( p = 2\pi \), then the Laplace transform of \( f(t) \) is given in the form of series as:

\[
L(f(t)) = a_0 \frac{s}{s^2 + k^2} + \sum_{k=1}^{\infty} a_k \frac{s}{s^2 + k^2}
\]

3. If \( f(t) \) is odd periodic function with a period \( p = 2\pi \), then the Laplace transform of \( f(t) \) is given in the form of series as:

\[
L(f(t)) = \sum_{k=1}^{\infty} b_k \frac{k}{s^2 + k^2}
\]
REFERENCES Références Referencias

1. Ordinary Differential equations, GABRIEL NAGY, Mathematics Department, SEPTEMBER 14, 2015
2. Introduction to Ordinary Differential Equations and Some Applications, Edward Burkard
7. Differential Equations for Engineers, Wei-Chau Xie, 2010
9. Historically, how and why was the Laplace Transform invented? Written 18 Oct 2015
From Wikipedia:
Bifurcation for a Class of Fourth-Order Stationary Kuramoto-Sivashinsky Equations under Navier Boundary Condition

By Imed Abid, Soumaya Sâanouni & Nihed Trabelsi

University of Tunis El Manar

Abstract- In this paper, we study the bifurcation of semilinear elliptic problem of fourth-order with Navier boundary conditions. We discuss the existence and the uniqueness of a positive solution and we also prove the existence of critical value and the uniqueness of extremal solutions. We take into account the types of problems of bifurcation for a class of elliptic problems we also establish the asymptotic behavior of the solution around the bifurcation point.

Keywords: bifurcation, regularity, stability, quasilinear.

GJSFR-F Classification: MSC 2010: 35B32, 35B65, 35B35, 35J62
Bifurcation for a Class of Fourth-Order Stationary Kuramoto-Sivashinsky Equations under Navier Boundary Condition

Imed Abid *, Soumaya Sâanouni * & Nihed Trabelsi *

Abstract: In this paper, we study the bifurcation of semilinear elliptic problem of fourth-order with Navier boundary conditions. We discuss the existence and the uniqueness of a positive solution and we also prove the existence of critical value and the uniqueness of extremal solutions. We take into account the types of problems of bifurcation for a class of elliptic problems we also establish the asymptotic behavior of the solution around the bifurcation point.

Keywords: bifurcation, regularity, stability, quasilinear.

1. Introduction

Let Ω be a smooth bounded domain in \( \mathbb{R}^n \), the Kuramoto-Sivashinsky (KS) equation

\[
\partial_t u + \Delta^2 u - \gamma \Delta u + \delta |\nabla u|^2 = \lambda f(x,u) \quad \text{in} \quad \Omega,
\]

\[
\Delta u = u = 0 \quad \text{on} \quad \partial \Omega,
\]

arises in many applications from mathematical physics, which are usually used to describe some phenomena appearing in physics, engineering, and other sciences.

Moreover, the first bifurcation may be subcritical and bistability then occurs. The features qualitatively agree with the experiments. Finally, wave shapes are compared. The addition of the lighter order terms leads to better agreement with the experiments. The (KS) equation was the first non-linear wave equation to be proposed for describing long interfacial waves of two-layer couette and poiseuille flows. In agreement with previous studies, it is shown that each higher order term has a “laminarizing effect”: the solutions of the (KS) equation simplify the benefit of stationary traveling waves.

In the stationary case and for \( \gamma = \delta = \beta = 0 \), various authors have studied the existence of weak solutions for the bifurcation problem

\[(E_\lambda) \quad \left\{ \begin{array}{l}
\Delta^2 u = \lambda f(u) \quad \text{in} \quad \Omega, \\
\Delta u = u = 0 \quad \text{on} \quad \partial \Omega,
\end{array} \right.\]

Notes
where $\Omega$ is a bounded open subset of $\mathbb{R}^n$, $n \geq 2$. Abid and al. have proved in [1] that there exists $0 < \lambda^* < \infty$, a critical value of the parameter $\lambda$, such as $(E_\lambda)$ has a minimal, positive, classical solution $u_\lambda$ for $0 < \lambda < \lambda^*$ and does not have a weak solution for $\lambda > \lambda^*$. When $\lim_{t \to \infty} \frac{f(t)}{t} = a < \infty$, it is proved also there exists a unique classical solution $u^*$ of $(E_{\lambda^*})$ if and only if $\lim_{t \to +\infty} (f(t) - at) < 0$.

When $\delta = \beta = 0$, several researchers are interested in this type of phenomenon:

$$\Delta^2 u - \gamma \Delta u = \lambda f(x, u) \quad \text{in} \quad \Omega,$$
$$\Delta u = u = 0 \quad \text{on} \quad \partial \Omega.$$  

In [17, 18], Lazer and Mckenna firstly proposed and studied the problem of periodic oscillations and traveling waves in a suspension bridge. It was pointed out in [23, 28] that the problem provides a good model for the study of the static deflection of an elastic plate in a fluid. Moreover, Ahmed and Harbi in [2] showed that the problem can also be applied to engineering, such as communication satellites, space shuttles and space stations equipped with large antennas mounted on long flexible beams. Such problems appear for example in the micro-electromechanical systems giving the modelization of electrostatic actuation for membranes deflecting on thin plates in the field of nanotechnology detection systems in [19, 24] where the parameter $\gamma$ represents the constant tension rising in the stretching energy sector in the presence of elastic deformation. It arises in mechanics too, see [11] and in electricity, see [16].

Ben Omrane and Khenissiy in [6] show the nonexistence of solutions with Dirichlet boundary conditions. They prove a dichotomy result giving the positivity preserving property for a biharmonic equation arising in MEMS models.

When $\gamma$ is not constant, other results prove the existence of solutions and study the bifurcation problem with Navier boundary conditions,

$$\Delta^2 u - \text{div}(\gamma(x) \nabla u) = \lambda f(u) \quad \text{in} \quad \Omega.$$  

In [26], Sâanouni and Trabelsi show how the critical problem behaves when it is considered with the Navier boundary condition. The function $\gamma(x)$ is smooth positive on $\overline{\Omega}$ and the $L^\infty$-norm of its gradient is small enough in order to assure the application of maximum principle [12].

Our main interest here will be in the study of a bifurcation problem in stationary case for $\beta = 0$ and $\gamma, \delta, \lambda > 0$, we consider the following problem

$$\left\{ \begin{array}{ll}
\Delta^2 u - \gamma \Delta u + \delta u = \lambda f(u) & \text{in} \quad \Omega, \\
u > 0 & \text{in} \quad \Omega, \\
\Delta u = u = 0 & \text{on} \quad \partial \Omega,
\end{array} \right.$$  

where $\Omega$ is a smooth bounded domain in $\mathbb{R}^n; (n \geq 2)$ and $f$ is a positive, increasing and convex smooth function on $(0, +\infty)$, which verifies

$$\lim_{t \to \infty} \frac{f(t)}{t} = a \in (0, \infty).$$

This paper is organized as follows: In next section we state our main results contained in this work (see Theorems 1, 2 and 3). The content of section 3 is devoted to the proof of Theorem 1, concerns existence of minimal solutions. It is shown that there exists a limiting parameter $\lambda^*$ such that one has existence of stable regular minimal solutions to
(P_\lambda) for \lambda \in (0, \lambda^*), while for \lambda > \lambda^*, not even singular solutions exist. In Sections 4 and 5, we devoted to the proofs of Theorems 1 and 2, we take into account the types of problems of bifurcation for a class of elliptic problems we also establish the asymptotic behavior of the solution around the bifurcation point. Finally, in Section 6 we also give some hints on how to proceed for semilinear problems under Dirichlet boundary conditions.

II. MAIN RESULTS

Throughout our paper, we denote by \| \cdot \|_2, the \text{L}^2(\Omega)-norm, whereas we denote by \| \cdot \|, the \text{H}^2(\Omega) \cap \text{H}^1_0(\Omega)-norm given by

\[ \|u\|^2 = \int_\Omega |\Delta u|^2. \]

**Definition 1.** We say that \( u \in \text{H}^2(\Omega) \cap \text{H}^1_0(\Omega) \) is a weak solution of the problem \((P_\lambda)\), if \( f(u) \in \text{L}^1(\Omega) \) and

\[ \int_\Omega \Delta u \Delta \varphi + \gamma \int_\Omega \nabla u \cdot \nabla \varphi + \delta \int_\Omega u \varphi = \lambda \int_\Omega f(u) \varphi; \quad \forall \varphi \in \text{C}^2(\Omega) \cap \text{H}^2(\Omega) \cap \text{H}^1_0(\Omega). \]

Such solutions are usually known as weak energy solutions. For short, we will refer to them simply as solutions which is assured by the next lemma.

**Remark 1.** Since \( f(t) \leq at + f(0) \), if \( u \in \text{H}^2(\Omega) \cap \text{H}^1_0(\Omega) \) is a weak solution of \((P_\lambda)\) and \( u \in \text{L}^1(\Omega) \), we say that \( u \) is regular solution. It is easily seen by a standard bootstrap argument that \( u \) is always a classical solution.

For more detail, see [12, Proposition 7.15]. In the rest of this paper, we denote by a solution of problem \((P_\lambda)\) any weak or classical solution.

**Definition 2.** We say that \( u \in \text{H}^2(\Omega) \cap \text{H}^1_0(\Omega) \) is a supersolution of \((P_\lambda)\) if \( f(u) \in \text{L}^1(\Omega) \) and

\[ \Delta^2 u - \gamma \Delta u + \delta u \geq \lambda f(u) \text{ in } \mathcal{D}'(\Omega). \]

Reversing the inequality one defines the notion of subsolution.

Next, we recall a version of the Maximum Principle for the biharmonic operator.

**Proposition 1.** Let \( u \in \text{H}^4(\Omega) \cap \text{H}^1_0(\Omega) \) be a function such that

\[ \Delta^2 u \geq 0 \text{ in } \Omega, \quad \Delta u = u = 0 \text{ on } \partial \Omega. \]

Then

\[ u(x) \geq 0, \quad \Delta u(x) \leq 0 \text{ in } \Omega. \]

We say that a solution \( u_\lambda \) of problem \((P_\lambda)\) is minimal if \( u_\lambda \leq u \) in \( \Omega \) for any solution \( u \) of \((P_\lambda)\).

Recall that \( \lambda_1 \in \mathbb{R} \), be the first eigenvalue and \( \varphi_1 \) the first normalized eigenfunction of

\[ (-\Delta)^2 - \gamma \Delta + \delta \text{ in } \Omega \text{ with homogeneous Dirichlet boundary data} \]
Theorem 1. There exists a critical value $\lambda^* \in (0, \infty)$ such that the following properties hold:

(i) For any $\lambda \in (0, \lambda^*)$, problem $(P_\lambda)$ has a minimal solution $u_\lambda$, which is the unique stable solution of $(P_\lambda)$.

(ii) For any $\lambda \in (0, \lambda^*/a)$, $u_\lambda$ is the unique solution of problem $(P_\lambda)$.

(iii) The function $\lambda \mapsto u_\lambda$ is a $C^1$, convex, increasing function.

(iv) If $(P_{\lambda^*})$ has a solution, then $u^* := \lim_{\lambda \to \lambda^*} u_\lambda$ and $\eta_1(\lambda^*, u^*) = 0$. 

\begin{equation}
\begin{aligned}
\Delta^2 \varphi_1 - \gamma \Delta \varphi_1 + \delta \varphi_1 &= \lambda_1 \varphi_1 \quad \text{in } \Omega, \\
\Delta \varphi_1 &= \varphi_1 \quad \text{in } \partial \Omega \\
\|\varphi_1\|_2 &= 1.
\end{aligned}
\end{equation}

an eigenvalue $\lambda_1$ which is positive and that can be characterized as follows

\begin{equation}
\lambda_1 = \min_{\varphi \in H^2(\Omega) \cap H^1_0(\Omega) \setminus \{0\}} \frac{\int_{\Omega} \left( |\Delta \varphi|^2 + \gamma |\nabla \varphi|^2 + \delta \varphi_1^2 \right)}{\int_{\Omega} |\varphi|^2};
\end{equation}

there exists a non-negative function $\varphi_1 \in H^2(\Omega) \cap H^1_0(\Omega)$, which is an eigenfunction corresponding to $\lambda_1$, attaining the minimum in (2), that is $\|\varphi_1\|_2 = 1$ and

$$\lambda_1 = \int_{\Omega} \left( |\Delta \varphi|^2 + \gamma |\nabla \varphi|^2 + \delta \varphi_1^2 \right).$$

A solution $u$ of problem $(P_\lambda)$ is stable if and only if the first eigenvalue of the linearized operator

$$v \mapsto L_{\lambda,u}(v) := \Delta^2 v - \gamma \Delta v + \delta v - \lambda f'(u)v,$$

given by

$$\eta_1(\lambda, u) := \inf_{v \in H^2(\Omega) \cap H^1_0(\Omega) \setminus \{0\}} \eta_1(\lambda, u)(v),$$

where for any $v \in H^2(\Omega) \cap H^1_0(\Omega) \setminus \{0\}$

$$\eta_1(\lambda, u)(v) = \frac{\int_{\Omega} \left( |\Delta v|^2 + \gamma |\nabla v|^2 + \delta v^2 \right)}{\|v\|_2^2} - \lambda \int_{\Omega} f'(u)v^2 dx$$

is non negative. In other words,

$$\lambda \int_{\Omega} f'(u)v^2 dx \leq \int_{\Omega} \left( |\Delta v|^2 + \gamma |\nabla v|^2 + \delta v^2 \right), \quad \text{for any } v \in H^2(\Omega) \cap H^1_0(\Omega). \quad (3)$$

If $\eta(\lambda, u) < 0$, the solution $u$ is said to be unstable.

Next, we let

$$\Lambda := \{ \lambda > 0 \mid (P_\lambda) \text{ admits a solution} \} \quad \text{and } \lambda^* := \sup \Lambda \leq +\infty.$$ 

and

$$r_0 := \inf_{t > 0} \frac{f(t)}{t}.$$

The two values $a$ and $r_0$ that we have already defined will be important in the bifurcation phenomena. More precisely, in the frame of the critical value $\lambda^*$.

We propose to show the following results, first main statement asserts the existence of the critical value $\lambda^*$. 

The next natural obvious object of study gives us more precise information for $\lambda^*$. An important role in our arguments will be played by

$$l := \lim_{t \to \infty} \left( f(t) - at \right).$$

We distinguish two different situations strongly depending on the sign of $l$.

**Theorem 2.** Assume that $l \geq 0$. We have three equivalent assertions:

(i) $\lambda^* = \lambda_1/a$.

(ii) problem $(P_{\lambda^*})$ has no solution.

(iii) $\lim_{\lambda \to \lambda^*} u_\lambda = \infty$ uniformly on compact subsets of $\Omega$.

Again the question arises as to what happens when $l < 0$. The following was proved.

**Theorem 3.** Assume that $l < 0$. Then we have.

(i) the critical value $\lambda^*$ belongs to $(\lambda_1/a, \lambda_1/r_0)$

(ii) $(P_{\lambda^*})$ has a unique solution $u^*$.

(iii) The problem $(P_{\lambda})$ has an unstable solution $v_\lambda$ for any $\lambda \in (\lambda_1/a, \lambda^*)$ and the sequence $(v_\lambda)_\lambda$ satisfies:

(a) $\lim_{\lambda \to \lambda_1/a} v_\lambda = \infty$ uniformly on compact subsets of $\Omega$,

(b) $\lim_{\lambda \to \lambda^*} v_\lambda = u^*$ uniformly in $\Omega$.

### III. Proof of Theorem 1

We say that a solution $u_\lambda$ of problem $(P_{\lambda})$ is minimal if $u_\lambda \leq u$ in $\Omega$ for any solution $u$ of $(P_{\lambda})$.

**Lemma 1.** Problem $(P_{\lambda})$ has no solution for any $\lambda > \lambda_1/r_0$, but has at least one solution provided $\lambda$ is positive and small enough.

**Proof:** First, to show that $(P_{\lambda})$ has a solution, we use the barrier method.

Since $f(0) > 0$, $u \equiv 0$ is a strict subsolution of $(P_{\lambda})$ for every $\lambda > 0$. To this aim, let $\overline{w} \in H^4(\Omega)$ which satisfies

$$\begin{cases}
\Delta^2 \overline{w} - \gamma \Delta \overline{w} + \delta \overline{w} = 1 & \text{in } \Omega, \\
\Delta \overline{w} = \overline{w} = 0 & \text{on } \partial\Omega.
\end{cases}$$

The choice of $\overline{w}$ implies that $\overline{w}$ is a bounded supersolution of $(P_{\lambda})$ for small $\lambda$, more precisely whenever $\lambda < 1/f(||\overline{w}||_{\infty})$.

Notice that for any $\lambda > 0$, the function $\overline{w} \equiv 0$ is a strict subsolution of $(P_{\lambda})$ since $f(0) > 0$. Next, we define a sequence $w_n \in H^4(\Omega)$ by

$$\begin{cases}
\Delta^2 w_{n+1} - \gamma \Delta w_{n+1} + \delta w_{n+1} = \lambda f(w_n) & \text{in } \Omega \\
\Delta w_{n+1} = w_{n+1} = 0 & \text{on } \partial\Omega.
\end{cases} \quad (4)$$

The maximum principle (see [7]) implies that

$$w \leq w_n \leq w_{n+1} \leq \overline{w} \text{ for all } n \in \mathbb{N},$$

so that the sequence $(w_n)_{n\geq 0}$ is increasing and bounded, then it converges. It follows that problem $(P_{\lambda})$ has a solution.
Assume now that \( u \) is a solution of \( (P_\lambda) \) for some \( \lambda > 0 \). Using \( \varphi_1 \) given in (1) as a test function and integrating by parts, we get
\[
\lambda_1 \int_\Omega \varphi_1 \ u = \int_\Omega (\Delta^2 \varphi_1 - \gamma \Delta \varphi_1 + \delta \varphi_1)u = \int_\Omega \Delta^2 u \ \varphi_1 - \gamma \int_\Omega \Delta u \ \varphi_1 + \delta \int_\Omega u \ \varphi_1
\]
\[
= \lambda \int_\Omega f(u) \ \varphi_1 \geq \lambda \ r_0 \int_\Omega u \ \varphi_1.
\]
This yields
\[
(\lambda_1 - \lambda r_0) \int_\Omega \varphi_1 u \geq 0.
\]
Since \( \varphi_1 > 0 \) and \( \ u \ > 0 \), we conclude that the parameter \( \lambda \) should belong to \( (0, \lambda_1/r_0) \).

As a consequence we have that \( \lambda^* \) is a real. Another useful result is stated in what follows.

**Lemma 2.** Assume that \( (P_\lambda) \) is resolvable, then a minimal solution \( u_\lambda \) exists. Moreover, \( (P_{\lambda'}) \) is resolvable for any \( \lambda' \in (0, \lambda) \).

**Proof:** Fix \( \lambda \in (0, \lambda^*) \) and let \( u \) be a solution of \( (P_\lambda) \). As above, we use the barrier method to obtain a minimal solution of \( (P_\lambda) \). The basic idea is to prove by induction that the sequence \( (u_{n})_{n \geq 0} \) defined in (4) is increasing and bounded by \( u \), so it converges to some solution \( u_{\lambda} \). Since \( u_{\lambda} \) is independent of the choice of \( u \), then it is a minimal solution.

Now, if \( u \) is a solution of \( (P_{\lambda}) \), then \( u \) is a super-solution for the problem \( (P_{\lambda'}) \) for any \( \lambda' \in (0, \lambda) \) and \( 0 \) can be used always as a sub-solution.

**Remark 2.** Thanks to lemmas 1 and 2, the set \( \Lambda \) is an interval not empty and bounded.

**a) Proof of Theorem 1.**

i. **Proof of (i).** First, we claim that \( u_{\lambda} \) is stable. Indeed, arguing by contradiction, i.e. the first eigenvalue \( \eta(\lambda, u_{\lambda}) \) is negative. Then, there exists an eigenfunction \( \in H^4(\Omega) \) such that
\[
\Delta^2 \psi - \gamma \Delta \psi + \delta \psi - \lambda f'(u_{\lambda}) \psi = \eta \psi \quad \text{in} \quad \Omega,
\]
\[
\psi > 0 \quad \text{in} \quad \Omega,
\]
\[
\Delta \psi = \psi = 0 \quad \text{on} \quad \partial \Omega.
\]
Consider \( u^\varepsilon := u_{\lambda} - \varepsilon \psi \). Hence, by linearity, we have
\[
\Delta^2 u^\varepsilon - \gamma \Delta u^\varepsilon + \delta u^\varepsilon - \lambda f(u^\varepsilon) = \lambda f(u_{\lambda}) - \varepsilon (\Delta^2 \psi - \gamma \Delta \psi + \delta \psi) - \lambda f(u_{\lambda} - \varepsilon \psi)
\]
\[
= \lambda f(u_{\lambda}) - \varepsilon (\lambda f'(u_{\lambda}) \psi + \eta \psi) - \lambda f(u_{\lambda} - \varepsilon \psi)
\]
\[
= \lambda f(u_{\lambda}) - \varepsilon f'(u_{\lambda}) \psi - \varepsilon \eta \psi
\]
\[
= \lambda o_\varepsilon(\varepsilon \psi) - \varepsilon \eta \psi
\]
\[
= \varepsilon \psi (\lambda o_\varepsilon(1) - \eta).
\]
Since \( \eta(\lambda, u_{\lambda}) < 0 \), for \( \varepsilon > 0 \) small enough, we have
\[
\Delta^2 u^\varepsilon - \gamma \Delta u^\varepsilon + \delta u^\varepsilon - \lambda f(u^\varepsilon) \geq 0 \quad \text{in} \quad \Omega.
\]
Then, for \( \varepsilon > 0 \) small enough, we use the strong maximum principle (Hopf’s lemma, see [14]) to deduce that \( u^\varepsilon \geq 0 \) is a super-solution of \( (P_\lambda) \). As before, we obtain a solution \( u \) such that \( u \leq u^\varepsilon \) and since \( u^\varepsilon < u_{\lambda} \), then we contradict the minimality of \( u_{\lambda} \).

Now, we show that \( (P_\lambda) \) has at most one stable solution. Assume the existence of another stable solution \( v \neq u_{\lambda} \) of problem \( (P_\lambda) \). Let \( w := v - u_{\lambda} \), then by maximum principle \( w > 0 \) and from (3) taking \( w \) as a test function, we have
\[ \lambda \int_{\Omega} f'(v) w^2 \leq \int_{\Omega} |\Delta w|^2 + \gamma \int_{\Omega} |\nabla w|^2 + \delta \int_{\Omega} w^2 \]
\[ \leq \int_{\Omega} \Delta^2 w - \gamma \int_{\Omega} \Delta w + \delta \int_{\Omega} w \]
\[ \leq \int_{\Omega} \left[ \Delta^2 v - \gamma \Delta v + \delta v - \Delta^2 u_\lambda + \gamma \Delta u_\lambda - \delta u_\lambda \right] w \]
\[ \leq \lambda \int_{\Omega} \left[ f(v) - f(u_\lambda) \right] w. \]

Therefore
\[ \int_{\Omega} \left[ f(v) - f(u_\lambda) - f'(v)(v - u_\lambda) \right] w \geq 0. \]

Thanks to the convexity of \( f \), the term in the brackets is nonpositive, hence
\[ f(v) - f(u_\lambda) - f'(v)(v - u_\lambda) = 0 \text{ in } \Omega, \]
which implies that \( f \) is affine over \([u_\lambda, v]\) in \( \Omega \). So, there exists two real numbers \( \alpha \) and \( \beta \) such that
\[ f(x) = \alpha x + \beta \quad \text{in } [0, \max_{\Omega} v]. \]

Finally, since \( u_\lambda \) and \( v \) are two solutions to \( \Delta^2 w - \gamma \Delta w + \delta w = \lambda \alpha w + \lambda \beta \), we obtain that
\[ 0 = \int_{\Omega} \left( u_\lambda \Delta^2 v - v \Delta^2 u_\lambda \right) - \gamma \int_{\Omega} \left( u_\lambda \Delta v - v \Delta u_\lambda \right) + \delta \int_{\Omega} \left( u_\lambda v - v u_\lambda \right) = \lambda \beta \int_{\Omega} (u_\lambda - v). \]

This is impossible since \( \beta = f(0) > 0 \) and \( w = v - u_\lambda \) is positive in \( \Omega \).

3.1.2. Proof of (ii). Recall that \( \lambda_1 \) is defined in (1). By the convexity of \( f \), we deduce that \( a = \sup_{\mathbb{R}^+} f''(t) \). Let \( u \) be a solution to \((P_\lambda)\) for \( \lambda \in (0, \lambda_1/a) \), we suppose that \( u \) is unstable. Then, we can take \( \varphi = \varphi_1 \in H^2(\Omega) \cap H_0^1(\Omega) \) which satisfy
\[ \lambda a \int_{\Omega} \varphi^2 \geq \lambda \int_{\Omega} f'(u) \varphi^2 > \int_{\Omega} |\Delta \varphi|^2 + \gamma \int_{\Omega} |\nabla \varphi|^2 + \delta \int_{\Omega} \varphi^2 = \lambda_1 \int_{\Omega} \varphi^2, \]
which shows that
\[ (\lambda a - \lambda_1) \int_{\Omega} \varphi^2 > 0. \]
Impossible for \( \lambda \in (0, \lambda_1/a) \). Then, \( \eta_\lambda(\lambda, u) \geq 0 \), so we obtain the uniqueness of \( u \).

For the existence, we consider the minimization problem
\[ \min_{u \in H^2(\Omega) \cap H_0^1(\Omega)} \mathcal{J}_\lambda(u), \]
where
\[ \mathcal{J}_\lambda(u) := \frac{1}{2} \int_{\Omega} \left( |\Delta u|^2 + \gamma |\nabla u|^2 + \delta u^2 \right) - \lambda \int_{\Omega} F(u), \quad \text{for all } u \in H^2(\Omega) \cap H_0^1(\Omega) \]
with
\[ u^+ := \max(u, 0) \quad \text{and} \quad F(u) := \int_0^{u^+} f(s)ds. \]

If \( \lambda \in (0, \lambda_1/a) \), there exist \( \varepsilon > 0 \) and \( A > 0 \) depending on \( \lambda \) such that
\[ 2\lambda F(t) \leq (\lambda_1 - \varepsilon)t^2 + A, \quad \forall t \in \mathbb{R}. \]
Standard arguments imply that $\mathcal{J}_\lambda(u)$ is coercive, bounded from below and weakly lower semi-continuous in $H^2(\Omega) \cap H^1_0(\Omega)$ (see propositions 2.2 and 2.3 in [29]). It is easy to see that the minimum of $\mathcal{J}_\lambda$ is attained by some function $u \in H^2(\Omega) \cap H^1_0(\Omega)$. So, the critical point $u$ of $\mathcal{J}_\lambda$ gives a solution of $(P_\lambda)$.

3.1.3. **Proof of (iii).** By sub- and super-solution method, see Lemma 2 we obtain that the mapping $\lambda \mapsto u_\lambda$ is increasing and this proves (iii).

3.1.4. **Proof of (iv).** Now consider the nonlinear operator

$$ G : (0, +\infty) \times C^{4,\alpha}(\Omega) \cap E \rightarrow C^{0,\alpha}(\Omega) $$

where $\alpha \in (0, 1)$ and $E$ is the function space defined by

$$ E := \{ u \in W^{4,2}(\Omega) \mid \Delta u = u = 0 \text{ on } \partial \Omega \}. $$

Assume that $(P_{\lambda^*})$ has a solution $u$. Then for any $\lambda \in (0, \lambda^*)$, $u_\lambda \leq u$ in $\Omega$. Then for every $\lambda \in (0, \lambda^*)$ we have $u_\lambda \leq u^*$ in $\Omega$. Using the monotonicity of $u_\lambda$, we deduce that the function

$$ u^* = \lim_{\lambda \rightarrow \lambda^*} u_\lambda $$

is well defined in $\Omega$ and is a semi-stable solution of problem $(P_{\lambda^*})$. Assuming that the first eigenvalue $\eta_1(\lambda^*, u^*)$ is positive, we can apply the implicit function theorem to the operator $G$. For any $\lambda$ in a neighborhood of $\lambda^*$ and $u$ in a neighborhood of $u^*$, we have $G(\lambda, u) = 0$, which proves that the problem $(P_\lambda)$ has a solution for $\lambda$ in a neighborhood of $\lambda^*$. But this contradicts the definition of $\lambda^*$. So, $\eta_1(\lambda^*, u^*) = 0$ and this completes the proof of Theorem 1.

### IV. Proof of Theorem 2

**Remark 3.** Thanks to Lemma 1 and (ii) of Theorem 1, the critical value $\lambda^*$ satisfies:

$$ \lambda_1/a \leq \lambda^* \leq \lambda_1/r_0. $$

To prove this theorem, we show that the three assertions are equivalent. And finally, we prove that one holds. We shall use the following auxiliary result which is a reformulation of Theorem due to Hörmander [15].

**Lemma 3.** Let $\Omega$ be an open bounded subset of $\mathbb{R}^n$, $n \geq 2$ with smooth boundary. Let $(u_n)$ be a sequence of super-harmonic nonnegative functions defined on $\Omega$. Then the following alternative holds:

: (i) either $\lim_{n \rightarrow \infty} u_n = \infty$ uniformly on compact subsets of $\Omega$,

: (ii) or $(u_n)$ contains a subsequence which converges in $L^1_{loc}(\Omega)$ to some function $u$.

**Remark 4.** The result by Hörmander is also true if $(u_n)$ is a sequence of a super-harmonic nonnegative functions.

4.1. **Proof.** $(i) \Rightarrow (ii)$. By contradiction. We assume that $\lambda^* = \frac{\lambda_1}{a}$. If $(P_{\lambda^*})$ has a solution $u^*$ then, as we have already observed in (iv) of Theorem 1, $\eta_1(\lambda^*, u^*) = 0$. Thus, there exists $\psi \in H^4(\Omega)$ satisfying:

$$ \Delta^2 \psi - \gamma \Delta \psi + \delta \psi - \lambda^* f'(u^*) \psi = 0 \quad \text{in } \Omega $$

$$ \psi > 0 \quad \text{in } \Omega $$

$$ \Delta \psi = \psi = 0 \quad \text{on } \partial \Omega. $$
Using \( \varphi_1 \), given in (1), as a test function and integrating by parts, we obtain
\[
\int_{\Omega} \left( \Delta^2 \varphi_1 - \gamma \Delta \varphi_1 + \delta \varphi_1 \right) - \lambda^* \int_{\Omega} f'(u^*) \psi \varphi_1 = 0
\]
therefore
\[
\int_{\Omega} \left( \lambda_1 - \lambda^* f'(u^*) \right) \psi \varphi_1 = 0.
\]
\( \varphi_1 > 0 \), \( \psi > 0 \), \( \lambda^* = \frac{\lambda_1}{a} \) and \( a = \sup_{t > 0} f'(t) \), we have \( \lambda_1 - \lambda^* f'(u^*) \geq 0 \), the above equation forces \( \lambda_1 - \lambda^* f'(u^*) = 0 \). Hence
\[
f'(u^*) \equiv a \quad \text{in} \quad \Omega.
\]
This implies that \( f(t) = at + b \) in \( \Omega \] for some scalar \( b > 0 \). But there is no positive function in \( \Omega \) such that \( u = \Delta u = 0 \) on \( \partial \Omega \) and
\[
\Delta^2 u - \gamma \Delta u + \delta u = \lambda^* a u + \lambda^* b \quad \text{in} \quad \Omega.
\]
If not, using \( \varphi_1 \) and integrating by parts, we have
\[
\int_{\Omega} \Delta^2 u \varphi_1 - \gamma \int_{\Omega} \Delta u \varphi_1 + \delta \int_{\Omega} u \varphi_1 = \lambda^* a \int_{\Omega} u \varphi_1 + \lambda^* b \int_{\Omega} \varphi_1
\]
then
\[
\int_{\Omega} \left( \Delta^2 \varphi_1 - \gamma \Delta \varphi_1 + \delta \varphi_1 \right) u = \lambda_1 \int_{\Omega} u \varphi_1 + \lambda^* b \int_{\Omega} \varphi_1
\]
i.e.
\[
0 = \lambda^* b \int_{\Omega} \varphi_1 \quad \text{which is impossible.}
\]
Hence, problem \( (P_{\lambda^*}) \) has no solution and (i) implies (ii).

4.2. \textbf{Proof (ii) \Rightarrow (iii).} We assume that (ii) occurs and we claim that \( \lim_{\lambda \to \lambda^*} u_\lambda = \infty \) uniformly on compact subsets of \( \Omega \). By contradiction, suppose that (iii) doesn’t hold. By Lemma 4 and up to a subsequence, \( (u_\lambda) \) converges locally in \( L^1(\Omega) \) to \( u^* \) as \( \lambda \to \lambda^* \).

\textbf{Lemma 4.} The minimal solution \( u_\lambda \) of the problem \( (P_\lambda) \) is bounded in \( L^2(\Omega) \).

\textbf{Proof.} If not, we define
\[
u_\lambda := k_\lambda w_\lambda,
\]
with
\[
\|w_\lambda\|_2 = 1 \quad \text{and} \quad k_\lambda \to +\infty \quad \text{as} \quad \lambda \to \lambda^*.
\]
Since \( f(t) \leq at + f(0) \), We have
\[
\int_{\Omega} |\Delta w_\lambda|^2 \leq \int_{\Omega} |\Delta w_\lambda|^2 + \gamma \int_{\Omega} |\nabla w_\lambda|^2 + \delta \int_{\Omega} w_\lambda^2
\]
\[
= \int_{\Omega} \Delta^2 w_\lambda \ w_\lambda - \gamma \int_{\Omega} \Delta w_\lambda \ w_\lambda + \delta \int_{\Omega} w_\lambda \ w_\lambda = \int_{\Omega} \frac{\lambda f(u_\lambda)}{k_\lambda} w_\lambda
\]
\[
\leq \lambda^* \int_{\Omega} \left( a w_\lambda^2 + \frac{f(0)}{k_\lambda} w_\lambda \right) \leq \lambda^* a - c \int_{\Omega} w_\lambda
\]
\[
\leq \lambda^* a - c \sqrt{\|\Omega\|},
\]
where \( c \) is a positive constant independent on \( \lambda \).
Recall that \( w_\lambda \) satisfies \( \Delta^2 w_\lambda - \gamma \Delta w_\lambda + \delta w_\lambda = \frac{\lambda f(k_\lambda w_\lambda)}{k_\lambda} \) and \( f \) is quasilinear. These facts imply that \( (w_\lambda) \) is bounded in \( H^4(\Omega) \). Hence, up to a subsequence, we have

\[
w_\lambda \rightharpoonup w \text{ weakly in } H^4(\Omega) \text{ and } w_\lambda \rightarrow w \text{ strongly in } H^3(\Omega) \text{ as } \lambda \rightarrow \lambda^*.
\]

Moreover, by the trace theorem, \( w = \Delta w = 0 \) on \( \partial \Omega \). We deduce that \( w \equiv 0 \) in \( \Omega \). This contradicts the fact that \( \| w \|_2 = \lim_{\lambda \rightarrow \lambda^*} \| w_\lambda \|_2 = 1 \). This completes the proof of lemma.

Hence, \( (u_\lambda) \) is bounded in \( L^2(\Omega) \) and by the same arguments as above, it is bounded in \( H^4(\Omega) \) and up to a subsequence, we have

\[
u_\lambda \rightharpoonup u \text{ weakly in } H^4(\Omega) \text{ and } u_\lambda \rightarrow u \text{ strongly in } L^2(\Omega) \text{ as } \lambda \rightarrow \lambda^*.
\]

and this impossible by the hypothesis \((ii)\). This shows that \((ii)\) implies \((iii)\). Moreover, this simply shows that \((ii)\) and \((iii)\) are equivalent.

### 4.3. Proof \((iii) \Rightarrow (i)\)

If \((P_{\lambda^*})\) has a solution \( u^\ast \) then the sequence \( (u_\lambda) \) converges to \( u^\ast \) as \( \lambda \) tends to \( \lambda^* \), which cannot happen in the case where \( \lim_{\lambda \rightarrow \lambda^*} u_\lambda = \infty \). Hence, \((iii)\) implies \((i)\).

Indeed, clearly if \((ii)\) and \((iii)\) occur, we have \( \lim_{\lambda \rightarrow \lambda^*} \| u_\lambda \|_2 = \infty \). Set

\[
u_\lambda = k_\lambda \; w_\lambda \text{ with } \| w_\lambda \|_2 = 1.
\]

Then, up to a subsequence, we obtain

\[
w_\lambda \rightharpoonup w \text{ weakly in } H^4(\Omega) \text{ and } w_\lambda \rightarrow w \text{ strongly in } H^3(\Omega) \text{ as } \lambda \rightarrow \lambda^*.
\]

Moreover,

\[
\Delta^2 w_\lambda - \gamma \Delta w_\lambda + \delta w_\lambda \rightharpoonup \Delta^2 w - \gamma \Delta w + \delta w \text{ in } \mathcal{D}'(\Omega) \text{ as } \lambda \rightarrow \lambda^*
\]

and

\[
\frac{\lambda}{k_\lambda} f(k_\lambda w_\lambda) \longrightarrow \lambda^* a w \text{ in } L^2(\Omega) \text{ as } \lambda \rightarrow \lambda^*.
\]

Then,

\[
\left\{ \begin{array}{ll}
\Delta^2 w - \gamma \Delta w + \delta w = \lambda^* a w & \text{ in } \Omega, \\
\Delta w = w & = 0 \text{ on } \partial \Omega.
\end{array} \right.
\]

Multiplying by \( \varphi_1 \), which is defined in (1), we obtain

\[
\int_{\Omega} \lambda^* a w \varphi_1 = \int_{\Omega} \Delta^2 w \varphi_1 - \gamma \int_{\Omega} \Delta w \varphi_1 + \delta \int_{\Omega} w \varphi_1
\]

\[
= \int_{\Omega} \Delta^2 \varphi_1 w - \gamma \int_{\Omega} \Delta \varphi_1 w + \delta \int_{\Omega} \varphi_1 w = \int_{\Omega} \lambda_1 \varphi_1 w.
\]
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This proves (i). To finish the proof of Theorem 2, we need only to show that \((P_{\lambda_1/a})\) has no solution. Indeed, assume that \(u\) is a solution of \((P_{\lambda_1/a})\). Since \(f(t) - at \geq 0\), we have

\[
\Delta^2 u - \gamma \Delta u + \delta u = \frac{\lambda_1}{a} f(u) \geq \lambda_1 u \quad \text{in} \quad \Omega.
\]

Multiplying the previous equation by \(\varphi_1\) and integrating by parts, we get \(f(u) = au\) in \(\Omega\), which contradicts \(f(0) > 0\). This concludes the proof of Theorem 2.

**Remark 5.** Observe that the equivalence of the assertions of Theorem 2 does not depend on the sign of \(l\).

V. **Proof of Theorem 3**

5.1. **Proof (i).** For the first part of Theorem 3, we have already seen in Remark 3 that \(\lambda_1/a \leq \lambda^* \leq \lambda_1/r_0\). Hence it suffices to prove that \(\lambda^* \neq \lambda_1/a\) and \(\lambda^* \neq \lambda_1/r_0\). First, assume that \(\lambda^* = \lambda_1/a\). By Remark 5, we have

\[
\lim_{\lambda \to \lambda^*} u_\lambda = \infty \quad \text{uniformly on compact subsets of} \ \Omega.
\]

Let \(u_\lambda\) be the minimal solution to \((P_\lambda)\). Then, multiplying \((P_\lambda)\) by \(\varphi_1\) and integrating, we obtain

\[
0 = \int_\Omega \left(\lambda_1 u_\lambda - \lambda f(u_\lambda)\right) \varphi_1 = \int_\Omega \left((\lambda_1 - a\lambda)u_\lambda - \lambda(f(u_\lambda) - au_\lambda)\right) \varphi_1
\]

and then

\[
\lambda \int_\Omega \varphi_1 \left(f(u_\lambda) - au_\lambda\right) \geq 0.
\]

Passing to the limit in the last inequality as \(\lambda\) tends to \(\lambda^*\), we find

\[
0 \leq l \lambda^* \int_\Omega \varphi_1 < 0,
\]

which is impossible and then \(\lambda^* \neq \lambda_1/a\).

Now, assume that \(\lambda^* = \lambda_1/r_0\) and let \(u\) be a solution of problem \((P_{\lambda^*})\). Multiplying \((P_{\lambda^*})\) by \(\varphi_1\) and integrating by parts, we have

\[
\lambda_1 \int_\Omega u \varphi_1 = \frac{\lambda_1}{r_0} \int_\Omega f(u) \varphi_1
\]

that is

\[
\int_\Omega (f(u) - r_0 u) \varphi_1 = 0
\]

which forces \(f(u) = r_0 u\) in \(\Omega\), so that \(f(t) = r_0 t\) in \([0, \max_\Omega u]\). As above, this contradicts the fact that \(f(0) > 0\).

5.2. **Proof (ii).** Since \(\lambda^* > \lambda_1/a\), the existence of a solution to \((P_{\lambda^*})\) is assured by Remark 5. Then, it remains to prove the uniqueness. Assume that \(u\) is another solution to \((P_{\lambda^*})\) and let \(w := u - u^*\). Since \(u^* < u\) and \(\lim_{\lambda \to \lambda^*} u_\lambda = u^*\), we have \(w \geq 0\). Then by convexity of \(f\) we have

\[
\Delta^2 w - \gamma \Delta w + \delta w = \lambda^* \left(f(u) - f(u^*)\right) \geq \lambda^* f'(u^*) w \quad \text{in} \quad \Omega.
\]
Recall that \( \eta_1(\lambda^*, u^*) = 0 \), so let be the corresponding eigenfunction. Multiplying the last inequality by and integrating by parts, we find

\[
0 = \int_\Omega \lambda^* \left( f(u) - f(u^*) - f'(u^*)w \right) \geq 0.
\]

Therefore, we must have equality \( f(u) - f(u^*) = f'(u^*)w \) in \( \Omega \), which implies that \( f \) is linear in \([0, \max u]\) and this leads a contradiction as in the proof of Theorem 1.

5.3. Proof (iii). concerning the existence of a non stable solution \( v_\lambda \) of \((P_\lambda)\) will be proved by using the mountain pass theorem of Ambrosetti and Rabinowitz [3] in the following form:

**Theorem 4.** Let \( E \) be a real Banach space and \( J \in C^1(E, \mathbb{R}) \). Assume that \( J \) satisfies the Palais-Smale condition and the following geometric assumptions:

(*) there exist positive constants \( R \) and \( \rho \) such that

\[
J(u) \geq J(u_0) + \rho, \text{ for all } u \in E \text{ with } \|u - u_0\| = R.
\]

(**) there exists \( v_0 \in E \) such that \( \|v_0 - u_0\| > R \) and \( J(v_0) \leq J(u_0) \).

Then the functional \( J \) possesses at least a critical point. The critical value is characterized by

\[
c := \inf_{g \in \Gamma} \max_{u \in g([0,1])} J(u),
\]

where

\[
\Gamma := \left\{ g \in C([0,1], E) \mid g(0) = u_0, g(1) = v_0 \right\}
\]

and satisfies

\[
c \geq J(u_0) + \rho.
\]

In our case,

\[
\mathcal{J}_\lambda : E \rightarrow \mathbb{R}
\quad u \mapsto \frac{1}{2} \left( \int_\Omega |\Delta u|^2 + \gamma |\nabla u|^2 + \delta u^2 \right) - \int_\Omega F(u),
\]

where

\[
F(t) = \lambda \int_0^t f(s)ds, \text{ for all } t \geq 0.
\]

We take \( u_0 \) as the stable solution \( u_\lambda \) for each \( \lambda \in (\lambda_1/a, \lambda^*) \).

**Remark 6.** The energy functional \( \mathcal{J}_\lambda \) belongs to \( C^1(E, \mathbb{R}) \) and

\[
\langle \mathcal{J}_\lambda'(u), v \rangle = \int_\Omega \Delta u \Delta v + \gamma \int_\Omega \nabla u \nabla v + \delta \int_\Omega uv - \lambda \int_\Omega f(u)v, \text{ for all } u, v \in E.
\]

Since \( \eta_1(\lambda, u_\lambda) > 0 \), the function \( u_\lambda \) is a strict local minimum for \( \mathcal{J}_\lambda \), we apply the mountain pass theorem for \( \mathcal{J}_\lambda \). We show in the next lemma that \( \mathcal{J}_\lambda \) satisfies the Palais-Smale compactness condition.
Lemma 5. Let \((u_n) \subset E\) be a Palais-Smale sequence; that is,
\[
\sup_{n \in \mathbb{N}} |J^\lambda(u_n)| < +\infty, \tag{6}
\]
\[
\|J'_\lambda(u_n)\|_{E^*} \to 0 \quad \text{as } n \to \infty. \tag{7}
\]
Then \((u_n)\) is relatively compact in \(E\).

Proof: Since any subsequence of \((u_n)\) verifies (6) and (7) it is enough to prove that \((u_n)\) contains a convergent subsequence. It suffices to prove that \((u_n)\) contains a bounded subsequence in \(E\). Indeed, suppose we have proved this. Then, up to a subsequence, \(u_n \to u\) weakly in \(E\), strongly in \(L^2(\Omega)\). Now (7) gives
\[
\Delta^2 u_n - \gamma \Delta u_n + \delta u_n - \lambda f(u_n) \to 0 \quad \text{in } D'(\Omega).
\]
Note that \(f(u_n) \to f(u)\) in \(L^2(\Omega)\) because \(|f(u_n) - f(u)| \leq a|u_n - u|\). This shows that
\[
\Delta^2 u_n - \gamma \Delta u_n + \delta u_n \to \lambda f(u) \quad \text{in } D'(\Omega).
\]
That is
\[
\Delta^2 u - \gamma \Delta u + \delta u - \lambda f(u) = 0.
\]
The above equality multiplied by \(u\) gives
\[
\int_{\Omega} |\Delta u|^2 + \gamma \int_{\Omega} |\nabla u|^2 + \delta \int_{\Omega} u^2 - \lambda \int_{\Omega} f(u)u = 0. \tag{8}
\]
Now (7) multiplied by \((u_n)\) gives
\[
\int_{\Omega} |\Delta u_n|^2 + \gamma \int_{\Omega} |\nabla u_n|^2 + \delta \int_{\Omega} u_n^2 - \lambda \int_{\Omega} f(u_n)u_n \to 0 \tag{9}
\]
in view of the boundedness of \((u_n)\) and the \(L^2(\Omega)\)-convergence of \(u_n\) and \(f(u_n)\), we have
\[
\lambda \int_{\Omega} f(u_n)u_n \to \lambda \int_{\Omega} f(u)u
\]
Hence, (8) and (9) give
\[
\int_{\Omega} |\Delta u_n|^2 \to \int_{\Omega} |\Delta u|^2 \quad \text{and} \quad \gamma \int_{\Omega} |\nabla u_n|^2 \to \gamma \int_{\Omega} |\nabla u|^2
\]
which insures us that \(u_n \to u\) in \(E\).

Actually, it is enough to prove that \((u_n)\) is (up to a subsequence) bounded in \(L^2(\Omega)\). Indeed, the \(L^2(\Omega)\)-boundedness of \((u_n)\) implies that \(E\)-boundedness of \((u_n)\) as it can be seen by examining (6).

We shall conclude the proof obtaining a contradiction from the supposition that \(\|u_n\|_2 \to \infty\). Let \(u_n = k_n w_n\) with \(k_n > 0, k_n \to \infty\) and \(\|w_n\|_2 = 1\). Then
\[
0 = \lim_{n \to \infty} \frac{J^\lambda(u_n)}{k_n^2} = \lim_{n \to \infty} \left[ \frac{1}{2} \int_{\Omega} |\Delta w_n|^2 + \frac{\gamma}{2} \int_{\Omega} |\nabla w_n|^2 + \frac{\delta}{2} \int_{\Omega} w_n^2 - \frac{1}{k_n^2} \int_{\Omega} F(u_n) \right]
\]
However, since \(|f(t)| \leq a|t| + b\), we have
\[
|F(u_n)| = |F(k_n w_n)| \leq \frac{a \lambda}{2} k_n^2 w_n^2 + b \lambda |k_n w_n|.
\]
This shows that
\[
\frac{1}{k_n^2} \int_\Omega F(u_n) \leq \frac{a \lambda}{2} \int_\Omega w_n^2 + \frac{b \lambda}{k_n} \int_\Omega w_n < \infty.
\]

We claim that
\[
\Delta^2 w - \gamma \Delta w + \delta w = a \lambda w^+ \quad \text{where } w^+ := \max\{0, w\}. \tag{10}
\]

Indeed, (7) divided by \( k_n \) gives
\[
\int_\Omega \Delta w_n \cdot \Delta v + \gamma \int_\Omega \nabla w_n \cdot \nabla v + \delta \int_\Omega w_n v - \lambda \int_\Omega \frac{f(u_n)}{k_n} v \to 0 \tag{11}
\]
for each \( v \in E \). Now
\[
\int_\Omega \Delta w_n \cdot \Delta v + \gamma \int_\Omega \nabla w_n \cdot \nabla v + \delta \int_\Omega w_n v \to \int_\Omega \Delta w \cdot \Delta v + \gamma \int_\Omega \nabla w \cdot \nabla v + \delta \int_\Omega w v
\]
Hence (10) can be concluded from (11) if we show that \( 1/k_n f(u_n) \) converges (up to a subsequence) to \( aw^+ \) in \( L^2(\Omega) \). Now \( 1/k_n f(u_n) = 1/k_n f(k_n w_n) \) and it is easy to see that the required limit is equal to \( aw \) in the set \( \{ x \in \Omega : w_n(x) \to w(x) \neq 0 \} \).

If \( w(x) = 0 \) and \( w_n(x) \to w(x) \), let \( \varepsilon > 0 \) and \( n_0 \) be such that \( |w_n(x)| < \varepsilon \) for \( n \geq n_0 \). Then
\[
\frac{f(k_n w_n)}{k_n} \leq a \varepsilon + \frac{b}{k_n} \quad \text{for such } n,
\]
that is the required limit is 0. Thus, \( f(u_n)/k_n \to aw^+ \) a.e. Here \( b = f(0) \). Now \( w_n \to w \) in \( L^2(\Omega) \) and, thus, up to a subsequence, \( w_n \) is dominated in \( L^2(\Omega) \) (see [7, Theorem IV.9]).

Since \( 1/k_n f(u_n) \leq a|w_n| + 1/k_n b \), it follows that \( 1/k_n f(u_n) \) is also dominated. Hence (10) is now obtained. Now (10) and the maximum principle imply that \( w \geq 0 \) and (10) becomes
\[
\Delta^2 w - \gamma \Delta w + \delta w = \lambda a w \quad \text{in } \Omega, \tag{12}
\]
\[
w \geq 0 \quad \text{in } \Omega, \quad \|w\|_2 = 1 \quad \text{in } \Omega.
\]

Thus from (1), we have \( \lambda a = \lambda_1 \) and \( w = \varphi_1 \), which contradicts the fact that \( \lambda \neq \lambda_1/a \). This contradiction finishes the proof of the lemma 5.

Now, we need only to check that the two geometric assumptions of theorem 4 are fulfilled.

First, since \( u_\lambda \) is a local minimum of \( J_\lambda \), there exists \( R > 0 \) such that for all \( u \in E \) satisfying \( \|u - u_\lambda\| = R \), we have \( J_\lambda(u) \geq J_\lambda(u_\lambda) \). Then
\[
J_\lambda(u) - J_\lambda(u_\lambda) = J'_\lambda(u_\lambda)(u - u_\lambda, u - u_\lambda) + \rho \quad \text{where } \rho > 0.
\]
This makes \( u_\lambda \) becomes a strict local minimal for \( J \), which proves \((*)\).

Recall that \( \lim_{t \to +\infty} (f(t) - a t) \) is finite, then there exists \( \beta \in \mathbb{R} \) such that
\[
f(t) \geq a t + \beta, \quad \forall t > 0.
\]
Hence
\[
F(t) \geq \frac{a \lambda}{2} t^2 + \beta \lambda t, \quad \forall t > 0.
\]
This yields, using the definition of $\varphi_1$ mentioned in (1),

$$J_\lambda(t\varphi_1) = \frac{\lambda_1 - a\lambda}{2} t^2 \int_\Omega \varphi_1^2 - \beta \lambda t \int_\Omega \varphi_1,$$

since $\|\varphi_1\|_2 = 1$, then we have

$$\frac{J_\lambda(t\varphi_1)}{t^2} = \frac{\lambda_1 - a\lambda}{2} - \beta \lambda \int_\Omega \varphi_1$$

which implies

$$\limsup_{t \to +\infty} \frac{1}{t^2} J_\lambda(t\varphi_1) \leq \frac{\lambda_1 - a\lambda}{2} < 0, \quad \forall \lambda > \lambda_1/a.$$ 

Therefore

$$\lim_{t \to +\infty} J_\lambda(t\varphi_1) = -\infty.$$ 

So, there exists $v_0 \in E$ such that $J_\lambda(v_0) \leq J_\lambda(u_\lambda)$ and (***) is proved.

Finally, let $\bar{v}$ (respectively $\bar{c}$) be the critical point (respectively critical value) of $J_\lambda$, we recall that the function $\bar{v}$ belongs to $E$ and satisfies

$$\Delta^2 \bar{v} - \gamma \Delta \bar{v} + \delta \bar{v} = \lambda f(\bar{v}) \text{ in } \Omega \quad \text{and} \quad J_\lambda(\bar{v}) = \bar{c}.$$ 

The next lemma states that the limit of a sequence of unstable solutions is also unstable.

**Lemma 6.** Let $u_n \rightharpoonup u$ in $H^2(\Omega) \cap H_0^1(\Omega)$ and $\mu_n \to \mu$ be such that $\eta_1(\mu_n, u_n) < 0$. Then, $\eta(\mu, u) < 0$.

**Proof:** The fact that $\eta_1(\mu_n, u_n) < 0$ is equivalent to the existence of a $\varphi_n \in H^2(\Omega) \cap H_0^1(\Omega)$ such that

$$\int_\Omega |\Delta \varphi_n|^2 + \gamma \int_\Omega |\nabla \varphi_n|^2 + \delta \int_\Omega \varphi_n^2 \leq \mu_n \int_\Omega f'(u_n)\varphi_n^2 \quad \text{with} \quad \int_\Omega \varphi_n^2 = 1 \quad (14)$$

Since $f' \leq a$, (14) shows that $(\varphi_n)$ is bounded in $H^2(\Omega) \cap H_0^1(\Omega)$. Let $\varphi \in E$ be such that, up to a subsequence, $\varphi_n \rightharpoonup \varphi$ in $H^2(\Omega) \cap H_0^1(\Omega)$. Then

$$\mu_n \int_\Omega f'(u_n)\varphi_n^2 \to \mu \int_\Omega f'(u)\varphi^2$$

This can be seen by extracting from $(\varphi_n)$ a subsequence dominated in $L^2(\Omega)$ as in [7, Theorem IV.9]. Now we have

$$\int_\Omega |\Delta \varphi|^2 \leq \liminf_{n \to \infty} \int_\Omega |\Delta \varphi_n|^2 \text{ and } \int_\Omega |\nabla \varphi|^2 \leq \liminf_{n \to \infty} \int_\Omega |\nabla \varphi_n|^2$$

finally, since $\|\varphi\|_2 = 1$, we obtain

$$\int_\Omega |\Delta \varphi|^2 + \int_\Omega |\nabla \varphi|^2 + \delta \int \varphi^2 \leq \mu \int f'(u)\varphi^2.$$ 

Obviously, the fact that the function $v$ belongs to $C^4(\Omega) \cap E$ follows from a bootstrap argument.

Actually, the next paragraph said a good deal more, giving additional information on precisely the comportment of the instable solution $v_\lambda$. 

---

**Notes**
5.4. **Proof (iii) (a).** By contradiction, thanks to Lemma 3, there is a sequence of positives scalars \((\lambda_n)\) and a sequence \((v_n)\) of unstable solutions to \((P_{\lambda_n})\) such that \(v_n \to v\) in \(L^1_{\text{loc}}(\Omega)\) as \(\lambda_n \to \lambda_1/a\) for some function \(v\).

We first claim that \((v_n)\) cannot be bounded in \(E\). Otherwise, let \(w \in E\) be such that, up to a subsequence,

\[
v_n \rightharpoonup w \text{ weakly in } E \quad \text{and} \quad v_n \to w \text{ strongly in } L^2(\Omega).
\]

Therefore,

\[
\Delta^2 v_n - \gamma \Delta v_n + \delta v_n \to \Delta^2 w - \gamma \Delta w + \delta w \text{ in } \mathcal{D}'(\Omega),
\]

\[
f(v_n) \to f(w) \text{ in } L^2(\Omega),
\]

which implies that \(\Delta^2 w - \gamma \Delta w + \delta w = \lambda \frac{\Delta}{a} f(w)\) in \(\Omega\). It follows that \(w \in E\) and solves \((P_{\lambda})\) with \(\lambda_1/a\) in stead of \(\lambda\). From Lemma 6, we deduce that

\[
\eta_1 \left( \frac{\lambda_1}{a}, w \right) \leq 0. \tag{15}
\]

Relation (15) shows that \(w \neq u_{\lambda_1/a}\) which contradicts the fact that \((P_{\lambda})\) with \(\lambda_1/a\) in stead of \(\lambda\) has a unique solution. Now, since \(\Delta^2 v_n - \gamma \Delta v_n + \delta v_n = \lambda f(v_n)\), the unboundedness of \((v_n)\) in \(E\) implies that this sequence is unbounded in \(L^2(\Omega)\), too. To see this, let

\[
v_n = k_n w_n, \quad \text{where } k_n > 0, \quad \|w_n\|_2 = 1 \quad \text{and} \quad k_n \to \infty.
\]

Then

\[
\Delta^2 w_n - \gamma \Delta w_n + \delta w_n = \frac{\lambda}{k_n} f(v_n) \to 0 \quad \text{in } L^1_{\text{loc}}(\Omega).
\]

So, we have convergence also in the sense of distributions and \((w_n)\) is seen to be bounded in \(E\) with standard arguments. We obtain

\[
\Delta^2 w - \gamma \Delta w + \delta w = 0 \quad \text{and} \quad \|w\|_2 = 1.
\]

The desired contradiction is obtained since \(w \in E\).

5.5. **Proof (iii) b.** We end the proof by showing that \(v_\lambda\) tends to \(u^*\) uniformly in \(\Omega\) when \(\lambda\) tends to \(\lambda^*\).

As before, it is sufficient to prove the \(L^2(\Omega)\) boundedness of \(v_\lambda\) near \(\lambda^*\) and to use the uniqueness property of \(u^*\). Assume that \(\|v_n\|_2 \to \infty\) as \(\lambda_n \to \lambda^*\), where \(v_n\) is a solution to \((P_{\lambda_n})\). We write again \(v_n = k_n w_n\). Then,

\[
\Delta^2 w_n - \gamma \Delta w_n + \delta w_n = \frac{\mu_n}{k_n} f(v_n). \tag{16}
\]

The fact that the right-hand side of (16) is bounded in \(L^2(\Omega)\) implies that \((w_n)\) is bounded in \(E\). Let \((w_n)\) be such that (up to a subsequence)

\[
w_n \rightharpoonup w \text{ weakly in } E \quad \text{and} \quad w_n \to w \text{ strongly in } L^2(\Omega).
\]

A computation already done shows that

\[
\Delta^2 w - \gamma \Delta w + \delta w = \lambda^* a w, \quad w \geq 0 \text{ and } \|w\|_2 = 1,
\]

which forces \(\lambda^*\) to be \(\lambda_1/a\). This contradiction concludes the proof.
In conclusion, all these results give us a rather clear schema of solutions for the quasilinear case \( a \in (0, +\infty) \). An important role in our arguments has played by 
\[
l := \lim_{t \to \infty} \left( f(t) - at \right).
\]
We distinguish two different situations strongly depending on the sign of \( l \).

Fig. 1: Behavior of the minimal solution, \( l > 0 \)

Fig. 2: Bifurcation branches, \( l < 0 \)

VI. The Dirichlet Problem
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I. Introduction and Preliminary Results

The Cauchy-Euler equation is often one of the first higher order differential equations with variable coefficients (see [1], p. 281, see also [2, 3, 4, 5]). If the independent variable is changed from \( x \) to \( t \) (via the transformation \( x = e^t \)), then the resulting equation becomes a linear constant coefficient ODE. The standard technique for solving a linear constant coefficient ODE is to look for exponential solutions. A special class of homogeneous second order Cauchy-Euler ODE has the form

\[
x^2 \frac{d^2 y}{dx^2} + ax \frac{dy}{dx} + by = 0,
\]

for constants \( a \) and \( b \). This equation actually has what it called a singular point at \( x = 0 \) which yields trivial solution but we are focus to find non-trivial solutions. To solve the equation, alternatively, a solution of the form \( y = x^m \) can be tried directly into (1.1) and deduce the characteristic (or auxiliary or indicial) equation

\[
m^2 + (a - 1)m + b = 0.
\]

The general solution of (1.1) depends on the nature of the roots of (1.2) (see, e.g., [6, 7, 8, 9]). That is, if (1.2) has two distinct real roots say \( m_1 \) and \( m_2 \), then the general solution of (1.1) is \( y = c_1 x^{m_1} + c_2 x^{m_2} \). If (1.2) has double real roots (or the unique real root) \( m \), then the general solution of (1.1) is \( y = c_1 x^m + c_2 x^m \ln x \). And also, if (1.2) has complex conjugates roots \( m_{1,2} = \alpha \pm i\beta \), then the general solution of (1.1) is \( y = x^\alpha (c_1 \sin(\beta \ln x) + c_2 \cos(\beta \ln x)) \), where \( c_1 \) and \( c_2 \) are some constants.

The linear none-homogeneous Cauchy-Euler equation has the form

$$x^2 \frac{d^2 y}{dx^2} + ax \frac{dy}{dx} + by = r(x).$$  \hspace{1cm} (1.3)

**Lemma:** Let \( r(x) \) be a piecewise continuous function on \( I \) and let \( y_1 \) and \( y_2 \) be two linearly independent solutions of (1.1) on \( I \). Then a particular solution \( y_p \) of (1.3), [7, 10, 11, 12] is given by

$$y_p = -y_1 \int \frac{y_2 r(x)}{x^2 W(x; y_1, y_2)} dx + y_2 \int \frac{y_1 r(x)}{x^2 W(x; y_1, y_2)} dx,$$  \hspace{1cm} (1.4)

where \( W(x; y_1, y_2) \) is the Wronskian of \( y_1 \) and \( y_2 \).

**Proof.** Let \( u(x) \) and \( v(x) \) be continuously differentiable functions (to be determined) for some \( x \) in \( I \) such that

$$y_p = uy_1 + vy_2,$$  \hspace{1cm} (1.5)

is a particular solution of (1.3). Differentiation of (1.5) leads to

$$\frac{dy_p}{dx} = u \frac{dy_1}{dx} + v \frac{dy_2}{dx} + y_1 \frac{du}{dx} + y_2 \frac{dv}{dx}.$$  \hspace{1cm} (1.6)

We choose \( u \) and \( v \) so that

$$y_1 \frac{du}{dx} + y_2 \frac{dv}{dx} = 0.$$  \hspace{1cm} (1.7)

Using (1.7) in (1.6), we have

$$\frac{dy_p}{dx} = u \frac{dy_1}{dx} + v \frac{dy_2}{dx}$$  \hspace{1cm} and  \hspace{1cm} \( \frac{d^2 y_p}{dx^2} = u \frac{d^2 y_1}{dx^2} + v \frac{d^2 y_2}{dx^2} + \frac{du}{dx} \frac{dy_1}{dx} + \frac{dv}{dx} \frac{dy_2}{dx}.$$  \hspace{1cm} (1.8)

Since \( y_p \) is a particular solution of (1.3), \( y_1 \) and \( y_2 \) are solutions of (1.1), using (1.5) and (1.8) in (1.3), we obtain the condition

$$\frac{du}{dx} \frac{dy_1}{dx} + \frac{dv}{dx} \frac{dy_2}{dx} = \frac{r(x)}{x^2}.$$  \hspace{1cm} (1.9)

Thus from (1.7) and (1.9), we have system of equations as

$$\begin{cases} y_1 \frac{du}{dx} + y_2 \frac{dv}{dx} = 0 \\ \frac{du}{dx} \frac{dy_1}{dx} + \frac{dv}{dx} \frac{dy_2}{dx} = \frac{r(x)}{x^2} \end{cases}$$  \hspace{1cm} (1.10)

Applying Cramer’s rule for (1.10) and after simplification, we get

$$u = - \int \frac{y_2 r(x)}{x^2 W(x; y_1, y_2)} dx \quad \text{and} \quad v = \int \frac{y_1 r(x)}{x^2 W(x; y_1, y_2)} dx.$$  \hspace{1cm} (1.11)

So (1.5) and (1.11) yield the desired results. We complete proof of lemma.

In the next section, we have showed that a general solution of the generalized second order nonlinear Cauchy-Euler equation and examples are presented to clarify the results.
II. The Main Results

**Theorem.** Let \( f(y(x)) \) be continuously differentiable function. The second order nonlinear homogeneous ordinary differential equation of the form

\[
x^2 \left( p(y) \frac{d^2 y}{dx^2} + q(y) \left( \frac{dy}{dx} \right)^2 \right) + axp(y) \frac{dy}{dx} + bf(y) = 0,
\]

has the general solution \( f(y) = c_1 x^{m_1} + c_2 x^{m_2} \) if (1.2) has two distinct real roots. And also (2.1) has the general solution \( f(y) = c_1 x^m + c_2 x^m \ln x \) if (1.2) has double real roots; and (2.1) has the general solution \( f(y) = x^\alpha (c_1 \sin(\beta \ln x) + c_2 \cos(\beta \ln x)) \) whenever (1.2) has complex conjugates roots, where \( a, b, c_1 \) and \( c_2 \) are real constants, \( p(y) = \frac{d}{dy}(f(y)) \) and \( q(y) = \frac{d}{dy}(p(y)) \).

If \( r(x) \) be a piecewise continuous function and \( f_1(y(x)) \) and \( f_2(y(x)) \) be two linearly independent solutions of (2.1), then the second order nonlinear non-homogeneous ODE of the form

\[
x^2 \left( p(y) \frac{d^2 y}{dx^2} + q(y) \left( \frac{dy}{dx} \right)^2 \right) + axp(y) \frac{dy}{dx} + bf(y) = r(x),
\]

has a particular solution \( f_p(y(x)) \) which is given by

\[
f_p(y(x)) = -f_1(y) \int \frac{f_2(y)r(x)}{x^2W(x; f_1, f_2)} \, dx + f_2(y) \int \frac{f_1(y)r(x)}{x^2W(x; f_1, f_2)} \, dx.
\]

Where \( a, b \) are real constants, \( p(y) = \frac{d}{dy}(f(y)) \), \( q(y) = \frac{d}{dy}(p(y)) \), and \( W(x; f_1(y), f_2(y)) \neq 0 \) is the Wronskian of \( f_1(y) \) and \( f_2(y) \).

**Proof.** To prove the first identity (2.1), let \( \xi = f(y) \), so that \( \frac{d\xi}{dx} = p(y) \frac{dy}{dx} \) and \( \frac{d^2\xi}{dx^2} = q(y) (\frac{dy}{dx})^2 + p(y) \frac{d^2y}{dx^2} \). Then, we have

\[
x^2 \frac{d^2\xi}{dx^2} + ax \frac{d\xi}{dx} + b\xi = 0.
\]

To solve the equation, plug \( \xi = x^m \) into (2.4) and we get the characteristic equation (1.2). Applying (1.1), (1.2) and after simplification, we obtain the general corresponding solutions of (2.1). Hence we complete proof of (2.1).

Next, to prove the second identity (2.2), let \( \xi = f(y) \), then we obtain

\[
x^2 \frac{d^2\xi}{dx^2} + ax \frac{d\xi}{dx} + b\xi = r(x).
\]

Let \( \xi_1 = f_1(y) \) and \( \xi_2 = f_2(y) \) be two linearly independent solutions of (2.4) so that they are also solutions for (2.1). Let \( u(x) \) and \( v(x) \) be continuously differentiable functions (to be determined) such that

\[
\xi_p = f_p(y) = u\xi_1 + v\xi_2,
\]

Let \( \xi_1 = f_1(y) \) and \( \xi_2 = f_2(y) \) be two linearly independent solutions of (2.4) so that they are also solutions for (2.1). Let \( u(x) \) and \( v(x) \) be continuously differentiable functions (to be determined) such that

\[
\xi_p = f_p(y) = u\xi_1 + v\xi_2,
\]
is a particular solution of (2.5) which is also a particular solution of (2.2). Then applying (1.6)-(1.10) and using (2.6) with its first and second derivatives in (2.5), we have system of equations as

\[
\begin{cases}
\xi_1 \frac{du}{dx} + \xi_2 \frac{dv}{dx} = 0 \\
\frac{du}{dx} \xi_1 + \frac{dv}{dx} r(x) = \frac{r(x)}{x^2}
\end{cases}
\]  

(2.7)

Using (1.11) and (2.7) after simplification with little algebra, we get

\[
u = -\int \frac{\xi_2 r(x)}{x^2 W(x; \xi_1, \xi_2)} dx \quad \text{and} \quad v = \int \frac{\xi_1 r(x)}{x^2 W(x; \xi_1, \xi_2)} dx;
\]

\[
u = -\int \frac{x^{-2} f_2(y) r(x)}{W(x; f_1(y), f_2(y))} dx \quad \text{and} \quad v = \int \frac{x^{-2} f_1(y) r(x)}{W(x; f_1(y), f_2(y))} dx. \quad (2.8)
\]

Using (2.6) and (2.8), we arrive at (2.2).

### III. Examples

Now let us show the usefulness of the theorem through some examples.

**Example 3.1.** Solve the following nonlinear ODE for \( x \in (0, \frac{\pi}{2}) \).

\[
2x^2 \left( \frac{1}{1 + 4y^2} \frac{d^2 y}{dx^2} - \frac{8y}{(1 + 4y^2)^2} \left( \frac{dy}{dx} \right)^2 \right) - \frac{4x}{1 + 4y^2} \frac{dy}{dx} + 2\arctan(2y) = x^3,
\]

**Solution.** Let \( \xi = \arctan(2y) \) so that

\[
\frac{d\xi}{dx} = \frac{2}{1 + 4y^2} \frac{dy}{dx} \quad \text{and} \quad \frac{d^2\xi}{dx^2} = \frac{2}{1 + 4y^2} \frac{d^2 y}{dx^2} - \frac{16y}{(1 + 4y^2)^2} \left( \frac{dy}{dx} \right)^2.
\]

Then the given equation reduce to the form

\[
x^2 \frac{d^2\xi}{dx^2} - 2x \frac{d\xi}{dx} + 2\xi = x^3.
\]

From this, the two linearly independent solutions of the corresponding homogeneous part are \( \xi_1 = x = f_1(y) \) and \( \xi_2 = x^2 = f_2(y) \). Here the Wronskian 
\( W(x, x^2) = x^2 \neq 0 \). Clearly \( y_1(x) = \frac{1}{2} \tan(x) \) and \( y_2(x) = \frac{1}{2} \tan(x^2) \) are the two linearly independent solutions of the corresponding homogeneous part.

From the above theorem using (2.3), a particular solution \( \xi_p \) is given by

\[
\xi_p = f_p(y) = -x \int \frac{x^2}{x^2, x^2} dx + x^2 \int \frac{x, x^3}{x^2, x^2} dx = \frac{x^3}{2}.
\]

Thus by applying the above theorem (2.2), a particular solution of the given equation is \( f_p(y) = \arctan(2y) = \frac{x^3}{2} \) implies \( y_p = \frac{1}{2} \tan(\frac{x^3}{2}) \).
Thus obviously the general solution of the given nonlinear non-homogeneous second order ODE is simply the sum of the general solutions of its corresponding homogeneous part and the particular solution of the non-homogeneous part. Hence \( y(x) = c_1 \tan(x) + c_2 \tan(x^2) + \frac{1}{2} \tan\left(\frac{x^3}{2}\right) \) is the required general solution, for some integral constants \( c_1 \) and \( c_2 \).

**Example 3.2.** Find a particular solution of the nonlinear ODE

\[
2x^2 \left( \frac{1}{1 + 4y^2} \frac{d^2 y}{dx^2} - \frac{8y}{(1 + 4y^2)} \left( \frac{dy}{dx} \right)^2 \right) - \frac{4x}{1 + 4y^2} \frac{dy}{dx} + 2 \arctan(2y) = x^4.
\]

**Solution.** Let \( \xi = \arctan(2y) \) and using example (3.1), we obtain

\[
x^2 \frac{d^2 \xi}{dx^2} - 2x \frac{d\xi}{dx} + 2\xi = x^4.
\]

By the above theorem and example (3.1), a particular solution is \( \xi_p = f_p(y) = \frac{x^4}{6} \), implies that \( y_p = \frac{1}{2} \tan\left(\frac{x^4}{6}\right) \) is the desired solution.

**Example 3.3.** Find a particular solution of the nonlinear ODE

\[
2x^2 \left( \frac{1}{1 + 4y^2} \frac{d^2 y}{dx^2} - \frac{8y}{(1 + 4y^2)} \left( \frac{dy}{dx} \right)^2 \right) - \frac{4x}{1 + 4y^2} \frac{dy}{dx} + 2 \arctan(2y) = x^4 + x^3.
\]

**Solution.** By the principle of superposition, a particular solution should be

\[
y_p = y_{p1} + y_{p2} = \frac{1}{2} \tan\left(\frac{x^3}{2}\right) + \frac{1}{2} \tan\left(\frac{x^4}{6}\right)
\]

is the desired solution.

**Example 3.4.** Find the general solution of the nonlinear ODE

\[
x^2 \left( \frac{2}{y^3} \left( \frac{dy}{dx} \right)^2 - \frac{1}{y^2} \frac{d^2 y}{dx^2} \right) - \frac{7x}{y^2} \frac{dy}{dx} + \frac{13}{y} = \frac{4}{x^3}, \quad \text{for} \quad x \in (1, 2].
\]

**Solution.** Let \( \xi = \frac{1}{y} \). Using \( \xi \) and its first and second derivatives in the given equation, we obtain

\[
x^2 \frac{d^2 \xi}{dx^2} + 7x \frac{d\xi}{dx} + 13\xi = \frac{4}{x^3},
\]

which has two linearly independent solutions \( \xi_1 = x^{-3} \cos(2\ln x) \) and \( \xi_2 = x^{-3} \sin(2\ln x) \). Here the Wronskian \( W(x; \xi_1, \xi_2) = 2x^{-7} \neq 0 \) for \( x \in (1, 2] \). Thus by the above theorem (2.2) and (2.3), we get a particular solution

\[
\xi_p = x^{-3} \sin^2(2\ln x) - x^{-3} \cos^2(2\ln x).
\]

\[
y_p = -\frac{x^3}{\sin^2(2\ln x) - \cos^2(2\ln x)}.
\]
Hence the required general solution for some constants $c_1$ and $c_2$ is

$$y(x) = c_1 \frac{x^3}{\cos(2 \ln x)} + c_2 \frac{x^3}{\sin(2 \ln x)} + y_p.$$ 

IV. Concluding Remarks and Observations

In this paper besides having an important history background, it also has interesting applications. Using this paper, we can find the general solutions of a nonlinear Cauchy-Euler equation that can be reduced to the general form of a linear Cauchy-Euler equation [1], which is given as

$$a_n x^n \frac{d^n y}{dx^n} + a_{n-1} x^{n-1} \frac{d^{n-1} y}{dx^{n-1}} + \cdots + a_1 x \frac{dy}{dx} + a_0 y = f(x),$$ 

by using appropriate methods. In particular, the ideas of this paper may be a base to obtain a generalized version of other first order ODEs. Moreover, the approach adopted in this paper was meant to reach both researchers and undergraduate students.
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A major lynchpin of research work for the writing of research papers is the keyword search, which one will employ to find both library and internet resources. Up to eleven keywords or very brief phrases have to be given to help data retrieval, mining, and indexing.
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Tips for Writing a Good Quality Science Frontier Research Paper

Techniques for writing a good quality Science Frontier Research paper:

1. Choosing the topic: In most cases, the topic is selected by the interests of the author, but it can also be suggested by the guides. You can have several topics, and then judge which you are most comfortable with. This may be done by asking several questions of yourself, like "Will I be able to carry out a search in this area? Will I find all necessary resources to accomplish the search? Will I be able to find all information in this field area?" If the answer to this type of question is "yes," then you ought to choose that topic. In most cases, you may have to conduct surveys and visit several places. Also, you might have to do a lot of work to find all the rises and falls of the various data on that subject. Sometimes, detailed information plays a vital role, instead of short information. Evaluators are human: The first thing to remember is that evaluators are also human beings. They are not only meant for rejecting a paper. They are here to evaluate your paper. So present your best aspect.

2. Think like evaluators: If you are in confusion or getting demotivated because your paper may not be accepted by the evaluators, then think, and try to evaluate your paper like an evaluator. Try to understand what an evaluator wants in your research paper, and you will automatically have your answer. Make blueprints of paper: The outline is the plan or framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your outline must be related to the topic you have chosen.

3. Ask your guides: If you are having any difficulty with your research, then do not hesitate to share your difficulty with your guide (if you have one). They will surely help you out and resolve your doubts. If you can’t clarify what exactly you require for your work, then ask your supervisor to help you with an alternative. He or she might also provide you with a list of essential readings.

4. Use of computer is recommended: As you are doing research in the field of science frontier then this point is quite obvious. Use right software: Always use good quality software packages. If you are not capable of judging good software, then you can lose the quality of your paper unknowingly. There are various programs available to help you which you can get through the internet.

5. Use the internet for help: An excellent start for your paper is using Google. It is a wondrous search engine, where you can have your doubts resolved. You may also read some answers for the frequent question of how to write your research paper or find a model research paper. You can download books from the internet. If you have all the required books, place importance on reading, selecting, and analyzing the specified information. Then sketch out your research paper. Use big pictures: You may use encyclopedias like Wikipedia to get pictures with the best resolution. At Global Journals, you should strictly follow here.
6. **Bookmarks are useful:** When you read any book or magazine, you generally use bookmarks, right? It is a good habit which helps to not lose your continuity. You should always use bookmarks while searching on the internet also, which will make your search easier.

7. **Revise what you wrote:** When you write anything, always read it, summarize it, and then finalize it.

8. **Make every effort:** Make every effort to mention what you are going to write in your paper. That means always have a good start. Try to mention everything in the introduction—what is the need for a particular research paper. Polish your work with good writing skills and always give an evaluator what he wants. Make backups: When you are going to do any important thing like making a research paper, you should always have backup copies of it either on your computer or on paper. This protects you from losing any portion of your important data.

9. **Produce good diagrams of your own:** Always try to include good charts or diagrams in your paper to improve quality. Using several unnecessary diagrams will degrade the quality of your paper by creating a hodgepodge. So always try to include diagrams which were made by you to improve the readability of your paper. Use of direct quotes: When you do research relevant to literature, history, or current affairs, then use of quotes becomes essential, but if the study is relevant to science, use of quotes is not preferable.

10. **Use proper verb tense:** Use proper verb tenses in your paper. Use past tense to present those events that have happened. Use present tense to indicate events that are going on. Use future tense to indicate events that will happen in the future. Use of wrong tenses will confuse the evaluator. Avoid sentences that are incomplete.

11. **Pick a good study spot:** Always try to pick a spot for your research which is quiet. Not every spot is good for studying.

12. **Know what you know:** Always try to know what you know by making objectives, otherwise you will be confused and unable to achieve your target.

13. **Use good grammar:** Always use good grammar and words that will have a positive impact on the evaluator; use of good vocabulary does not mean using tough words which the evaluator has to find in a dictionary. Do not fragment sentences. Eliminate one-word sentences. Do not ever use a big word when a smaller one would suffice.

Verbs have to be in agreement with their subjects. In a research paper, do not start sentences with conjunctions or finish them with prepositions. When writing formally, it is advisable to never split an infinitive because someone will (wrongly) complain. Avoid clichés like a disease. Always shun irritating alliteration. Use language which is simple and straightforward. Put together a neat summary.

14. **Arrangement of information:** Each section of the main body should start with an opening sentence, and there should be a changeover at the end of the section. Give only valid and powerful arguments for your topic. You may also maintain your arguments with records.

15. **Never start at the last minute:** Always allow enough time for research work. Leaving everything to the last minute will degrade your paper and spoil your work.

16. **Multitasking in research is not good:** Doing several things at the same time is a bad habit in the case of research activity. Research is an area where everything has a particular time slot. Divide your research work into parts, and do a particular part in a particular time slot.

17. **Never copy others’ work:** Never copy others’ work and give it your name because if the evaluator has seen it anywhere, you will be in trouble. Take proper rest and food: No matter how many hours you spend on your research activity, if you are not taking care of your health, then all your efforts will have been in vain. For quality research, take proper rest and food.

18. **Go to seminars:** Attend seminars if the topic is relevant to your research area. Utilize all your resources.

19. **Refresh your mind after intervals:** Try to give your mind a rest by listening to soft music or sleeping in intervals. This will also improve your memory. Acquire colleagues: Always try to acquire colleagues. No matter how sharp you are, if you acquire colleagues, they can give you ideas which will be helpful to your research.
20. **Think technically:** Always think technically. If anything happens, search for its reasons, benefits, and demerits. Think and then print: When you go to print your paper, check that tables are not split, headings are not detached from their descriptions, and page sequence is maintained.

21. **Adding unnecessary information:** Do not add unnecessary information like "I have used MS Excel to draw graphs." Irrelevant and inappropriate material is superfluous. Foreign terminology and phrases are not apropos. One should never take a broad view. Analogy is like feathers on a snake. Use words properly, regardless of how others use them. Remove quotations. Puns are for kids, not grunt readers. Never oversimplify: When adding material to your research paper, never go for oversimplification; this will definitely irritate the evaluator. Be specific. Never use rhythmic redundancies. Contractions shouldn’t be used in a research paper. Comparisons are as terrible as clichés. Give up ampersands, abbreviations, and so on. Remove commas that are not necessary. Parenthetical words should be between brackets or commas. Understatement is always the best way to put forward earth-shaking thoughts. Give a detailed literary review.

22. **Report concluded results:** Use concluded results. From raw data, filter the results, and then conclude your studies based on measurements and observations taken. An appropriate number of decimal places should be used. Parenthetical remarks are prohibited here. Proofread carefully at the final stage. At the end, give an outline to your arguments. Spot perspectives of further study of the subject. Justify your conclusion at the bottom sufficiently, which will probably include examples.

23. **Upon conclusion:** Once you have concluded your research, the next most important step is to present your findings. Presentation is extremely important as it is the definite medium though which your research is going to be in print for the rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A good quality research paper format is essential because it serves to highlight your research paper and bring to light all necessary aspects of your research.

**Informal Guidelines of Research Paper Writing**

**Key points to remember:**
- Submit all work in its final form.
- Write your paper in the form which is presented in the guidelines using the template.
- Please note the criteria peer reviewers will use for grading the final paper.

**Final points:**

One purpose of organizing a research paper is to let people interpret your efforts selectively. The journal requires the following sections, submitted in the order listed, with each section starting on a new page:

*The introduction:* This will be compiled from reference matter and reflect the design processes or outline of basis that directed you to make a study. As you carry out the process of study, the method and process section will be constructed like that. The results segment will show related statistics in nearly sequential order and direct reviewers to similar intellectual paths throughout the data that you gathered to carry out your study.

*The discussion section:*

This will provide understanding of the data and projections as to the implications of the results. The use of good quality references throughout the paper will give the effort trustworthiness by representing an alertness to prior workings.

Writing a research paper is not an easy job, no matter how trouble-free the actual research or concept. Practice, excellent preparation, and controlled record-keeping are the only means to make straightforward progression.

*General style:*

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general guidelines.

*To make a paper clear:* Adhere to recommended page limits.
Mistakes to avoid:

- Insertion of a title at the foot of a page with subsequent text on the next page.
- Separating a table, chart, or figure—confine each to a single page.
- Submitting a manuscript with pages out of sequence.
- In every section of your document, use standard writing style, including articles ("a" and "the").
- Keep paying attention to the topic of the paper.
- Use paragraphs to split each significant point (excluding the abstract).
- Align the primary line of each section.
- Present your points in sound order.
- Use present tense to report well-accepted matters.
- Use past tense to describe specific results.
- Do not use familiar wording; don’t address the reviewer directly. Don’t use slang or superlatives.
- Avoid use of extra pictures—include only those figures essential to presenting results.

Title page:

Choose a revealing title. It should be short and include the name(s) and address(es) of all authors. It should not have acronyms or abbreviations or exceed two printed lines.

Abstract: This summary should be two hundred words or less. It should clearly and briefly explain the key findings reported in the manuscript and must have precise statistics. It should not have acronyms or abbreviations. It should be logical in itself. Do not cite references at this point.

An abstract is a brief, distinct paragraph summary of finished work or work in development. In a minute or less, a reviewer can be taught the foundation behind the study, common approaches to the problem, relevant results, and significant conclusions or new questions.

Write your summary when your paper is completed because how can you write the summary of anything which is not yet written? Wealth of terminology is very essential in abstract. Use comprehensive sentences, and do not sacrifice readability for brevity; you can maintain it succinctly by phrasing sentences so that they provide more than a lone rationale. The author can at this moment go straight to shortening the outcome. Sum up the study with the subsequent elements in any summary. Try to limit the initial two items to no more than one line each.

Reason for writing the article—theory, overall issue, purpose.

- Fundamental goal.
- To-the-point depiction of the research.
- Consequences, including definite statistics—if the consequences are quantitative in nature, account for this; results of any numerical analysis should be reported. Significant conclusions or questions that emerge from the research.

Approach:

- Single section and succinct.
- An outline of the job done is always written in past tense.
- Concentrate on shortening results—limit background information to a verdict or two.
- Exact spelling, clarity of sentences and phrases, and appropriate reporting of quantities (proper units, important statistics) are just as significant in an abstract as they are anywhere else.

Introduction:

The introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background information to be capable of comprehending and calculating the purpose of your study without having to refer to other works. The basis for the study should be offered. Give the most important references, but avoid making a comprehensive appraisal of the topic. Describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the reviewer will give no attention to your results. Speak in common terms about techniques used to explain the problem, if needed, but do not present any particulars about the protocols here.
The following approach can create a valuable beginning:

- Explain the value (significance) of the study.
- Defend the model—why did you employ this particular system or method? What is its compensation? Remark upon its appropriateness from an abstract point of view as well as pointing out sensible reasons for using it.
- Present a justification. State your particular theory(-ies) or aim(s), and describe the logic that led you to choose them.
- Briefly explain the study's tentative purpose and how it meets the declared objectives.

Approach:

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job is done. Sort out your thoughts; manufacture one key point for every section. If you make the four points listed above, you will need at least four paragraphs. Present surrounding information only when it is necessary to support a situation. The reviewer does not desire to read everything you know about a topic. Shape the theory specifically—do not take a broad view.

As always, give awareness to spelling, simplicity, and correctness of sentences and phrases.

Procedures (methods and materials):

This part is supposed to be the easiest to carve if you have good skills. A soundly written procedures segment allows a capable scientist to replicate your results. Present precise information about your supplies. The suppliers and clarity of reagents can be helpful bits of information. Present methods in sequential order, but linked methodologies can be grouped as a segment. Be concise when relating the protocols. Attempt to give the least amount of information that would permit another capable scientist to replicate your outcome, but be cautious that vital information is integrated. The use of subheadings is suggested and ought to be synchronized with the results section.

When a technique is used that has been well-described in another section, mention the specific item describing the way, but draw the basic principle while stating the situation. The purpose is to show all particular resources and broad procedures so that another person may use some or all of the methods in one more study or referee the scientific value of your work. It is not to be a step-by-step report of the whole thing you did, nor is a methods section a set of orders.

Materials:

*Materials may be reported in part of a section or else they may be recognized along with your measures.*

Methods:

- Report the method and not the particulars of each process that engaged the same methodology.
- Describe the method entirely.
- To be succinct, present methods under headings dedicated to specific dealings or groups of measures.
- Simplify—detail how procedures were completed, not how they were performed on a particular day.
- If well-known procedures were used, account for the procedure by name, possibly with a reference, and that's all.

Approach:

It is embarrassing to use vigorous voice when documenting methods without using first person, which would focus the reviewer's interest on the researcher rather than the job. As a result, when writing up the methods, most authors use third person passive voice.

Use standard style in this and every other part of the paper—avoid familiar lists, and use full sentences.

What to keep away from:

- Resources and methods are not a set of information.
- Skip all descriptive information and surroundings—save it for the argument.
- Leave out information that is immaterial to a third party.
Results:
The principle of a results segment is to present and demonstrate your conclusion. Create this part as entirely objective
details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Use statistics and tables, if suitable, to
present consequences most efficiently.

You must clearly differentiate material which would usually be incorporated in a study editorial from any unprocessed data
or additional appendix matter that would not be available. In fact, such matters should not be submitted at all except if
requested by the instructor.

Content:
- Sum up your conclusions in text and demonstrate them, if suitable, with figures and tables.
- In the manuscript, explain each of your consequences, and point the reader to remarks that are most appropriate.
- Present a background, such as by describing the question that was addressed by creation of an exacting study.
- Explain results of control experiments and give remarks that are not accessible in a prescribed figure or table, if
  appropriate.
- Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or
  manuscript.

What to stay away from:
- Do not discuss or infer your outcome, report surrounding information, or try to explain anything.
- Do not include raw data or intermediate calculations in a research manuscript.
- Do not present similar data more than once.
- A manuscript should complement any figures or tables, not duplicate information.
- Never confuse figures with tables—there is a difference.

Approach:
As always, use past tense when you submit your results, and put the whole thing in a reasonable order.

Put figures and tables, appropriately numbered, in order at the end of the report.

If you desire, you may place your figures and tables properly within the text of your results section.

Figures and tables:
If you put figures and tables at the end of some details, make certain that they are visibly distinguished from any attached
appendix materials, such as raw facts. Whatever the position, each table must be titled, numbered one after the other, and
include a heading. All figures and tables must be divided from the text.

Discussion:
The discussion is expected to be the trickiest segment to write. A lot of papers submitted to the journal are discarded
based on problems with the discussion. There is no rule for how long an argument should be.

Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the
paper with a summing up of the implications of the study. The purpose here is to offer an understanding of your results
and support all of your conclusions, using facts from your research and generally accepted information, if suitable. The
implication of results should be fully described.

Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact, you must explain
mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have
happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the
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Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results that you have, and take care of the study as a finished work.
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- One piece of research will not counter an overall question, so maintain the large picture in mind. Where do you go next? The best studies unlock new avenues of study. What questions remain?
- Recommendations for detailed papers will offer supplementary suggestions.

Approach:

When you refer to information, differentiate data generated by your own studies from other available information. Present work done by specific persons (including you) in past tense.

Describe generally acknowledged facts and main beliefs in present tense.
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