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Let F : D ⊂ S −→ S be a differentiable function, where S = R or S = C and
D is an open nonempty set.

We are interested in computing a solution x∗ of equation

F (x) = 0. (1.1)

The point x∗ is needed in closed form. But this form is attained only in special
cases. That explains why most solution methods for (1.1) are iterative. There
is a plethora of local convergence results for high convergent iterative methods
based on Taylor expansions requiring the existence of higher than one derivatives
not present on these methods. But there is very little work on the semi-local
convergence of these methods or the local convergence using only the derivative
of the operator appearing on these methods. We address these issues using a
method by S. Kumar defined by

x0 ∈ D, xn+1 = xn −A−1n F (xn), (1.2)

where An = F ′(xn)− γF (xn), γ ∈ S. It was shown in [6] that the order of this
method is three and for en = xn − x∗,

en+1 = (γ − a2)e2n +O(e3n), (1.3)

Abstract- S. Kumar provided the local convergence of a third convergent order method 
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For example [1]: Let E = E1 = R, D = [−0.5, 1.5]. Define λ on D by

On the Convergence of a Single Step Third Order Method for Solving Equations

λ(t) =

{
t3 log t2 + t5 − t4 if t 6= 0

0 if t = 0.

Then, we get t∗ = 1, and

λ′′′(t) = 6 log t2 + 60t2 − 24t+ 22.

Obviously λ′′′(t) is not bounded on D. So, the convergence of scheme (1.2) is
not guaranteed by the previous analyses in [6]. We address all these concerns by
using conditions only on F ′ in both the local and semi-local case that appears
on method (1.2). This way we expand the applicability of this method. Our
technique is very general so it can be used to extend the applicability of other
methods along the same lines [2–5,7–10]. Throughout this paper U(x, r) = {y :
|x− y| < r} and U [x, r] = {y : |x− y| ≤ r} for x ∈ S and r > 0.

The rest of the paper is set up as follows: In Section 2 we present the
semi-local analysis, where in Section 3 we present local analysis. The numerical
experiments are presented in Section 4.

Let L0, L, γ, δ be given positive parameters and η ≥ 0. Define scalar sequence
{tn} by

t0 = 0, t1 = η,

tn+2 = tn+1 +
L(tn+1 − tn)2 + 2|γ|δ(tn + η)(tn+1 − tn)

2(1− (L0 + |γ|δ)tn+1))
. (2.1)

Next, we shall prove that this equence is majorizing for method (1.2). But
first we need to define more parameters and scalar functions:

α0 =
Lt1

2(1− (L0 + |γ|δ)t1)
,

4 = L2 − 8(L0 + |γ|δ)(1|γ|δ − L),

functions f : [0, 1) −→ R, g : [0, 1) −→ R by

f(t) =
2|γ|δη
1− t

+
2t(L0 + |γ|δ)η

1− t
+ 2|γ|δη − 2t,

g(t) = 2(L0 + |γ|δ)t2 + Lt+ 2|γ|δ − L

and sequences of polynomials fn : [0, 1) −→ R by

fn(t) = Ltnη + 2|γ|δ(1 + t+ . . .+ tn−1)η + η

+2t(L0 + |γ|δ)(1 + t+ . . .+ tn)η − 2t.

where am = 1
m!

F (m)(x∗)
F ′(x∗) , m = 2, 3, . . . . It follows that the convergence requires

the existence of F ′, F ′′, F ′′′ but F ′′, F ′′′ do not appear on method (1.2). So, these
assumptions limit the applicability of the method. Moreover, no computable
error bounds on |xn − x∗| or uniqueness of the solution results are given.

II. Semi-Local Analysis
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)

(C2) There exists minimal β ∈ (0, 1) such that f(β) = 0, α ∈ (0, 1) : f(α) = 0,
and 4 > 0. Then, suppose α0 ≤ α ≤ β.

(C3) f(t) 6= 0 for all t ∈ [0, 1) and 4 ≤ 0.

(C4) f(t) 6= 0 and 4 > 0. Notice that g has two solutions: 0 ≤ s1 < s2 < 1.
Suppose α0 ≤ s ∈ (s1, s2] and f(s) ≤ 0.

Let us denote these conditions by (C).
Next, we present convergence results for sequence (2.1).

Suppose:

(L0 + |γ|δ)tn+1 < 1. (2.2)

Then, the following assertions hold

0 ≤ tn ≤ tn+1 (2.3)

and

t∗ = lim
n−→∞

tn ≤
1

L0 + |γ|δ
. (2.4)

Assertions follow from (2.1) and (2.2), where t∗ is the unique least upper
bound of sequence {tn}.

The next result is shown under stronger conditions but which are easier to
verify than (2.2).

Suppose: conditions (C) hold. Then, assertions (2.3) and (2.4)
hold too.

Mathematical induction on m is used to show

(Im) :
L(tm+1 − tm) + 2|γ|δ(tm + η)

2(1− (L0 + |γ|δ)tm+1
≤ α. (2.5)

This estimate hols for m = 0 by the definition of α0 and conditions (C). Then,

we get 0 ≤ t2− t1 ≤ α(t1− t0) = αη and t2 ≤ t1 +αη = 1−α2

1−α η <
η

1−α . Suppose

0 ≤ tm+1 − tm ≤ αmη and tm ≤ 1−αm

1−α η. Then, (2.5) holds if

Lαmη + 2|γ|δ((1 + α+ . . .+ αm−1)η + η)

+2α(L0 + |γ|δ)(1 + α+ . . .+ αm)η − 2α ≤ 0 (2.6)

or

fm(t) ≤ 0 at t = α. (2.7)

We need a relationship between two consecutive polynomials fm :

fm+1(t) = fm+1(t)− fm(t) + fm(t)

= Ltm+1η + 2|γ|δ(1 + t+ . . .+ tm)η + 2|γ|δη

+2t(L0 + |γ|δ)(1 + t+ . . .+ tm+1)η + fm(t)

Notice that 4 is the discreminant of g. Consider that any of these conditions
hold:

(C1) There exists minimal β ∈ (0, 1) such that f(β) = 0 and 4 ≤ 0. Then,
suppose α0 ≤ β.

Lemma 2.1 

Proof. 

Lemma 2.2 

Proof. 

Notes
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)

−Ltmη − 2|γ|δ(1 + t+ . . .+ tm−1)η − 2|γ|δη

−2t(L0 + |γ|δ)(1 + t+ . . .+ tm−1)η − 2|γ|δη

−2t(L0 + |γ|δ)(1 + t+ . . .+ tm)η + 2t

= fm(t) + g(t)tmη,

so

fm+1(t) = fm(t) + g(t)tmη. (2.8)

Define function f∞ : [0, 1) −→ R by

f∞(t) = lim
m−→∞

fm(t). (2.9)

It then follows from (2.6) and (2.9) that

f∞(t) = f(t). (2.10)

Case (C1) We have by (2.8) that

fm(t) ≤ fm+1(t). (2.11)

So, (2.7) holds if

f∞(t) ≤ 0, (2.12)

which is true by the choice of β.

Case(C2) Then, again (2.11) and (2.12) hold by the choice of α and β.

Case(C4) We have

fm+1(t) ≤ fm(t),

so (2.7) holds if f1(α) ≤ 0, which is true by (C4).

The induction for items (2.5) so the induction for (2.3) is completed too
leading again to the verification of the assertions for 1

L0+|γ|δ in (2.4) replaced

by η
1−α .

Next, we introduce the conditions (A) to be used in the semi-local conver-
gence of method (1.2).

Suppose:

(A1) There exist x0 ∈ D, η ≥ 0 such that A0 6= 0 and ‖A−10 F (x0)‖ ≤ η.

(A2) There exists L0 > 0 such that ‖A−10 (F ′(v) − F ′(x0))‖ ≤ L0‖v − x0‖ for
all v ∈ D. Set D0 = U(x0,

1
L0

) ∩D.
(A3) There exist L > 0, δ > 0 such that ‖A−10 (F ′(v)−F ′(w))‖ ≤ L‖v−w‖ and

‖A−10 (F (v)− F (x0))‖ ≤ δ‖v − x0‖,

for all v, w ∈ D0.

(A4) Conditions of Lemma 2.1 or Lemma 2.2 hold
and

(A5) U [x0, t
∗] ⊂ D.

Next, we show the semi-local convergence of method (1.2) under the condi-
tions (A).

Notes
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)

Suppose that conditions (A) hold. Then, sequence {xn} gen-
erated by method (1.2) is well defined remains in U(x0, t

∗) and converges to a
solution of equation (1.1) such that x∗ ∈ U [x0, t

∗].

Mathematical induction is used to show

‖xn+1 − xn‖ ≤ tn+1 − tn. (2.13)

This estiamte holds by (A1) and (1.2) for n = 0. Indeed, we have

‖x1 − x0‖ = ‖A−10 F (x0)‖ = η = t1 − t0 < t∗,

so x1 ∈ U(x0, t
∗). Suppose (2.13) holds for all values of m smaller or equal to

n − 1. Next, we show Am+1 6= 0. Using the definition of Am+1, (A2), (A3) we
get in turn that

‖A−10 (Am+1 −A0)‖ = ‖A−10 (F ′(xn+1)− γF (xm+1)− F ′(x0) + γF (x0))‖

≤ ‖A−10 (F ′(xm+1)− F ′(x0))‖+ |γ|‖A−10 (F (xm+1)− F (x0))‖

≤ L0‖xm+1 − x0‖+ |γ|δ‖xm+1 − x0‖

≤ L0(tm+1 − t0) + |γ|δ(tm+1 − t0)

= (L0 + |γ|δ)tm+1 < 1, (2.14)

where we also used by the induction hypotheses that

‖xm+1 − x0‖ ≤ ‖xm+1 − xm‖+ ‖xm − xm−1‖+ . . .+ ‖x1 − x0‖

≤ tm+1 − t0 = tm+1 < t∗,

so xm+1 ∈ U(x0, t
∗). It also follows from (2.14) that Am+1 6= 0 and

‖A−1m+1A0‖ ≤
1

1− (L0 + |γ|δm+1)
(2.15)

by the Banach lemma on inverses of functions [8]. Moreover, we can write by
method (1.2):

F (xm+1) = F (xm+1)− F (xm)− F ′(xm)(xm+1 − xm) + γF ′(xm)(xm+1 − xm),
(2.16)

since F (xm) = −(F ′(xm)−γF (xm))(xm+1−xm). By (A3) and (2.16), we obtain
in turn

‖A−10 F (xm+1)‖ ≤ ‖
∫ 1

0

A−10 (F ′(xm + θ(xm+1 − xm))

−F ′(xm))dθ(xm+1 − xm)‖

+‖A−10 F ′(xm)‖‖xm+1 − xm‖

≤ L

2
‖xm+1 − xm‖2

+|γ|(‖A−10 (F (xm+1)− F (x0)‖+ ‖A−10 F (x0)‖)‖xm+1 − xm‖

Theorem 2.3 

Proof. 
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≤ L

2
(tm+1 − tm)2 + |γ|(δ‖xm+1 − x0‖+ η)(tm+1 − tm)

≤ L

2
(tm+1 − tm)2

+|γ|(δtm+1 + η)(tm+1 − tm). (2.17)

It then follows from (1.2), (2.15) and (2.17) that

|xm+2 − xm+1‖ ≤ ‖A−1m+1A0‖‖A−10 F (xm+1)‖ ≤ tm+2 − tm+1, (2.18)

and

‖xm+2 − x0‖ ≤ ‖xm+2 − xm+1‖+ ‖xm+1 − x0‖

≤ tm+2 − tm+1 + tm+1 − t0 = tm+2 < t∗. (2.19)

But sequence {tm} is fundamental. So, sequence {xm} is fundamental too (by
(2.18)), so it converges to some x∗ ∈ U [x0, t

∗]. By letting m −→ ∞ in (2.17),
we deduce that F (x∗) = 0.

Next, we present a uniqueness of the solution result for equation (1.1).

Suppose

(1) There exists x0 ∈ D,K > 0 such that F ′(x0) 6= 0 and

‖F ′(x0)−1(F ′(v)− F ′(x0))‖ ≤ K‖v − x0‖ (2.20)

for all v ∈ D.

(2) The point x∗ ∈ U [x0, a] ⊆ D is a simple solution of equation F (x) = 0 for
some a > 0.

(3) There exists b ≥ a such that

K(a+ b) < 2.

Set B = U [x0, b] ∩D. Then, the only solution of equation F (x) = 0 in B is x∗.

Set M =
∫ 1

0
F ′(z∗+ θ(x∗− z∗))d for some z ∈ B with F (z∗) = 0. Then,

in view of (2.20)

‖F ′(x0)−1(M − F ′(x0))‖ ≤ K

∫ 1

0

((1− θ)‖x0 − x∗‖+ θ‖x0 − z∗‖)dθ

≤ K

2
(a+ b) < 1,

so, z∗ = x∗ follows from M 6= 0 and M(z∗ − x∗) = F (z∗)− F (x∗) = 0− 0 = 0.

Proposition 2.4 

Proof. 

Notes

On the Convergence of a Single Step Third Order Method for Solving Equations



 
 

 
 

 
 
 
 
 
 
 
 
 
 

        

1

Y
ea

r
20

22

25

© 2022 Global Journals

       

               

                          

                   

  

G
lo
ba

l
Jo

ur
na

l
of

Sc
ie
nc

e
Fr

on
tie

r
R
es
ea

rc
h 

  
  
  
 V

ol
um

e
X
X
II  
 I
ss
ue

  
  
 e

rs
io
n 

I 
 

V
I

  
 

( F
)

Let β0, β and β1 be positive parameters. Set

β2 = β0 + |δ|β1.

Define function h : [0, 1
β2

) −→ R by

h(t) =
βt

2(1− β0t)
+

|γ|β2
1t

(1− β0t)(1− β2t)
.

Suppose this function has a minimal zero ρ ∈ (0, 1
β2

). We shall use conditions

(H). Suppose:

(H1) The point x∗ ∈ D is a simple solution of equation (1.1).

(H2) There exists β0 > 0 such that

‖F ′(x∗)−1(F ′(v)− F ′(x∗))‖ ≤ β0‖v − x∗‖

for all v ∈ D. Set D1 = U(x∗, 1
β0

) ∩D.

(H3) There exist β > 0, β1 > 0 such that

‖F ′(x∗)−1(F ′(v)− F ′(w))‖ ≤ β‖v − w‖

and

‖F ′(x∗)−1(F (v)− F (x∗))‖ ≤ β1‖v − x∗‖

for all v, w ∈ D1.

(H4) Function h(t)− 1 has a minimal solution ρ ∈ (0, 1).
and

(H5) U [x∗, ρ] ⊂ D.

Notice that A(x∗) = F ′(x∗). Then, we get the estimates

‖F ′(x∗)−1(F (xn)− γF (xn)− F ′(x∗) + γF (x∗)‖

≤ ‖F ′(x∗)−1(F ′(xm)− F ′(x∗))‖+ |γ|‖F ′(x∗)−1(F (xm)− F (x∗))‖

≤ β0‖xm − x∗‖+ |γ|β1‖xm − x∗‖

= β2‖xm − x∗‖ < β2ρ < 1,

‖F ′(x∗)−1(Am − F ′(xm))‖ = ‖F ′(x∗)−1(F ′(xm)− γF (xm)− F ′(xm))‖

= |γ|‖F ′(x∗)−1F (xm)‖

≤ |γ|β1‖xm − x∗‖,

xm+1 − x∗ = xm − x∗ − F ′(xm)−1F (xm) + F ′(xm)−1F (xm)−A−1m F (xm)

= (xm − x∗ − F ′(xm)−1F (xm)) + (F ′(xm)−1 −A−1m )F (xm)

= (xm − x∗ − F ′(xm)−1F (xm))

+F ′(xm)−1(Am − F ′(xm))A−1m F (xm),

III. Local Convergence

Notes
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)

leading to

‖xm+1 − x∗‖ ≤
β‖xm − x∗‖2

2(1− β0‖xm − x∗‖)

+
|γ|β2

1‖xm − x∗‖2

(1− β0‖xm − x∗‖)(1− β2‖xm − x∗‖)

< h(ρ)‖xm − x∗‖ = ‖xm − x∗‖ < ρ.

So, we get

‖xm+1 − x∗‖ ≤ p(‖xm − x∗‖) < ρ, p = h(‖x0 − x∗‖) (3.1)

and xm+1 ∈ U(x∗, ρ). Hence, we conclude by (3.1) that limm−→∞ xm = x∗.
Therefore, we arrive at the local convergence result for method (1.2).

Under conditions (H) further suppose that x0 ∈ U (x∗ , ρ).
Then, sequence {xn} generated by method (1.2) is well defined in U(x0, ρ), re-
mains in U(x0, ρ) and converges to x∗.

Next, we present a uniqueness of the solution result for equation (1.2).

Suppose

(1) The point x∗ is a simple solution of equation F (x) = 0 in U(x∗, τ) ⊂ D for
some τ > 0.

(2) Condition (H2) holds.

(3) There exists τ∗ ≥ τ such that

β0τ
∗ < 2.

Set B1 = U [x0, τ
∗] ∩D. Then, the only solution of equation (1.1) in B1 is x∗.

Set M1 =
∫ 1

0
F ′(z∗ + θ(x∗ − z∗))d for some z∗ ∈ B1 with F (z∗) = 0.

Then, using (H2), we get in turn that

‖F ′(x∗)−1(M1 − F ′(x∗))‖ ≤
∫ 1

0

(1− θ)‖z∗ − x∗‖dθ

≤ β0
2
τ∗ < 1,

so, z∗ = x∗ follows from M1 6= 0 and M1(z∗−x∗) = F (z∗)−F (x∗) = 0− 0 = 0.

We verify convergence criteria using method (1.2) for γ = 0, so δ = 0.

(Semi-local case) Let us consider a scalar function F defined
on the set D = U [x0, 1− q] for q ∈ (0, 12 ) by

F (x) = x3 − q.

Choose x0 = 1. Then, we obtain the estimates η = 1−q
3 ,

|F ′(x0)−1(F ′(x)− F ′(x0))| = |x2 − x20|

≤ |x+ x0||x− x0| ≤ (|x− x0|+ 2|x0|)|x− x0|

Theorem 3.1 

Proposition 3.2 

Proof. 

IV. Numerical Example

Example 4.1 

Notes
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( F
)

|F ′(x0)−1(F ′(y)− F ′(x)| = |y2 − x2|

≤ |y + x||y − x| ≤ (|y − x0 + x− x0 + 2x0)||y − x|

= (|y − x0|+ |x− x0|+ 2|x0|)|y − x|

≤ (
1

L0
+

1

L0
+ 2)|y − x| = 2(1 +

1

L0
)|y − x|,

for all x, y ∈ D and so L = 2(1 + 1
L0

).

Next, set y = x− F ′(x)−1F (x), x ∈ D. Then, we have

y + x = x− F ′(x)−1F (x) + x =
5x3 + q

3x2
.

Define fundtion F̄ on the interval D = [q, 2− q] by

F̄ (x) =
5x3 + q

3x2
.

Then, we get by this definition that

F̄ ′(x) =
15x4 − 6xq

9x4

=
5(x− q)(x2 + xq + q2)

3x3
,

where p = 3

√
2q
5 is the critical point of function F̄ . Notice that q < p < 2− q. It

follows that this function is decreasing on the interval (q, p) and increasing on
the interval (q, 2− q), since x2 + xq + q2 > 0 and x3 > 0. So, we can set

K2 =
5(2− q)2 + q

9(2− q)2

and

K2 < L0.

But if x ∈ D0 = [1− 1
L0
, 1 + 1

L0
], then

L =
5%3 + q

9%2
,

where % = 4−q
3−q and K < K1 for all q ∈ (0, 12 ). For q = 0.45, we have

n 1 2 3 4 5
tn 0.1833 0.2712 0.3061 0.3138 0.3142 0.3142

(L0 + |γ|δ)tn+1 0.4675 0.6916 0.7804 0.8001 0.8011 0.8011

Thus condition (2.2) satisfied.

= (1− q + 2)|x− x0| = (3− q)|x− x0|,

for all x ∈ D, so L0 = 3− q, D0 = U(x0,
1
L0

) ∩D = U(x0,
1
L0

),

Notes
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( F
)

Let F : [−1, 1] −→ R be defined by

F (x) = ex − 1

Then, we have for x∗ = 0, β0 = e − 1, β = e
1

e−1 and β1 = 0. So, we have
ρ = 0.3827.

Example 4.2 
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