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Abstract- Breast cancer is one of the main causes of cancer death in women. Detection is
efficiently performed by using digital mammograms. Small clusters of micro calcifications
appearing as a collection of white spots on mammograms show an early warning of breast
cancer. Early detection performed on X-ray mammography is the key to improving breast cancer
diagnosis. To increase radiologists’ diagnostic performance, several computer-aided diagnosis
(CAD) schemes have been developed to improve the detection of primary identification of this
disease. In this research, an attempt is made to develop an adaptive K-means clustering
algorithm for breast image segmentation to detect microcalcifications. The method was tested
over several images of image databases taken from Mammocare, Ghana for cancer research
and diagnosis. The algorithm works faster so that any radiologist can take a clear decision about
the appearance of microcalcifications by visual inspection of digital mammograms and detection
accuracy has also improved as compared to some existing works.
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Segmentation of Cancerous Mammography
using MATLAB

Samuel Yemoh Tetteh-Abaku %, Calvin Kwesi Gafrey ° & Moses Jojo Eghan ®

Abstract- Breast cancer is one of the main causes of cancer
death in women. Detection is efficiently performed by using
digital mammograms. Small clusters of micro calcifications
appearing as a collection of white spots on mammograms
show an early warning of breast cancer. Early detection
performed on X-ray mammography is the key to improving
breast cancer diagnosis. To increase radiologists’ diagnostic
performance, several computer-aided diagnosis (CAD)
schemes have been developed to improve the detection of
primary identification of this disease. In this research, an
attempt is made to develop an adaptive K-means clustering
algorithm for breast image segmentation to detect
microcalcifications. The method was tested over several
images of image databases taken from Mammocare, Ghana
for cancer research and diagnosis. The algorithm works faster
so that any radiologist can take a clear decision about the
appearance of microcalcifications by visual inspection of
digital mammograms and detection accuracy has also
improved as compared to some existing works.

[.  INTRODUCTION

reast cancer is a type of cancer with the highest
3incident rates in women. It has been one of the
major causes of death among women since the
last decades and it has become an emergency for the
healthcare systems of countries. It is commonly
classified into four stages according to the size of
tumors and degree of cancer spread from the breast to
other body parts and takes years to develop[5].
Mammography is an imaging study that uses X-
rays to image the breast to look for cancer. There are
two main types of mammography: film-screen
mammography and digital mammography also called
full-field digital mammography or FFDM. The technique
for performing them is the same. What differs is whether
the images take the form of photographic films or digital
files recorded directly onto a computer. Mammography
also has its limitations. It is less reliable on the dense
breast of young women or women who underwent
surgical intervention in the breast because glandular
and scar tissues are as radiopaque as abnormalities[9].
Furthermore, there is low-dose X-Ray radiation. The
estimated sensitivity of radiologists in breast cancer
screening is only about 75%. Double reading has been
suggested to be an effective approach to improve
sensitivity. To improve the accuracy of interpretation, a
variety of Computer Assisted Detection (CAD)
techniques have been proposed. Interpretation of
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mammograms mainly involves two major processes:
Computer-Aided Detection (CADe) and Computer-Aided
Diagnosis (CADI)[20]. It would be valuable to develop a
CAD algorithm using extracted features from the breast
profile region; region of interest (ROI). This would
reduce the number of biopsies in patients with benign
disease and thus avoid patients’ physical and mental
suffering, with a bonus of reducing healthcare costs.

Initial detection of the cancerous mammogram
helps in the early diagnosis of a disease a diseased
person which can reduce death possibilities. Methods
developed for the detection of the malignant region of
the mammograms may not be able to provide results
successfully[1,15]. Finding an accurate, robust and
efficient breast profile segmentation remains a
challenging problem in digital mammography. Hence
mammography misses about 17% and up to 50% of
breast cancers due to the subtle and unstable
appearances of breast cancer in their early stages[8].
To overcome this limitation. It is necessary to develop an
approach that can segment malignant regions properly.

A significant method that first detects the
cancerous region and then segment the area covered
by malignant tissues was proposed. In this paper, the
focus was placed on detecting malignant tissues which
represent higher intensity values compared to
background information and other regions of the breast.
However, in the case of some normal dense tissues
having similar intensities to the tumor region, it is
necessary to detect tumor region excluding those
regions successfully. In this research work, an attempt
was made to study the effect of L*a*b color space K-
means clustering on colour image segmentation.
Several general-purpose algorithms have been
developed for image segmentation including detection
followed by segmentation of mammogram images
based on simple image processing techniques using
the L*a*b colour space K-means clustering algorithm
which provides good results in real-time[10].

[I.  MATERIALS AND METHOD

a) Sample of images used

Mammogram images were retrieved from the
website of Mammocare Ghana. The mammogram
images were acquired from Ghanaian patients. The
images consist of left and right breast images of fatty,
fatty-glandular and dense-glandular breasts, true
positive and true negative breast images, false positive
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and false negative breast images. The retrieved
mammogram images are classified into left breast
lesion, right breast lesion, and non-palpable left breast
lesion.

The images were retrieved in Joint Photographic
Experts Group(JPEG)format. The pixels in the images
were represented as an 8-bit word. The images were
retrieved in Red, Green, Blue (RGB) format each with a
pixel size of 500 x 500. The mammogram images were
from diagnoses conducted by radiologists and clinicians
using the Breast-i device. In taking the images, a patient
undresses and in a darkened room, sitting slightly
forward places the Breast-i light source on the inferior
surface of (underneath) the breast. The patient views the

superior aspect (top surface) of each breast, which
should be uniformly bright except for typically a few
darker lines corresponding to superficial blood vessels.
The mammogram images are classified into three major
cases: malignant, benign and normal.

b) Developed Matlab algorithm for image analysis

A flowchart of the method which is implemented
in MATrix LABoratory (Matlab) application software
(R2013a Matlab, Math Works Inc) is described in figure
3. The basic aim of the proposed approach is to
segment colors automatically using the K-means
clustering technique and L*a*b* colour space.

Read mammogram image

Transform image from RGB to L*a*b*
colour space

Classify colour using K-Means clustering in ‘a*b*’ space

Label each pixel in the image from
the results of K-Means

Generate image that segment the input image by colour into clusters

Determine the cancerous cluster

The mammogram images were read into MATrix
LABoratory (Matlab) application software (R2013a
Matlab, MathWorks Inc) from a folder in which they were
saved. The images were transformed from RGB to
L*a*b* colour space. The L*a*b* colour space was
used because it consisted of a luminosity layer 'L*' and
two chromaticity layers in 'a*' and 'b*’. Using the L*a*b*
colour space is computationally efficient because all of
the colour informationis present in the 'a*' and 'b*' layers
only[12]. The colors were then classified using K-Means
clustering in the 'a*b*' space. To measure the difference
between the two colors, the Euclidean distance metric
was used.Each Pixel was labelled in the image from the
Results of K-Means. For every pixel in the input, K-
means computed an index corresponding to a cluster.
Every pixel of the image was labelled with its cluster
index,also the mean 'a' and 'b' value for each area was
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extracted. These values served as colour markers in the
'a*b' space. The index image was further processed to
generate 3clusters based on colour information[12]. The
pixels in the image was separated by colour using pixel
labels, which resulted in different images based on the
number ofclusters. The results of the nearest neighbor
classification were displayed. The labelled matrix
contained a colour label for each pixel in the
mammogram image. The labelled matrix was then used
to separate objects in the original image by colour. The
index of each cluster containing the cancerous part of
the mammogramwas determined because K-means
doesnot return the same cluster index value every time
but this was done using the center value of clusters,
which contained the mean value of 'a*' and 'b*' for each
cluster[12].



[11. RESULTS AND DISCUSSIONS

The proposed methodology has been evaluated
on images collected from the database that belongs to
Mammocare Ghana, emphasizing the importance of K-
Means clustering algorithms in cancerous
mammography segmentation. In the proposed
methodology, specifically, the effectiveness of the
segmentation methods was evaluated on the RGB
image, based on the intensity levels of the segmented
output.

The result of clustering intensities of the colour
bands into different groups using the K-means
clustering algorithm were a set of three distinct RGB
level regions. These regions, referring to the colors
existing in the original image are presented in figure 4,
samples 1 to 8. Each region is relatively homogeneous
in terms of pixel intensity. These regions were breast
intensities (cluster 1), background intensities (cluster 2)

and tumor intensity (cluster3) referring to the colors
existing in the original image[18]. Therefore, it was
assumed that there were three classes of objects to be
separated with the K-means clustering algorithm.

The figures show an original image from the
image database and results for clusters using the K-
means clustering method with only 4 clusters, and
varying the values of classes are shown. Four clusters
were used because using three clusters was not
sufficient in that case due to the natural variability of
sharpness in the input mammogram image. It can be
seen that mass and lesion elements in the breast image
became clearer by increasing the number of classes
keeping the constant value of bins, visual appearance
and classification of microcalcification get improved[6].

The following figures show the original images
and their processed images using K-means clustering in
L*a*b* colour spaces.

Figure 4: Sample 1 shows, (A) the original image, (B) cluster 1, (C) cluster 2 and (D) cluster 3 after separating
objects by colour using K-means clustering technique in L*a*b* colour space with the tumor region circled in yellow
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Figure 5: Sample 2 shows, (A) the original image, (B) cluster 1,

(C) cluster 2 and (D) cluster 3 after separating

objects by colour using K-means clustering technique in L*a*b* colour space with the tumor region circled in yellow
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Figure 6: Sample 3 shows, (A) the original image, (B) cluster 1, (C) cluster 2 and (D) cluster 3 after separating
objects by colour using K-means clustering technique in L*a*b* colour space with the tumor region circled in yellow
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= Figure 7. Sample 4 shows, (A) the original image, (B) cluster 1, (C) cluster 2 and (D) cluster 3 after separating
5 objects by colour using K-means clustering technique in L*a*b* colour space with no tumor found
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Figure 8: Sample 5 shows, (A) the original image, (B) cluster 1, (C) cluster 2 and (D) cluster 3 after separating
objects by colour using K-means clustering technique in L*a*b* colour space with the tumor region circled in yellow
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Figure 9: Sample 6 shows, (A) the original image, (B) cluster 1, (C) cluster 2 and (D) cluster 3 after separating
bjects by colour using K-means clustering technique in L*a*b* colour space with the tumor region circled in yellow

F/'gure 10: Sample 7 shows, (A) the orlgmal image, (B) cluster 1, (C) cluster 2 and (D ) cluster 3 after separating
bjects by colour using K-means clustering technique in L*a*b* colour space with the tumor region circled in yellow

Figure 11: Sample 8 shows, (A) the original image, (

B) cluster 1,

C) cluster 2 and (D) cluster 3 after separating

objects by colour usmg K means clustering teohnlque in L*a*b* colour space W|th no tumor region

Figures 4 to 11 show the defect segmentation
result of the breast with masses and lesions using the K-
means clustering technique. After segmenting the input
image into four clusters in figures 4 to 11, it was
affirmative that the fourth cluster correctly segmented
the tumor portion of the image[1]. From the empirical
observations, it was observed that using 3 or 4 clusters
yielded good segmentation results. Thus, in this
experiment, the input images were partitioned into four
segments as it also shows the detection result on an

image mass while considering a different number of
clusters for K-Mean clustering[4]. When the number of
clusters is set to 2, one cluster contains the breast part
while another one contains mass and background.

If the number of clusters is increased to 3, the
defective part is separated with a background. Hence,
we further increased the number of clusters to 4. In
Figures 4 to 11, samples 1 to 8, the segmentation result
was better for 4 clusters than 3 clusters because the
area of masses and lesions in the breast is less and the

2022 Global Journals

Global Journal of Science Frontier Research (A ) Volume XXII Issue I Version I E Year 2022



Global Journal of Science Frontier Research (A) Volume XXII Issue I Version I E Year

colour of the mass part is quite similar to the colour of
the rest of the mammogram. So, if the mass area is
larger, fewer clusters will be required while in the mass
area is smaller more clusters will be needed. It means
the number of clusters required for the mass detection
from the mammogram image is inversely proportional to
the mass area[3,7,11].

x 10

The following shows the results for the fourth
clusters of all the images and their respective
histograms also obtained using the MATLAB R2013a
imhist tool. This can be observed that the affected
regions are more accurately located i.e. the identification
of affected areas with malignant effects gets more
prominent.
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Figure 12: The processed image of sample 1 and its histogram

From figure 12, The tumor was seen when the fourth cluster was applied as compared to the 3" cluster.
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Figure 13: The processed image of sample 2 and its histogram

From figure 13, no tumor was seen in the breast as compared to the original image.
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Figure 14: The processed image of sample 3 and its histogram
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From figure 14, two masses were identified in the breast as compared to the original images acquired from
Mammocare Ghana, and the histogram was indicated.
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Figure 15: The processed image of sample 4 and its histogram

In figure 15, the tumor was identified in the well extracted, the red boundary was a result of the
center of the breast with the red boundary around it and  unclear nature of the image acquired.
it can be seen in the histogram. Although the tumor was
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Figure 16: The processed image of sample 5 and its histogram

From figure 16, no tumor was identified as compared to the original image acquired from Mammocare
Ghana. The histogram indicates the red boundary seen in the image.
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Figure17: The processed image of sample 6 and its histogram

From figure 17, although the area was large, the  nature of the original image and the direction in which
histogram was not clear enough this is due to the red the image was taken and hence the mass could be
circle around the tumor. This is because of the blurred identified within the red circle, further increase of the
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cluster to be able to well identify the tumor only resulted
in the whole image becoming black.
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Figure 18: The processed image of sample 7 and its histogram

From figure 18, it can be seen that the mass was seen when the fourth cluster was applied, the histogram
also indicated that the tumor has gotten to the mass stage but smaller as compared to the one in figure 19.
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Figure 19: The processed image of sample 8 and its histogram

From figure 19, the tumor was identified when
the cluster was increased to 4 the when the histogram
for the image indicate that the vibrant colors showed
that the tumor was large as compared to the other
tumors in the other images.

The experimental results suggest that the
introduced method for defect segmentation in this
research is robust because it can accurately segment
the cancerous part with the breast region, background
and the blurred region of interest (ROI) boundary[19].

Finally, the detection accuracy was estimated
and compared the performance with previous similar
research works emphasizing the detection accuracy.
The results obtained are also in support of anticipation
with the findings and diagnosis by the radiologist of
Mammocare Ghana of cancer research. The accuracy
of detection has increased.

IV. CONCLUSION

In this work, the cancerous mammography
segmentation of mammograms using K-means
cluttering based on L*a*b* colour space was proposed
and evaluated. The proposed approach used the K-

2022 Global Journals

means  clustering  techniqgue  for  segmenting
mammogram image four clusters. Mammograms
images were used for the experimental observations
and the introduced method was evaluated considering a
cancerous mammogram as a case study. Experimental
results suggest that the proposed approach is capable
of accurately segmenting the tumor(mass) area of
mammograms present in images. K-means based
tumor segmentation approach is to also segment the
cancerous area of the mammogram.
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